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Abstract. RC4 cipher is the most widely used stream cipher in software applications. It was 
designed by R. Rivest in 1987. In this paper we find the number of keys of the RC4 cipher 
generating initial permutations with the same cycle structure.  We obtain that the distribution 
of initial permutations is not uniform. 

 

1. Introduction 
 
RC4 cipher is the most widely used stream cipher in software applications. It was designed 

by R. Rivest in 1987. There are several papers by analysis of RC4, where several attacks and 
vulnerabilities were described. Most of these attacks revolve around the concept of a distinguisher. 
The first distinguisher was Golic [1] that exploited correlation between zi and zi+2. The results due 
to [2, 3]  and their generalization [8] are of most practical importance.  

 In [9] is introduced the idealized model of RC4 and considered the cipher as a random walk 
on a symmetric group. Mironov proved a necessary condition for existence of strong distinguishers 
in the idealized model.  

 In this paper we find the number of keys of the RC4 cipher generating initial permutations 
with the same cycle structure.  We obtain that the distribution of initial permutations is not uniform. 

Thus, we show that the probability of generating the identical permutation is in π
4/12/3

2/)1(

+−

+

mm

m

e
m  

more what you would expect. 
 
 
2. Description of the RC4 cipher 

 
The RC4 stream cipher is modeled by a finite automaton Ag= (F, f , Zm×Zm×Sm, Zm), where 

F: Zm×Zm×Sm→Zm×Zm×Sm is a next-state function,  f: Zm×Zm×Sm→Zm is an output function. The 
RC4 stream cipher depends on m=2n, n∈ N .   

The state of the RC4 cipher at time t is (it, jt, st)∈ Zm×Zm×Sm and the initial state is (0, 0, s0,).  
Key schedule algorithm ρ 
s0 is the identical permutation, i0=j0=0.  
For t= m,1  do: 
1.   it=t�1, 
2. jt = jt-1 + st�1[it]+ kt-1(mod L) ( mod m),  
3. st[it]= st�1[jt],  st[jt]= st�1[it]; 
4. st[r]= st�1[r], r= 1,0 −m \{it, jt}. 

 
Consider the RC4 cipher at time t (t=1,2�.).  

 The next-state function F 
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1. it= it�1+1 (mod m ); 
2. jt = jt�1+ st�1[it] (mod m ); 
3. st[it]= st�1[jt],  st[jt]= st�1[it]; 
4. st[r]= st�1[r], r= 1,0 −m \{it, jt}. 

 
The output function f 
Output:  zt= st[( st[jt]+ st[it] )(mod m)]. 
 
Encryption xt:  ct=xt⊕  zt. Decryption ct:  xt=ct⊕  zt. 

 

3.  The number of states with the same cycle structure   
In this section we prove our main result, i.e. we find the number of keys of RC4 generating 

initial permutations with the same cycle structure.  We begin with definitions. 

By B(α1,�,αm) denote the set of all permutations from Sm with the cycle structure 
{ mmααα ...21 21 }, where 1⋅α1+2⋅α2+�+m⋅αm=m. It is known that |B(α1,�,αm)|= 

!!...!...21
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. Let a permutation s∈ Sm are chosen randomly from Sm, then P{s∈  

B(α1,�, αm)}=
!!...!...21
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. 

Note that if the distribution of initial permutations ρ(k) of the RC4 cipher is uniform, then 

P{ρ(k)∈ B(α1,�,αm)}=Ω(α1,�,αm) mm
1 =
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m
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, where Ω(α1,�,αm)=|{k∈  

Zm
m : ρ (k)∈  B(α1,�, αm)}|. The average of keys generating initial permutations with the same 

cyclic structure is Nm(α1,�,αm)= 
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Note that multiplication to the left transposition (it, jt) by st is swapped elements st[it] and 
st[jt], i.e. st+1=(it, jt) st. Therefore, the initial permutation of RC4 can be represented as sm=(m�1, 
jm)�(1,j2) (0,j1)⋅E , where Е is the identical permutation. 

Thus, we�ll consider the multiset ϑm={(m�1,jm)�(1,j2) (0,j1) | (jm,�, j1)∈ Zm
m }, which 

elements are permutations that can be represented as (m�1,jm)�(1,j2) (0,j1), where k= m,1 , 
jk∈ 1,0 −m . Note also that the permutation s can be represented as (m�1,jm)�(1,j2) (0,j1) different 
ways. 

Let Aη={i1,�,iη}, | Aη|=η, be a directed set and  i1< i2<�<iη. Let the set Jη={jη,�, j1}, 
where  |Jη|≤η and either Jη∩ Aη=∅  or Jη∩ Aη≠∅ .  Denote ϖ=| Aη∪  Jη|. 

Let us consider the product of transpositions (iη, jη)�(i2, j2) (i1, j1) that is generated by the 
key-schedule algorithm of RC4.The product of transpositions (iη, jη)�(i2, j2) (i1, j1) corresponds to 
the ϖ vertices graph Ξϖ that vertices are the elements of the set Aη∪ Jη and that edges are the pairs 
(ir,  jr) labeled by ir, r= ,η1 . Note that the transposition (α, α) is a loop of Ξϖ;  the labels� set of  Ξη is 
Aη and the number of  edges is η.  

The order relation on the set Aη is induced on the set of labels, i.e. i1< i2<�<iη on the labels� 
set. For Aη={0,1,�,m�1}, Jη⊆ Aη, η=m and ik=k�1, the product of transpositions (0,j1), (1,j2),�,(m�
1, jm) corresponding to some key of RC4 uniquely defines the graph Ξm. 

 The Ξm graph may have several components. Let Λk on k vertices labeled by elements of  
Xk={x1, x2,�,xk}, where Xk⊆ {0,1,�,m�1}, be a component of Ξm.   
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We say that the connected graph Λn disintegrates into two cycles of length i and j, if the 
product of transpositions corresponding to Λn can be represented as products of two independent 
cycles of length i and j. By Γi,j denote a connected graph on i+j vertices labeled by elements of 
X={x1, x2,�,xi+j} that disintegrates into two cycles of length i and j. 

To prove the main theorem we need the following proposition. 
 
Proposition 1  
1. The number Ni,j(n) of graphs  Γi,j on i+j vertices, which are labeled by elements of the set 
{x1,x2,�,xi+j}, and having a  length n cycle is 
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2. The number Ni,j(n) of graphs  Γi,j on i+j vertices, which are labeled by elements of the set 
{x1,x2,�,xi+j}  
a)  for  i>0 and j>0  is 
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b) for i>0, j=0 or j>0, i=0 is 
Ni,0=jj�1, 

where ∑
=

+−




 +
−=

k

t

nt
kn tk

t
n

A
0

, ,)1(
1

)1(   k= 1,0 −n . 

The proof is by direct calculations. 
 

By Λ(ki,j) denote a graph with ki,j components that disintegrate into cycles of length i and j. 
Let the graph Λ=U

ijk
ijk )(Λ . The m-dimensional vector jk

r
=(k0j, k1j,�, kmj) that the i-th coordinate is 

the number of components  Λ(ki,j) of  Λ. 
Our main result is the following. 

 
Theorem 2.  The number of different products of transpositions (m�1,jm)�(1,j2)(0,j1), where 
jk∈ { 1,0 −m }, mk ,1= , generating permutations with the same cyclic structure { mmααα ...21 21 }, 
1⋅α1+2⋅α2+�+m⋅αm=m, is  
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where summation is carried out by the first j+1 coordinates (k0j, k1j,�, kjj) of the vector jk
r

=(k0j, 

k1j,�, kmj)∈ 1+m
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Proof.  We stress that Λ(ki,j) consists of  ki,j graphs Γi,j, which vertices are labeled  by 
elements of the set {x1, x2,�, )( jiijkx + }. The number of ways to distribute of labels between ki,j 

components is 
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Let the graph Λ=U
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From (3), (4) we obtain that the number of products transpositions (m�1,jm)�(1,j2) (0,j1) 
generating permutations with the same cycle structure { mmααα ...21 21 } and with the { 1k
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 To compute (5) we note that 
Ni,j=Cij⋅ii�1⋅jj�1, Ni,i=Cii⋅i2i�2,  
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The theorem is proved. 
 

4. The asymptotic distribution of the number initial states with some cycle 
structure  
 

In this section we describe distributions of the number keys of RC4 generating permutations 
with the following cycle structure {10 20�m1}, {1m 20�m0}, {1m�d 20�d1�m0}. 

First we compute the number of RC4 keys generating the cycle structure {10 20�m1}. By 

(2) we have Ω(0,�,0,1)=mm�1. Therefore, P{ρ(k)∈ B(0,�,0,1)}=
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chosen from Sm, then P{s∈ B(0,�,0,1)= 
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Let us now compute the number of keys of RC4 generating identical permutations. By (2) 
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P{ρ(k)∈ B(α1,�,αm)}=Ω(α1,�,αm) mm
1 , i.e. if suppose that  s is uniformly random.  

  
Proposition 3. Let ∆m(α1,�,αm)=| Ω(α1,�,αm) � Nm(α1,�,αm)|, δm(α1,�,αm)=Ω(α1,�,αm)/ 
Nm(α1,�,αm) , m≥4. Then for m→∞ 
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This completes the proof.  
For some values of m numeric dates are resulted in tab. 1. 
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Table 1 
    The number of keys of RC4 generating identical permutations for different values of m 

 
m Ω(m,0,�,0) Nm(m,0,�,0)  P{ρ(k)∈  B(m,0,�,0))} P{s∈  B(m,0,�,0)} 
1024 3,6⋅101332 6,4⋅10442 1,0⋅10�1749 1,8⋅10�2639 
512 9,2⋅10591 4,0⋅10220 6,6⋅10�796 2,9⋅10�1167 
256 2,30⋅10260 3,76 ⋅10110 7,12⋅10�358 1,16⋅10�507 
128 5,3⋅ 10111 1,3 ⋅1054 1,0⋅10�158 2,6⋅10�216 
64 1,4⋅1047 1,3⋅ 1026 3,4⋅10�69 7,9⋅10�90 
32 2,2⋅1019 5,6⋅ 1012 1,5⋅10�29 3,8⋅10�36 
16 4,6⋅107 8,8⋅ 105 2,5⋅10�12 4,8⋅10�14 
 

From table 1 we see that the distribution of initial permutations is not uniform. 
Remark. It is known [10] that the number of Tm
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prime number, in the symmetric group Sm  is 

Tm
(p)= ∑

=

pm

k

/

0
kpkpmk

m
⋅⋅−⋅ )!(!

! , 

and as  m→∞ 

Tm
(2)= 









+⋅







m
Oe

e
m

e
m

m 11
2

1 2/

4/1
, 

Tm
(p)= ( )( )112/1

)/11(

oep
e
m p m

pm

+⋅




 −

−

 for p>2. 
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Proposition 4. Let Ω(m�d,0,�,1,0�0) be the number of keys of RC4 generating the set of 
permutations with the cycle structure  {1m�d 20�d1�m0}. Then  
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5. for (m�d) →0,  
Ω(m�d,0,�,1,0�0)∼  mm�1. 

The proof is by direct calculation. 
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Proposition 5. Let ∆m(α1,�,αm)=| Ω(α1,�,αm) � Nm(α1,�,αm)|, δm(α1,�,αm)= Ω(α1,�,αm)/ 
Nm(α1,�,αm), m≥4.  Then  
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The proof is by direct calculation. 
 

Let Ωm,d=Ω(m�d,0,�,1,0�0), Nm,d =Nm(m�d,0,�,1,0�0), Pm,d
(t)=P{ρ(k)∈ B(m�d,0,�, 1, 

0�0 )},  Pm,d
(p)= P{s∈  B(m�d,0,�,1,0�0)}. 

 
Table 2 

The number of keys of RC4 generating the set of permutations with the cyclic structure {1m�d 
20�d1�m0} for different m 

 
m d Ωm,d Nm,d Pm,d

(t) Pm,d
(p) 

2048 1024 2,3⋅105028  7,2⋅104138 5,7⋅10�1754 1,8⋅10�2643 
1024 512 2,6⋅102284 2,0⋅101915 7,4⋅10�799 5,6⋅10�-1169 
512 256  2,3⋅101027 6,4⋅10877 1,6⋅10�360 4,6⋅10�510 
256 128  1,5⋅10456 6,5⋅10398 4,7⋅10�160 2,0⋅10�217 
128  64  1,8⋅10201  6,5⋅10178 3,1⋅10�71 1,2⋅10�90 
2048 64 1,8⋅103097 1,2⋅101097 4,5⋅10�3685 2,9⋅10�5685 
1024  32 1,3⋅101393  2,7⋅10537 3,8⋅10�1690 7,6⋅10�2545 
512  16 3,3⋅10619 4,4⋅10262 2,3⋅10�768 3,2⋅10�1124 
256   8 5,7⋅10271 7,8⋅10127 1,7⋅10�345 2,4⋅10�489 
 128   4 1,9⋅10117 8,8⋅1061 3,5⋅10�153 1,7⋅10�208 
2048  2 1,9⋅102970 5,0⋅10893 4,7⋅10�3812 1,3⋅10�5888 

 
Obtained results are presented in Fig. 1. 
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5. Conclusion 
 
In this paper we computed the number of keys of RC4 generating initial permutations with 

the same cyclic structure. We find that the distribution is not uniformly random and prove that the 

probability of generating the identical permutation is in π
4/12/3

2/)1(

+−

+

mm

m

e
m  more what you would 

expect. Therefore, to determine an initial permutation of RC4 we can do the following.  
Let αr =(α1,�,αm) be a  m-dimensional vector that coordinates are a solution of the equation 

1α1+2α2+�+mαm=m. 
I. Preliminary step.  

a) Compute Ω(αr ), Nm(αr ), δm(αr )= Ω(αr )/ Nm(αr ) for all solutions of the equation. 
1α1+2α2+�+mαm=m. 

b) On the set of vectors αr  we define the order relation. We�ll suppose that αr ≥αr ′ if 
δm(αr )≥ δm(αr ′) and αr 1≥α

r
2≥α

r
3≥� if. αr r≥α

r
t for r≤t.   

II.  
Suppose  Λ1

(1)=∅ , r=1. 
j-step of testing. 

1. Randomly from the set B(αr r)\ Λr
(j) choose a permutation  sr

(j); 
2. Suppose s0=sr

(j); 
3. Λr

(j+1)= Λr
(j)∪  sr

(j); 
4. For the state (0, 0, s0) compute L=3/2m keystreams z1

*,�, zL
*; 

5. If zk=zk
* for all k= L,1 , then we find true the initial state. If there exist k∈ { L,1 } such that 

zk≠zk
*
, then for Λr

(j+1)= B(αr r) suppose r=r+1, Λr
(j+1)= ∅  and go to step II; for B(αr r)\ 

Λr
(j+1)≠∅  go to step 1. 
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Fig.1. P{ρ(k)∈  B(m�d,0,�0,1,0,�0)}= Ω(m�d,0,�0,1,0,�0) mm
1 (the solid line) and   

P{s∈ B(m�d,0,�0, 1,0, �0)} (the dashed line) if s is uniformly random  for m=64.  
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