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#### Abstract

For most of the time since they were proposed, it was widely believed that hyperelliptic curve cryptosystems (HECC) carry a substantial performance penalty compared to elliptic curve cryptosystems (ECC) and are, thus, not too attractive for practical applications. Only quite recently improvements have been made, mainly restricted to curves of genus 2 . The work at hand advances the state-of-theart considerably in several aspects. First, we generalize and improve the closed formulae for the group operation of genus 3 for HEC defined over fields of characteristic two. For specific curves we achieve a $50 \%$ complexity improvement compared to the best previously published results. Second, we introduce a new complexity metric for ECC and HECC defined over characteristic two fields which allow performance comparisons of practical relevance. It can be shown that the HECC performance is within a factor two of the performance of an ECC; for specific parameters HECC can even possess a lower complexity than an ECC at the same security level. Third, we describe the first implementation of a HEC cryptosystem on an embedded (ARM7) processor. Since HEC are particularly attractive for constrained environments, such a case study should be of relevance.
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## 1 Introduction

In 1976 Diffie and Hellman [DH76] revolutionized the field of cryptography by introducing the concept of public-key cryptography. Their key exchange protocol is based on the difficulty of solving the discrete logarithm (DL) problem over a finite field. Years later, [Kob87,Mil86] introduced a variant of the Diffie-Hellman key exchange, based on the difficulty of the DL problem in the group of points of an elliptic curve (EC) over a finite field. Since their introduction, elliptic curve cryptosystems (ECC) have been extensively studied not only by the research community but also in industry. In particular, there are several standards involving EC, such as the IEEE P1363 [P1399] standardization effort and the bank industry standards [ANS99]. It is important to point out that ECC benefit from shorter operand sizes when compared to RSA or DL based systems. This fact makes ECC particularly well suited for small processors and memory constrained environments.

In 1988 Koblitz suggested for the first time the generalization of EC to curves of higher genus, namely hyperelliptic curves (HEC) [Kob88]. In contrast to the EC case, it has only been until recently that Koblitz's idea to use HEC for cryptographic applications, has been analyzed and implemented both in software [SS00,Eng99b,SSI98,SS98,Kri97] and in more hardware-oriented platforms such as FPGAs [Wol01,BCLW02]. In 1999, [Sma99] concluded that there seems to be
little practical benefit in using HEC, because of the difficulty of finding hyperelliptic curves and their relatively poor performance when compared to EC. However, quite recently efficiency of the HEC group operation has been improved [Har00, MDM $\left.{ }^{+} 02, \operatorname{Tak} 02, \mathrm{Lan} 02 \mathrm{a}\right]$. It is well known that the best algorithm to compute the discrete logarithm in generic groups such as the Jacobian of a HEC is Pollard's rho method or one of its parallel variants [Pol78,vOW99]. For curves of genus higher than four, [Gau00a] showed that there exists an algorithm with complexity $O\left(q^{2}\right)$ where $F_{q}$ is the field over which the HEC is defined. Thus, in this work, we only consider HEC of genus less than four, as curves of higher genus are potentially insecure from a cryptographic point of view.

It is widely accepted that for most cryptographic applications based on EC or HEC one needs a group order of size at least $\approx 2^{160}$. Thus, for HECC over $\mathbb{F}_{q}$ we will need a least $g \cdot \log _{2} q \approx 2^{160}$, where $g$ is the genus of the curve. In particular, for a curve of genus two, we will need a field $\mathbb{F}_{q}$ with $\left|\mathbb{F}_{q}\right| \approx 2^{80}$, i.e., 80-bit long operands. Similarly, for curves of genus three, our discussion above implies 54 -bit long operands. These field sizes make HEC specially promising for use in embedded environments where memory and speed are constrained, and where the above operand sizes seem well suited to their small processor architectures.

## Our Main Contributions

Genus 3 group operations: The work at hand presents for the first time generalized (i.e., not restricted to odd characteristic) explicit formulae for genus-3 curves including fields of characteristic 2. We optimized the formulae presented in $\left[\mathrm{KGM}^{+} 02\right]$ and we decreased the number of field operations required for adding and doubling two divisors. In particular, for certain curves our group doubling formula saves more than $60 \%$ of the field multiplications compared to $\left[\mathrm{KGM}^{+} 02\right]$. Given the dominance of the doubling operation over the addition operation, the computational complexity for a divisor multiplication is reduced by $50 \%$ for such curves.
New complexity metric for HECC and ECC: Previously, a fair comparison between HECC and ECC was difficult to achieve due the different field sizes, type of operations, and the non-deterministic nature of the HEC operations ${ }^{1}$, in particular, the computation of polynomial gcds. In addition, most of the published ECC results contain many platform specific optimizations which vary greatly between different implementations. We introduce a new metric for HECC and ECC over characteristic two fields which is based on an atomic operation count rather than on the (theoretical) bit complexity or specific timings. The most interesting results are that for a special type of genus-3 curves (a) in some cases HECC is faster than ECC at the same level of security and that (b) special genus-3 curves are faster than genus- 2 curves. Our new metric is validated by a mere $10 \%$ difference between our theoretical and practical results.
HECC implementation on an embedded platform: With the predicted advent of ubiquitous computing, embedded processors will play an increasingly important role for providing security functions. Due to their relatively short operand lengths, HEC are particularly well suited for embedded processors which are typically computationally constrained. We support our theoretical findings with a HECC implementation on an ARM7TDMI, which is one of the most popular embedded processors. Our implementation uses the best explicit

[^0]formulae for genus-2 and genus-3 curves. The timings are compared to the best known ECC implementations on the same platform and we conclude that for our implementation genus-2 curves are about a factor of 2 slower than ECC, while genus- 3 curves with $h(x)=1$ are approximately a factor of 1.5 slower.

The remainder of the paper is organized as follows. Section 2 summarizes contributions dealing with previous implementations and comparisons of HECC and ECC. Section 3 gives a brief overview of the mathematical background related to HECC. Section 4 and 5 present our new explicit formulae for genus-3 curves and a theoretical comparison between ECC and HECC. Finally, we end this contribution with a discussion of our results and some conclusions.

## 2 Previous Work

In this section, we summarize previous improvements to the group operation of genus- 2 and genus-3 curves, earlier theoretical comparisons between ECC and HECC, and other HECC implementations.

## Improvements to HECC Group Operations

Spallek was the first who attempted to find explicit formulae for the group operations of a HECC [Spa94]. Six years later a major breakthrough for the speed of the group operations in the Jacobian of genus-2 hyperelliptic curves was published in [GH00], in the context of algorithms which determine the group order of Jacobians of HEC. [GH00] noticed that one can derive different explicit formulae for the group operations depending on the weights of the input divisors (input to the group operation, doubling or addition). In addition, we know that over $\mathbb{F}_{q}$ two random polynomials are co-prime with probability $1-O(1 / q)$, where the polynomials are defined over $\mathbb{F}_{q}$. Thus, in practice it is only necessary to consider the most frequent occurring case. In the same year Nagao [Nag00] proposed a polynomial division algorithm without field inversions and an algorithm to calculate the extended gcd algorithm while only using one field inversion, both geared to improve Cantor's algorithm. Both algorithms proposed by [Nag00] are used to improve polynomial arithmetic and thus, not applicable to the derivation of explicit formulae.

Very recently further improvements were made by $\left[\mathrm{MDM}^{+} 02, \mathrm{Tak} 02\right]$. In $\left[\mathrm{MDM}^{+} 02\right.$ ], the authors were able to replace the two field inversions by only one, with the help of Montgomery's trick for simultaneous inversions [Coh93]. In [Tak02] one multiplication was saved through a displacement of one operation. All these improvements are for genus-2 curves and odd characteristic. The generalization to even characteristic was done in [Lan02a] where improved formulae for characteristic 2 curves are also given. There was also some effort to find explicit formulae to perform the group operation for HECC without using inversions for genus-2 curves [Lan02b,Lan02c].

Table 1 summarizes the efforts made to date to speed up genus-2 curves. In Table 1, I refers to inversion, $M$ to multiplication, $S$ to squaring, and $M / S$ to multiplications or squarings, since squarings are assumed to be of the same complexity as a multiplication in these publications.

For genus-3 hyperelliptic curves of odd characteristic the only improvement over Cantor's algorithm was presented in $\left[\mathrm{KGM}^{+} 02\right]$. The authors adopted the methods from $\left[\mathrm{MDM}^{+} 02, \mathrm{Har} 00\right]$ to obtain the speed-up. The operation complexity for genus- 3 curves is summarized in Table 3.

Table 1. Speeding up group operations on hyperelliptic curves of genus two.

|  | $\begin{array}{c\|} \text { field } \\ \text { characteristic } \end{array}$ | curve properties | cost |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | addition | doubling |
| Cantor [Nag00] | general |  | $3 I+70 M / S$ | $3 I+76 M / S$ |
| Nagao [Nag00] | odd | $h(x)=0, f_{i} \in \mathbb{F}_{2}$ | $1 I+55 M / S$ | $1 I+55 M / S$ |
| Harley [Har00] | odd | $h(x)=0$ | $2 I+27 M / S$ | $2 I+30 M / S$ |
| Matsuo et al.[MCT01] | odd | $h(x)=0$ | $2 I+25 M / S$ | $2 I+27 M / S$ |
| Miyamoto et al. [ $\mathrm{MDM}^{+} 02$ ] | odd | $h(x)=0, f_{4}=0$ | $I+26 M / S$ | $I+27 M / S$ |
| Takahashi [Tak02] | odd | $h(x)=0$ | $I+25 M / S$ | $I+29 M / S$ |
| Lange [Lan02a] | general | $h_{i} \in \mathbb{F}_{2}, f_{4}=0$ | $I+22 M+3 S$ | $I+22 M+5 S$ |
|  | two | $h_{i} \in \mathbb{F}_{2}, f_{4}=0$ | $I+22 M+2 S$ | $I+20 M+4 S$ |
| Lange [Lan02b] | general | $h_{i} \in \mathbb{F}_{2}, f_{4}=0$ | $47 M+4 S(40 M+3 S)^{2}$ | $40 M+6 S$ |
|  | two | $h_{i} \in \mathbb{F}_{2}, f_{4}=0$ | $46 M+2 S$ | $33 M+6 S$ |
| Lange [Lan02c] | odd | $h_{i} \in \mathbb{F}_{2}, f_{4}=0$ | $47 M+7 S(36 M+5 S)^{2}$ | $34 M+7 S$ |
|  | even | $h_{2} \neq 0, h_{i} \in \mathbb{F}_{2}, f_{4}=0$ | $46 M+4 S(35 M+5 S)^{2}$ | $35 M+6 S$ |
|  | even | $h_{2}=0, h_{i} \in \mathbb{F}_{2}, f_{4}=0$ | $44 M+6 S(34 M+6 S)^{2}$ | $29 M+6 S$ |

## Theoretical Comparisons

In [SSI98], the authors clarified practical advantages of hyperelliptic cryptosystems when compared to ECC and to RSA. To our knowledge this is the first and only contribution that investigates in detail the theoretical complexity of ECC and HECC. They estimated the cost of different cryptosystems based on the number of bit operations. In their work they used Cantor's formula and the cost of one multiplication in $\mathbb{F}_{2^{n}}$ was assumed to take $n^{2}$ bit operations. One of the estimated theoretical results shows that genus-3 curves needed three times as many bit operations as elliptic curves. We want to point out that this publication used supersingular curves ${ }^{3}$ and curves of genus higher than 4 which today are believed to be insecure due to the attacks presented in [FR94,Gau00a, Gal01].

In the following years further analyses of the complexity of HECC were published. A theoretical analysis of the computational efficiency of the arithmetic on hyperelliptic curves is derived in [Eng99b]. In [SS00], the authors implemented hyperelliptic curve cryptosystems and analyzed the complexity of the group law on Jacobians $\mathbb{J}_{C}\left(\mathbb{F}_{p}\right)$ and $\mathbb{J}_{C}\left(\mathbb{F}_{2^{n}}\right)$. Moreover, they verified their theoretical complexity estimates with a HECC implementation and with the theoretical analysis done by Enge in [Eng99b]. Some newer papers presented timings for HECC using explicit formulae and compared HECC to ECC [Lan02a]. However, these comparisons were based on the implementation timings.

To our knowledge there is no theoretical complexity comparison between ECC and HECC published that uses the explicit formulae for HECC and compares HECC and ECC in terms of processor instructions, such as shift and XOR operations. Hence, this comparison is processor independent and can be adapted to any platform.

## HECC Implementations

Since HEC cryptosystems were proposed, there have been several software implementations on general purpose machines and, only recently, publications dealing with hardware implementa-

[^1]tions of HECC. To our knowledge there has not been any work dealing with the implementation of HEC on embedded systems.

The results of previous HECC software implementations are summarized in Table 2. The table entries are sorted in chronological order. All implementations up to [SS00] use Cantor's algorithm with polynomial arithmetic. Starting with [MCT01], the implementations make use of explicit formulae. The table includes only implementations that are considered to be secure, namely curves of genus smaller than five, and shows only the fastest numbers given in each publication. For example, the implementation presented in [Sma99] is not included in Table 2, because it focused only on HECC with genus larger than four.

The first implementation based on Harley's algorithm was presented in [MCT01]. Compared to Harley's algorithm, they were able to save two multiplications/squarings and three multiplications/squarings in the group addition and doubling operations, respectively. This implementation was followed by $\left[\mathrm{MDM}^{+} 02\right]$, [Tak02] and [Lan02a] described above. The only genus-3 curve implementation based on the explicit formulae was presented in $\left[\mathrm{KGM}^{+} 02\right]$.

Table 2. Execution times of recent HEC implementations in software.

| reference | processor | genus | field | $t_{\text {scalarmult. }}$ in $m s$ |
| :---: | :---: | :---: | :---: | :---: |
| [Kri97] | Pentium@100MHz | 2 | $\mathbb{F}_{2}{ }^{64}$ | 520 |
|  |  | 3 | $\mathbb{F}_{2}{ }^{42}$ | 1200 |
|  |  | 4 | $\mathbb{F}_{2^{31}}$ | 1100 |
| [SS98] | Alpha@467MHz | 3 | $\mathbb{F}_{2}{ }^{59}$ | 83.3 |
|  |  | 3 | $\mathbb{F}_{2}{ }^{89}$ | 25700 |
|  |  | 3 | $\mathbb{F}_{2}{ }^{113}$ | 37900 |
|  |  | 4 | $\mathbb{F}_{2}{ }^{41}$ | 96.6 |
|  | Pentium-II@300MHz | 3 | $\mathbb{F}_{2}{ }^{59}$ | 11700 |
|  |  | 4 | $\mathbb{F}_{2^{41}}$ | 10900 |
| [SS00] | Alpha21164A@600MHz | 3 | $\mathbb{F}_{p}\left(\log _{2} p=60\right)$ | 98 |
|  |  | 3 | $\mathbb{F}_{2^{59}}$ | 40 |
|  |  | 4 | $\mathbb{F}_{2}{ }^{41}$ | 43 |
| [MCT01] | PentiumIII@866MHz | 2 | 186-bit OEF | 1.98 |
| [MDM ${ }^{+}$02] | PentiumIII@866MHz | 2 | 186-bit OEF | 1.69 |
| [KGM ${ }^{+} 02$ ] | Alpha21264@667MHz | 3 | $\mathbb{F}_{2^{61}-1}$ | 0.932 |
| [Lan02a] | Pentium-IV@1.5GHz | 2 | $\mathbb{F}_{2}{ }^{160}$ | 18.875 |
|  |  | 2 | $\mathbb{F}_{2}{ }^{180}$ | 25.215 |
|  |  | 2 | $\mathbb{F}_{p}\left(\log _{2} p=160\right)$ | 5.663 |
|  |  | 2 | $\mathbb{F}_{p}\left(\log _{2} p=180\right)$ | 8.162 |

The first HECC hardware architectures were proposed in [Wol01]. In [BCLW02], performance results of a hardware-based genus two hyperelliptic curve coprocessor over $\mathbb{F}_{2^{113}}$ were presented. The FPGA was clocked at 45 MHz and required 4750 clock cycles for a group addition and 4050 clock cycles for a group doubling operation.

## 3 Mathematical Background

In this section we present an elementary introduction to some of the theory of hyperelliptic curves over finite fields of arbitrary characteristic, restricting attention to material that is relevant for this work. For more details the reader is referred to [Kob89,Kob98].

### 3.1 HECC and the Jacobian

Let $\mathbb{F}$ be a finite field, and let $\overline{\mathbb{F}}$ be the algebraic closure of $\mathbb{F}$. A hyperelliptic curve C of genus $g \geq 1$ over $\mathbb{F}$ is the set of solutions $(u, v) \in \mathbb{F} \times \mathbb{F}$ to the equation

$$
C: v^{2}+h(u) v=f(u)
$$

Such a curve is said to be non-singular if there are no pairs $(u, v) \in \overline{\mathbb{F}} \times \overline{\mathbb{F}}$ which simultaneously satisfy the equation of the curve $C$ and the partial differential equations $2 v+h(u)=0$ and $h^{\prime}(u) v-f^{\prime}(u)=0$. The polynomial $h(u) \in \mathbb{F}[u]$ is of degree at most $g$ and $f(u) \in \mathbb{F}[u]$ is a monic polynomial of degree $2 g+1$. For odd characteristic it suffices to let $h(u)=0$ and to have $f(u)$ squarefree.

A divisor $D=\sum m_{i} P_{i}, m_{i} \in \mathbb{Z}$, is a finite formal sum of $\overline{\mathbb{F}}$-points. Its degree is the sum of the coefficients $\sum m_{i}$. The set of all divisors form an Abelian group denoted by $\mathbb{D}(C)$. The set of divisors of degree zero will be denoted by $\mathbb{D}^{0} \subset \mathbb{D}(C)$.

Every rational function on the curve gives rise to a divisor of degree zero, consisting of the formal sum of the poles and zeros of the function. Such divisors are called principal and the set of all principal divisors is denoted by $\mathbb{P}$. If $D_{1}, D_{2} \in \mathbb{D}^{0}$ then we write $D_{1} \sim D_{2}$ if $D_{1}-D_{2} \in \mathbb{P}$; $D_{1}$ and $D_{2}$ are said to be equivalent divisors. Now, we can define the Jacobian of $C$ as the quotient group $\mathbb{D}^{0} / \mathbb{P}$. If we want to define the Jacobian over $\mathbb{F}$, denoted by $\mathbb{J}_{C}(\mathbb{F})$, we say that a divisor $D=\sum m_{i} P_{i}$ is defined over $\mathbb{F}$ (sometimes also called a $\mathbb{F}$-divisor or rational divisor) if $D^{\sigma}=\sum m_{i} P_{i}^{\sigma}$ is equal to $D$ for all automorphisms $\sigma$ of $\overline{\mathbb{F}}$ over $\mathbb{F}$. Notice that this does not mean that each $P_{i}^{\sigma}$ is equal to $P_{i}, \sigma$ may permute the points.

In [Can87], Cantor shows that each element of the Jacobian can be represented in the form $D=\sum_{i=1}^{r} P_{i}-r \cdot \infty$ such that for all $i \neq j, P_{i}$ and $P_{j}$ are not symmetric points. Such a divisor is called a semi-reduced divisor. Cantor concludes that from the Riemann-Roch Theorem [Ful69] follows that each element of the Jacobian can be represented uniquely by such a divisor, subject to the additional constraint $r \leq g$. Such divisors are referred to as reduced divisors. Finally, [Can87] shows that the divisors of the Jacobian can be represented as a pair of polynomials $a(u)$ and $b(u)$ with $\operatorname{deg} b(u)<\operatorname{deg} a(u) \leq g$, with $a(u)$ dividing $v^{2}+h(u) v-f(u)$ and where the coefficients of $a(u)$ and $b(u)$ are elements of $\mathbb{F}$ [Mum84] (notice that in our particular application $\mathbb{F}$ is a finite field). In the remainder of this paper, a divisor $D$ represented by polynomials will be denoted by $\operatorname{div}(a, b)$.

### 3.2 Group Operations on a Jacobian

This section gives a brief description of the algorithms used for adding and doubling two divisors on $\mathbb{J}_{C}(\mathbb{F})$. These group operations will be performed in two steps. First we have to find a semireduced divisor $D^{\prime}=\operatorname{div}\left(a^{\prime}, b^{\prime}\right)$, such that $D^{\prime} \sim D_{1}+D_{2}=\operatorname{div}\left(a_{1}, b_{1}\right)+\operatorname{div}\left(a_{2}, b_{2}\right)$ in the group $\mathbb{J}$. In the second step we have to reduce the semi-reduced divisor $D^{\prime}=\operatorname{div}\left(a^{\prime}, b^{\prime}\right)$ to an equivalent divisor $D=(a, b)$. Algorithm 1 describes the group addition.

Doubling a divisor is easier than general addition and therefore, Steps 1,2, and 3 of Algorithm 1 can be simplified as follows:

$$
\begin{aligned}
& d=\operatorname{gcd}(a, 2 b+h)=s_{1} a+s_{3}(2 b+h) \\
& a_{0}^{\prime}=a^{2} / d^{2} \\
& b_{0}^{\prime}=\left[s_{1} a b+s_{3}\left(b^{2}+f\right)\right] d^{-1}\left(\bmod a_{0}^{\prime}\right)
\end{aligned}
$$

```
Algorithm 1 Group addition
Require: \(D_{1}=\operatorname{div}\left(a_{1}, b_{1}\right), D_{2}=\operatorname{div}\left(a_{2}, b_{2}\right)\)
Ensure: \(D=\operatorname{div}(a, b)=D_{1}+D_{2}\)
    \(d=\operatorname{gcd}\left(a_{1}, a_{2}, b_{1}+b_{2}+h\right)=s_{1} a_{1}+s_{2} a_{2}+s_{3}\left(b_{1}+b_{2}+h\right)\)
    \(a_{0}^{\prime}=a_{1} a_{2} / d^{2}\)
    \(b_{0}^{\prime}=\left[s_{1} a_{1} b_{2}+s_{2} a_{2} b_{1}+s_{3}\left(b_{1} b_{2}+f\right)\right] d^{-1}\left(\bmod a_{0}^{\prime}\right)\)
    while \(\operatorname{deg} a_{k}^{\prime}>g\) do
        \(a_{k}^{\prime}=\frac{f-b_{k-1}^{\prime} h-\left(b_{k-1}^{\prime}\right)^{2}}{a_{k-1}^{\prime}}\)
        \(b_{k}^{\prime}=\left(-h-b_{k-1}^{\prime}\right) \bmod a_{k}^{\prime}\)
    end while
    Output ( \(a=a_{k}^{\prime}, b=b_{k}^{\prime}\) )
```

The formulae given for the group operation of HECC can be written explicitly as previously mentioned. In Section 4 we develop explicit formulae of Cantor's Algorithm for genus-3 curves.

### 3.3 Security of HECC

The DLP on $\mathbb{J}(\mathbb{F})$ can be stated as follows: given two divisors $D_{1}, D_{2} \in \mathbb{J}(\mathbb{F})$, determine the smallest integer $m$ such that $D_{2}=m D_{1}$, if such an $m$ exists. The binary algorithm and its variants [MvOV96,Gor98] can be used to efficiently compute $m D$. The main operations in the algorithm are group addition and group doubling.

The Pollard rho method and its variants [GLV98,Pol78,Wie86] are the most important examples of algorithms for solving the DLP in generic groups with complexity $O(\sqrt{n})$ in groups of order $n$. However, some special cases of HEC were discovered in [FR94,Rüc99], which can be attacked with complexity better than $O(\sqrt{n})$. The first algorithm which computes the DL in subexponential time for sufficient large genera was published in [ADH94]. The algorithm was improved and implemented e.g. in [FS97,Eng99a,Gau00b,EG02]. This algorithm has a better complexity than Pollard's rho method for $g>4$.

In [FR94], the authors described the mapping of the Tate pairing on the divisor class group of a curve $C$ over a finite field $\mathbb{F}_{q}$ into the multiplicative group $\mathbb{F}_{q^{k}}^{*}$. Hence, for small $k$ the DLP in the divisor class group can be solved with the index-calculus algorithms. In [Gau00a] it is shown that index-calculus algorithms in the Jacobian of HEC have a lower complexity than the Pollard rho method for curves of genus greater than 4 . In order to find secure HECC one also has to consider criteria to ensure that a curve is not supersingular [Gal01]. However, there are no hyperelliptic supersingular curves of genus $2^{n}-1$ and characteristic 2 for any integer $\geq 2$ [SZ02]. Thus, to our knowledge the best attacks against HEC of the form suggested in this contribution have complexity $O(\sqrt{n})$.

## 4 Speed-up for Genus-3 Curves

In this section we briefly outline the ideas of [GH00] and $\left[\mathrm{KGM}^{+} 02\right]$ which are the starting point for our improvements. In [GH00], the authors noticed that one can reduce the number of operations required to add/double divisors by distinguishing between possible cases according to the properties of the input divisors. This technique is combined with the use of the Karatsuba multiplication algorithm [KO63] and the Chinese remainder theorem to further reduce the complexity of the overall group operations. The work of [GH00] was generalized by $\left[\mathrm{KGM}^{+} 02\right.$ ]
to genus-3 curves defined over odd characteristic fields. In particular, they notice that for genus3 curves there are 6 possible choices for the degree of the input polynomials to Algorithm 1 and that further classification according to the common factors of the polynomials would lead to about 70 sub-cases. However, they only consider the most frequent cases ${ }^{4}$ which occur with overwhelming probability of $1-O(1 / q) \approx 1-2^{-60}$ for genus-3 curves over $\mathbb{F}_{2^{60}}$. For the remaining cases, they use Cantor's algorithm.

In this work, we further optimize the formulae of $\left[\mathrm{KGM}^{+} 02\right]$ and generalize them to arbitrary characteristic. Table 9 presents the explicit formulae for a group addition and Table 10 those for a group doubling. The formulae shown in the tables are based on the assumption that $h_{i} \in\{0,1\}$, where $i=0,1,2,3$, and that $f_{6}$ is equal to zero. The latter can be achieved by substituting $x^{\prime}=x+\frac{f_{6}}{7}$. The coefficient is still included in the algorithm for completeness.

Our improvements are based on the following techniques:

1. Montgomery's trick of simultaneous inversions [Coh93, Algorithm 10.3.4]
2. Reordering of normalization step [Tak02]
3. Karatsuba multiplication
4. Calculation of the resultant using Bezout's matrix
5. Choice of special HEC

In [Har00] one can easily see that two inversions are needed to perform the group operation; one for the calculation of the $s$ polynomial and one to compute a monic $u$. Simultaneous inversions based on the idea of Montgomery was first used in $\left[\mathrm{MDM}^{+} 02\right]$ to reduce the number of inversions by one. Step 4 in Table 9 and Step 5 in Table 10 apply this method.

The composition step in Cantor's algorithm requires a monic output polynomial $u$. Instead of normalizing the polynomial $u$, the second improvement considers a monic polynomial $s$ which saves one multiplication and leads to a monic $u$ [Tak02].

Applying the Karatsuba method in Step 3 in Table 9, one can compute $s^{\prime} \equiv\left(v_{2}-v_{1}\right) i n v \bmod$ $u_{2}$ with 11 field multiplications. The same holds for Step 4 in Table 10.

One of the standard matrix representations for the resultant of two univariate polynomials is the Bezout resultant [GSA84,MT84]. In the first step of the HEC group operations one has to calculate the resultant of $u_{1}, u_{2}$ and $u_{1}, h+2 v_{1}$ for addition and doubling, respectively. Without loss of generality, let the two input polynomials be $a(x)=x^{3}+a x^{2}+b x+c$ and $b(x)=x^{3}+d x^{2}+e x+f$. Hence, the determinant of Bezout's matrix yields the resultant:

$$
\begin{aligned}
r(a(x), b(x))= & (f+e a-c-b d)\left[(-c+f)^{2}-(-a+d)(f b-c e)\right] \\
& +(f a-c d)[(f a-c d)(-a+d)-2(-b+e)(-c+f)] \\
& +(f b-c e)(-b+e)^{2}
\end{aligned}
$$

Therefore, the resultant for a group addition on a genus-3 HEC can be computed using 12 field multiplications and 2 field squarings. The resultant in the case of the group doubling requires 6 multiplications and 2 squarings. Bezout's resultant can also be applied for genus- 2 HEC group operations but results in no further improvement compared to $\left[\mathrm{MDM}^{+} 02, \mathrm{Tak} 02, \mathrm{KGM}^{+} 02\right]$.

In order to find the best genus-3 curve in terms of performance, we analyzed the explicit formulae. The ideal types of curves seem to be of the form $y^{2}+y=f(x)$ over fields of characteristic

[^2]two. To our knowledge these genus-3 curves have no security limitations [Gau00a,Gal01,SZ02]. The cost of the group addition requires 5 field multiplications less than for regular curves. Similarly, doubling a divisor requires 39 field multiplications less than regular curves. This leads to a major speed-up in an efficient scalar multiplication algorithm where doubling occurs far more frequently than addition. For the explicit formulae of this special case the reader is referred to Table 11.

As a summary we include the computational cost of all the published results for genus-3 curves in Table 3. Compared to $\left[\mathrm{KGM}^{+} 02\right]$, we save 5 multiplications in the adding algorithm and the 3 multiplications in the doubling algorithm even though our formulae are more general.

Table 3. Comparing the complexity of the group operations on HEC of genus three.

|  | field | curve | cost |  |
| :---: | :---: | :---: | :---: | :---: |
|  | characteristic | properties | addition | doubling |
| Cantor [Nag00] | general | $h(x)=0, f_{i} \in \mathbb{F}_{2}$ | $4 I+200 M / S$ | $4 I+207 M / S$ |
| Nagao [Nag00] | odd |  | $2 I+154 M / S$ | $2 I+146 M / S$ |
| Kuroki et al.[KGM $\left.{ }^{+} 02\right]$ | odd | $h(x)=0, f_{6}=0$ | $I+81 M / S$ | $I+74 M / S$ |
| This work (Tables 9, 10) | general | $h_{i} \in \mathbb{F}_{2}, f_{6}=0$ | $I+70 M+6 S$ | $I+61 M+10 S$ |
|  | two | $h_{i} \in \mathbb{F}_{2}, f_{6}=0$ | $I+65 M+6 S$ | $I+53 M+10 S$ |
| This work with $h(x)=1$ (Table 11) | two | $h_{i} \in \mathbb{F}_{2}, f_{6}=0$ | $I+65 M+6 S$ | $I+22 M+7 S$ |

## 5 Comparing ECC and HECC

In the past, providing complexity measures and, thus, comparisons between ECC and HECC was a difficult undertaking. The operations involved in both systems were very different (different field orders, field operations vs. operations with polynomials, etc.). Furthermore, measures such as the bit complexity often provide very little information about the de facto complexity in actual implementations. The underlying motivation for the work described in the following was the development of a more accurate metric for practical purposes. All operations which are computationally expensive will be expressed in terms of atomic operations (AOPS), such as processor word-SHIFTs and XORs. In particular, we will decompose field multiplications into AOPS. This provides a metric which allows a comparison of fields of different sizes which is crucial for comparing ECC and HECC with equal level of security. The approach possesses the advantage that it accurately counts the actual elementary processor operations (as opposed to the more theoretical bit complexity), while at the same time avoiding processor and implementation-dependent "tricks" which can skew comparisons that are merely based on timings. In summary, we believe we developed a method which allows accurate predictions of the performance on a given processor without the laborious task of actually implementing the cryptosystem. The accuracy of the new metric is demonstrated by a mere $10 \%$ difference between our theoretical and practical results.

The number of atomic operations is denoted as AOPS. In our comparison we make the following assumptions:

1. We only consider fields of characteristic two and thus neglect the cost of squaring.
2. We perform the field multiplications with Algorithm 5 published ${ }^{5}$ in [LD00]. This algorithm requires $3+2(w / 4-1)$ word-SHIFTs and $s(11+n / 4)+8(2 s-1)$ word-XORs, where $w$ is the word size of processor and $s=\left\lceil\frac{n}{w}\right\rceil$ is the number of words needed to represent an element of the underlying field $\mathbb{F}_{2^{n}}$.
3. We express the cost of one field inversion as $k$ field multiplications and denote the ratio of multiplications to inversions as MI-ratio.

Based on the assumptions stated above, the complexity of the group operations of HEC and EC are summarized. Referring to Tables 9 and 10, a divisor addition for a genus- 3 curve requires $1 I+65 M$ and doubling needs $1 I+53 M$ (using a special curve with $h=1$, doubling needs only $1 I+22 M)$. Assuming that the cost of one field inversion is equivalent to $k$ field multiplications, leads to $(65+k) M$ and $(53+k) M$ for addition and doubling, respectively. Due to the higher extension of the underlying field used for genus- 2 curves, a different MI-ratio $m$ is used. This leads to $(22+m) M$ for a divisor addition and $(20+m) M$ for a divisor doubling. The number of inversions and multiplications for a group operation on EC heavily depends on the chosen coordinate system. For completeness we summarize the number of required operations given the MI-ratio $n$ in Table 4.

Table 4. Field operations required in each coordinate system [HHM00]

| Coordinate system | EC Addition <br> general |  | EC Doubling |
| :--- | :---: | :---: | :---: |
|  | mixed coord. |  |  |
| Affine coordinates | $1 I+2 M$ |  | $1 I+2 M$ |
|  | $(2+n) M$ |  | $(2+n) M$ |
| Standard projective coordinates [CC87,CMO98] | $13 M$ | $12 M$ | $7 M$ |
| Jacobian projective coordinates [CC87,CMO98] | $14 M$ | $10 M$ | $5 M$ |
| New projective coordinates [LD99] | $14 M$ | $9 M$ | $4 M$ |

Table 5 and Table 6 state the total number of AOPS for the group operations of the cryptosystems with different MI-ratios. In terms of ECC, Table 5 considers only affine coordinates and new projective coordinates [LD99], which are the most effective way to perform an EC group operation for characteristic two fields. For a given processor, Table 5 and Table 6 allow an immediate, fairly accurate prediction of the ECC and HEC performance on that processor.

Figure 1 illustrates the number of operations for a scalar multiplication on a 32 -bit processor depending on the MI-ratios. The scalar multiplication with an $n$-bit scalar is realized by the sliding window method with an approximated cost of $n \cdot$ doublings $+0.2 \cdot n \cdot$ additions for a 4-bit window size [BSS99]. Figure 1 allows to estimate the efficiency of an ECC or a HECC built on top of a given field library by comparing the different MI-ratios.

In general we can draw the following conclusions from this comparison:

1. ECC with the projective coordinates is in almost all cases the most efficient cryptosystem
2. Genus-2 curves need less atomic operations than general genus-3 curves
3. Most efficient genus-3 HEC with $h(x)=1$ always outperform genus-2 HEC
[^3]Table 5. Total number of atomic operations for ECC

|  | ECC |  |
| :--- | :---: | :---: |
|  | affine | new projective [LD99] |
| Addition | $(2+n) \cdot$ | $9 \cdot$ |
| Doubling | $\left[\frac{2 w}{4}+\left(\frac{m}{4}+27\right)\left\lceil\frac{m}{w}\right\rceil-7\right]$ | $(2+n) \cdot\left(\frac{2 w}{4}+\left(\frac{m}{4}+27\right)\left\lceil\frac{m}{w}\right\rceil-7\right]$ |
|  | $\left[\frac{2 w}{4}+\left(\frac{m}{4}+27\right)\left\lceil\frac{m}{w}\right\rceil-7\right]$ | $\left[\frac{2 w}{4}+\left(\frac{m}{4}+27\right)\left\lceil\frac{m}{w}\right\rceil-7\right]$ |

Table 6. Total number of atomic operations for HECC

|  | genus-2 | HECC |  |
| :---: | :---: | :---: | :---: |
| genus-3 | genus-3 / h(x)=1 |  |  |
| Addition | $(22+m) \cdot$ | $(65+k) \cdot$ | $(65+k) \cdot$ |
| Doubling | $\left[\frac{2 w}{4}+\left(\frac{m}{4}+27\right)\left\lceil\frac{m}{w}\right\rceil-7\right]$ | $(20+m) \cdot$ | $\left[\frac{2 w}{4}+\left(\frac{m}{4}+27\right)\left\lceil\frac{m}{w}\right\rceil-7\right]$ |
|  | $\left[\frac{2 w}{4}+\left(\frac{m}{4}+27\right)\left\lceil\frac{m}{w}\right\rceil-7\right]$ |  |  |
| $\left[\frac{2 w}{4}+\left(\frac{m}{4}+27\right)\left\lceil\frac{m}{w}\right\rceil-7\right]$ | $\left[\frac{2 w}{4}+\left(\frac{m}{4}+27\right)\left\lceil\frac{m}{w}\right\rceil-7\right]$ | $\left[\frac{2 w}{4}+\left(\frac{m}{4}+27\right)\left\lceil\frac{m}{w}\right\rceil-7\right]$ |  |



Fig. 1. Cost of a scalar multiplication for different $M I$-ratios and cryptosystems in atomic operations
4. For field libraries with a low MI-ratio, ECC with affine coordinates are more efficient than HECC. However, with an increasing MI-ratio the scalar multiplication of HECC can be less expensive than in the case of ECC.

## 6 HECC on Embedded Systems

With the predicted advent of ubiquitous computing, embedded processors will play an increasingly important role for providing security functions. Due to their relatively short operand lengths, HECC are particularly well suited for embedded processors which are typically computationally constrained. We chose a representative of the popular ARM processor family for our implementation. The purpose was twofold. First, we wanted to provide actual timings of a highly optimized HEC implementation. Secondly, we wanted to validate our complexity metric.

The ARM7TDMI processor environment was chosen to implement genus-2 and genus-3 hyperelliptic curves with $h(x)=1$. The $M I$-ratios of our field library can be found in Table 7 .

Table 7. Timings of the field library and corresponding MI-ratios. All timings in $\mu s e c$ assuming a 80 MHz clock rate.

| Field | Multiplication | Inversion | MI-ratio |
| :---: | :---: | :---: | :---: |
| $\mathbb{F}_{2^{54}}$ | 7.19 | 65.64 | 9.1 |
| $\mathbb{F}_{2^{81}}$ | 13.86 | 134.10 | 9.6 |
| $\mathbb{F}_{2^{162}}$ | 49.29 | 197.234 | 4.0 |

To theoretically determine the most efficient cryptosystem based on the timings given, one can either draw the MI-ratios into Figure 1 or calculate the needed number of AOPS. Considering a finite field $\mathbb{F}_{2^{54}}$ for a genus-3 $\operatorname{HEC}(h(x)=1), 667,359$ AOPS are needed to calculate one scalar multiplication. HECC of genus 2 with the underlying field $\mathbb{F}_{2^{81}}$ will take 878, 973 AOPS, and ECC over $\mathbb{F}_{2^{162}}$ using new projective coordinates requires 387,504 AOPS. Thus, we expect HECC of genus-2 to be a factor 2.26 and the special genus- 3 curves a factor 1.72 slower than the EC cryptosystem. HECC of genus-2 should be a factor 1.32 slower compared to genus-3 HECC with $h(x)=1$. In Appendix B an alternative graphical representation is introduced, which also allows a comparison of the different cryptosystems.

Table 8 presents timings for divisor addition, divisor doubling and scalar multiplication on the ARMulator - ARM7TDMI@80MHz ${ }^{6}$. To our knowledge these are the first published timings for HECC on an embedded processor.

The timings for a scalar multiplication of certain genus-3 curves over $\mathbb{F}_{2^{54}}$ and of genus-2 curves over $\mathbb{F}_{2^{81}}$ is compared with the performance of the ECC scalar multiplication taken from [AYK01] ${ }^{7}$. Using the same platform and sliding window method, the scalar multiplication for ECC with a 160 bit key size takes 44.8 ms over a prime field. Hence, a divisor scalar multiplication (162-bit) on a HEC of genus 2 is a factor of 2.22 and genus-3 HEC with $h(x)=1$ are a factor of 1.54 slower than a point scalar multiplication (160-bit) on a EC with modified Jacobian coordinates. In addition, the specific genus-3 curve is 1.43 faster than the HEC of genus 2. Therefore, we can conclude that our theoretical estimates were quite accurate.

## 7 Conclusions

In this contribution, we were able to close the gap between the performance of HECC and ECC. In particular, an improvement of the explicit formulae for arbitrary characteristic for the case

[^4]Table 8. Timings of group operations with ARMulator ARM7TDMI@80MHz (explicit formulae)

| Genus | Field | Group order | Group addition <br> in $\mu s$ | Group doubling <br> in $\mu s$ | Scalar. mult. <br> in $m s$ |
| :---: | :--- | :---: | :---: | :---: | :---: |
| 3 | $\mathbb{F}_{2^{54}}$ | $2^{162}$ | 613 | 263 | 69 |
|  | $\mathbb{F}_{2} 55$ | $2^{165}$ | 616 | 264 | 71 |
|  | $\mathbb{F}_{2} 59$ | $2^{177}$ | 631 | 273 | 78 |
|  | $\mathbb{F}_{2} 60$ | $2^{180}$ | 619 | 269 | 78 |
|  | $\mathbb{F}_{2^{61}}$ | $2^{183}$ | 633 | 276 | 81 |
|  | $\mathbb{F}_{2^{63}}$ | $2^{189}$ | 615 | 270 | 82 |
| 2 | $\mathbb{F}_{2^{81}}$ | $2^{162}$ | 486 | 479 | 99 |
|  | $\mathbb{F}_{2^{83}}$ | $2^{166}$ | 493 | 487 | 103 |
|  | $\mathbb{F}_{2^{88}}$ | $2^{176}$ | 506 | 495 | 111 |
|  | $\mathbb{F}_{2^{91}}$ | $2^{182}$ | 505 | 503 | 116 |
|  | $\mathbb{F}_{2^{95}}$ | $2^{190}$ | 509 | 503 | 121 |

of genus-3 hyperelliptic curves was presented. For special curves over fields of characteristic 2 , the efficiency of the doubling algorithm could be enhanced drastically. This increased the performance of a scalar multiplication by about $50 \%$ compared to $\left[\mathrm{KGM}^{+} 02\right]$.

A theoretical comparison of ECC to HECC with coefficients in $\mathbb{F}_{2^{m}}$ assuming the currently fastest algorithms for field operations was also presented. An important finding is that special genus-3 HECC are always faster than genus-2 HECCL. However, the properties of the field libraries are the key to determine overall performance of ECC and HECC.

The theoretical results are confirmed by the first implementation of genus-2 and genus-3 curves on an embedded processor.
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## A Field Multiplication

The theoretical comparison is based on Algorithm 2 for the field multiplication. To our knowledge, this is the fastest software algorithm published for fields $\mathbb{F}_{2^{n}}$. This Algorithm requires $3+2(w / 4-1)$ SHIFTs and $s(11+n / 4)+8(2 s-1)$ XORs, where $w$ is the word size and $s$ is the number of words needed to represent one number.

```
Algorithm 2 Field multiplication [LD00]
Require: \(A=\left(A_{s-1} \ldots A_{0}\right), B=\left(B_{s-1} \ldots B_{0}\right)\), and \(F=\left(F_{s-1} \ldots F_{0}\right)\).
Ensure: \(C=\left(C_{s-1} \ldots C_{0}\right)=A \cdot B \bmod F\).
    for \(j=0\) to 15 do
        Set \(P_{16}[j] \leftarrow\left(j_{3} x^{3}+\cdots+j_{0}\right) B(x) ; j=\left(j_{3} j_{2} j_{1} j_{0}\right)_{2}\)
    end for
    Set \(T_{i} \leftarrow 0 ; i=0, \ldots, 2 s-1\)
    for \(j=w / 4-1\) downto 0 do
        for \(i=0\) to \(s-1\) do
            Set \(u_{i, j} \leftarrow A_{i} / 2^{4 j} \bmod 16\)
            for \(k=0\) to \(s-1\) do
                Set \(T_{k+i} \leftarrow T_{k+i} \oplus P_{16}\left[u_{i, j}\right][k]\)
            end for
        end for
        If \(j \neq 0\) then \(T \leftarrow x^{4} T\)
    end for
    Set \(C \leftarrow T \bmod F\)
    Return C.
```


## B Graphical Comparison

The Figures 2, 3, and 4 offer an alternative approach to compare ECC and HECC of genera 2 and 3 for 32 -bit processors (considering only the most efficient genus- 3 curves with $h(x)=1$ ). The break-even lines between the different cryptosystems are shown and allow an easy comparison. In the figures, the $M I$ - ratios of the implemented field library are marked.


Fig. 2. Comparison of HEC genus 2 and EC (affine)


Fig. 3. Comparison of HEC genus 3 and EC (affine)


Fig. 4. Comparison of HEC genus 3 and HEC genus 2

## C Explicit Formulae for Genus Three HEC

The explicit formulae for the group operations on HEC of genus and arbitrary characteristic as well as the most efficient formulae for doubling on a special HEC for characteristic two is presented in Tables 9, 10 and 11.

Table 9. Explicit formulae for adding on a HEC of genus three

| Input | Weight three reduced divisors $D_{1}=\left(u_{1}, v_{1}\right)$ and $D_{2}=\left(u_{2}, v_{2}\right)$ with $\begin{aligned} & u_{1}=x^{3}+a x^{2}+b x+c \\ & u_{2}=x^{3}+d x^{2}+e x+f \\ & v_{1}=k x^{2}+l x+m \\ & v_{2}=n x^{2}+o x+p \end{aligned}$ <br> furthermore: $\begin{aligned} & h=x^{3}+h_{2} x^{2}+h_{1} x+h_{0}, \text { where } h_{i} \in \mathbb{F}_{2} ; \\ & f=x^{7}+f_{6} x^{6}+f_{5} x^{5}+f_{4} x^{4}+f_{3} x^{3}+f_{2} x^{2}+f_{1} x+f_{0}, \text { where } f_{6}=0 \end{aligned}$ |  |
| :---: | :---: | :---: |
| Output | A weight three reduced divisor $D_{3}=\left(u_{3}, v_{3}\right)=D_{1}+D_{2}$ with $\begin{aligned} & u_{3}=x^{3}+a_{3} x^{2}+b_{3} x+c_{3} ; \\ & v_{3}=k_{3} x^{2}+l_{3} x+m_{3} ; \\ & \hline \end{aligned}$ |  |
| Step | Procedure | Cost |
| 1 | $\begin{aligned} & \hline \text { Compute resultant } \mathrm{r} \text { of } u_{1} \text { and } u_{2} \text { (Bezout): } \\ & t_{1}=a e ; t_{2}=b d ; t_{3}=b f ; t_{4}=c e ; t_{5}=a f ; t_{6}=c d ; \\ & t_{7}=(f-c)^{2} ; t_{8}=(e-b)^{2} ; \\ & t_{9}=(d-a)\left(t_{3}-t_{4}\right) ; \\ & t_{10}=(d-a)\left(t_{5}-t_{6}\right) ; \\ & t_{11}=(e-b)(f-c) ; \\ & r=\left(f-c+t_{1}-t_{2}\right)\left(t_{7}-t_{9}\right)+\left(t_{5}-t_{6}\right)\left(t_{10}-2 t_{11}\right)+t_{8}\left(t_{3}+t_{4}\right) ; \end{aligned}$ | $12 M+2 S Q$ |
| 2 | $\begin{aligned} & \text { Compute almost inverse } i n v=r / u_{1} \bmod u_{2}: \\ & i n v_{2}=\left(t_{1}-t_{2}-c+f\right)(d-a)-t_{8} ; \\ & i n v_{1}=i n v_{2} a-t_{10}+t_{11} ; \\ & i n v_{0}=i n v_{2} b+a\left(t_{10}-t_{11}\right)+t_{9}-t_{7} \\ & \hline \end{aligned}$ | 4 M |
| 3 | $\begin{aligned} & \text { Compute } s^{\prime}=r s \equiv\left(v_{2}-v_{1}\right) i n v \text { mod } u_{2} \text { (Karatsuba): } \\ & \hline t_{12}=\left(i n v_{1}+i n v_{2}\right)(k-n+l-o) ; t_{13}=(l-o) i n v_{1} ; \\ & t_{14}=\left(i n v_{0}+i n v_{2}\right)(k-n+m-p) ; t_{15}=(m-p) i n v_{0} ; \\ & t_{16}=\left(i n v_{0}+i n v_{1}\right)(l-o+m-p) ; t_{17}=(k-n) i n v_{2} ; \\ & r_{0}^{\prime}=t_{15} ; r_{1}^{\prime}=t_{13}+t_{15}+t_{16} ; r_{2}^{\prime}=t_{13}+t_{14}+t_{15}+t_{17} ; \\ & r_{3}^{\prime}=t_{12}+t_{13}+t_{17} ; r_{4}^{\prime}=t_{17} ; t_{18}=d r_{4}^{\prime}-r_{3}^{\prime} ; \\ & s_{0}^{\prime}=r_{0}^{\prime}+f_{1} ; s_{1}^{\prime}=r_{1}^{\prime}-(e+f)\left(r_{4}^{\prime}-t_{18}\right)+e r_{4}^{\prime}-f t_{18} ; s_{2}^{\prime}=r_{2}^{\prime}-e r_{4}^{\prime}+d t_{18} ; \\ & \text { If } s_{2}^{\prime}=0 \text { perform Cantor } \end{aligned}$ | 11 M |
| 4 | Compute $s=\left(s^{\prime} / r\right)$ and make $s$ monic: $\begin{aligned} & w_{1}=\left(r s_{2}^{\prime}\right)^{-1} ; w_{2}=r w_{1} ; w_{3}=w_{1} s_{2}^{\prime 2} ; w_{4}=r w_{2} ; w_{5}=w_{4}^{2} ; \\ & s_{0}=w_{2} s_{0}^{\prime} ; s_{1}=w_{2} s_{1}^{\prime} ; \end{aligned}$ | $I+6 M+2 S$ |
| 5 | $\begin{aligned} & \text { Compute } z=s u_{1}: \\ & z_{0}=s_{0} c ; z_{1}=s_{1} c \\ & z_{4}=a+s_{0} b ; z_{2}=s_{0} a+s_{1} b+c ; z_{3}=s_{1} a+s_{0}+b ; \end{aligned}$ | 6 M |
| 6 | $\begin{aligned} & \hline \frac{\text { Compute } u^{\prime}}{\prime}=\left[s\left(z+w_{4}\left(h+2 v_{1}\right)\right)-w_{5}\left(\left(f-v_{1} h-v_{1}^{2}\right) / u_{1}\right)\right] / u_{2}: \\ & t_{1}=w_{4} h_{2} ; u_{3}^{\prime}=z_{4}+s_{1}-d ; u_{2}^{\prime}=-d u_{3}^{\prime}-e+z_{3}+s_{0}+w_{4}+s_{1} z_{4} ; \\ & u_{1}^{\prime}=w_{4}\left(h_{2}+2 k+s_{1}\right)+s_{1} t_{3}+s_{0} t_{4}+t_{2}-w_{5}-d u_{2}^{\prime}-e u_{3}^{\prime}-f ; \\ & u_{0}^{\prime}=w_{4}\left(s_{1} h_{2}+h_{1}+2 l+2 s_{1} k+s_{0}\right)+s_{1} t_{2}+t_{1}+s_{0} t_{3}+w_{5}\left(a-f_{6}\right)-d u_{1}^{\prime}-e u_{2}^{\prime}-f u_{3}^{\prime} \\ & \hline \end{aligned}$ | 15 M |
| 7 | $\begin{aligned} & \text { Compute } v^{\prime}=-\left(w_{3} z+h+v_{1}\right) \bmod u^{\prime}: \\ & t_{1}=u_{3}^{\prime}-z_{4} ; v_{0}^{\prime}=w_{3}\left(u_{0}^{\prime} t_{1}+z_{0}\right)+h_{0}+m ; \\ & v_{1}^{\prime}=w_{3}\left(u_{1}^{\prime} t_{1}-u_{0}^{\prime}+z_{1}\right)+h_{1}+l ; \\ & v_{2}^{\prime}=w_{3}\left(u_{2}^{\prime} t_{1}-u_{1}^{\prime}+z_{2}\right)+h_{2}+k ; \\ & v_{3}^{\prime}=w_{3}\left(u_{3}^{\prime} t_{1}-u_{2}^{\prime}+z_{3}\right)+1 ; \\ & \hline \end{aligned}$ | $8 M$ |
| 8 | $\begin{aligned} & \frac{\text { Reduce } u^{\prime}, \text { i.e. } u_{3}=\left(f-v^{\prime} h-v^{\prime 2}\right) / u^{\prime}}{a_{3}=f_{6}-u_{3}^{\prime}-v_{3}^{\prime 2}+v_{3}^{\prime} ;} \\ & b_{3}=-u_{2}^{\prime}-a_{3} u_{3}^{\prime}+f_{5}-2 v_{2}^{\prime} v_{3}^{\prime}-v_{3}^{\prime} h_{2}-v_{2}^{\prime} ; \\ & c_{3}=-u_{1}^{\prime}-a_{3} u_{2}^{\prime}-b_{3} u_{3}^{\prime}+f_{4}-2 v_{1}^{\prime} v_{3}^{\prime}-v_{2}^{\prime}{ }^{2}+v_{2}^{\prime} h_{2}-v_{3}^{\prime} h_{1}-v_{1}^{\prime} ; \end{aligned}$ | $5 M+2 S Q$ |
| 9 | $\begin{aligned} & \text { Compute } v_{3}=-\left(v^{\prime}+h\right) \bmod u_{3}: \\ & \hline k_{3}=v_{2}^{\prime}-\left(v_{3}^{\prime}+1\right) a_{3}+h_{2} ; \\ & l_{3}=v_{1}^{\prime}-\left(v_{3}^{\prime}+1\right) b_{3}+h_{1} ; \\ & m_{3}=v_{0}^{\prime}-\left(v_{3}^{\prime}+1\right) c_{3}+h_{0} ; \\ & \hline \end{aligned}$ | $3 M$ |
| Total | in fields of arbitrary characteristic in fields of characteristic 2 | $\begin{array}{\|l\|} \hline I+70 M+6 S \\ I+65 M+6 S \\ \hline \end{array}$ |

Table 10. Explicit formulae for doubling on HEC of genus three

| Input | $\begin{aligned} & \text { A weight three reduced divisors } D_{1}=\left(u_{1}, v_{1}\right) \text { with } \\ & u_{1}=x^{3}+a x^{2}+b x+c ; \\ & v_{1}=k x^{2}+l x+m ; \\ & \text { furthermore: } \\ & h=x^{3}+h_{2} x^{2}+h_{1} x+h_{0}, \text { where } h_{i} \in \mathbb{F}_{2} ; \\ & f=x^{7}+f_{6} x^{6}+f_{5} x^{5}+f_{4} x^{4}+f_{3} x^{3}+f_{2} x^{2}+f_{1} x+f_{0}, \text { where } f_{6}=0 ; \end{aligned}$ |  |
| :---: | :---: | :---: |
| Output | A weight three reduced divisor $D_{2}=\left(u_{2}, v_{2}\right)=[2] D_{1}$ with $u_{2}=x^{3}+a_{2} x^{2}+b_{2} x+c_{2} ;$ $v_{2}=k_{2} x^{2}+l_{2} x+m_{2} ;$ |  |
| Step | Procedure | Cost |
| 1 | $\begin{aligned} & \text { Compute resultant r of } u_{1} \text { and } h+2 v_{1} \text { (Bezout): } \\ & \hline \text { let } \tilde{h}=h+2 v_{1}: \\ & t_{1}=a \tilde{h}_{1} ; t_{2} \overline{\overline{2}} b \tilde{h}_{2} ; t_{3}=b \tilde{h}_{0} ; t_{4}=c \tilde{h}_{1} ; t_{5}=a \tilde{h}_{0} ; t_{6}=c \tilde{h}_{2} ; \\ & t_{7}=\left(\tilde{h}_{0}-c\right)^{2} ; t_{8}=\left(\tilde{h}_{1}-b\right)^{2} ; \\ & t_{9}=\left(\tilde{h}_{2}-a\right)\left(t_{3}-t_{4}\right) ; \\ & t_{10}=\left(\tilde{h}_{2}-a\right)\left(t_{5}-t_{6}\right) \\ & t_{11}=\left(\tilde{h}_{1}-b\right)\left(\tilde{h}_{0}-c\right) ; \\ & r=\left(\tilde{h}_{0}-c+t_{1}-t_{2}\right)\left(t_{7}-t_{9}\right)+\left(t_{5}-t_{6}\right)\left[\left(t_{5}-t_{6}\right)\left(\tilde{h}_{2}-a\right)-2\left(\tilde{h}_{1}-b\right)\right]+t_{8}\left(t_{3}-t_{4}\right) ; \end{aligned}$ | $6 M+2 S Q$ |
| 2 | $\begin{aligned} & \text { Compute almost inverse } i n v=r /\left(h+2 v_{1}\right) \bmod u_{1}: \\ & \hline i n v_{2}=-\left(t_{1}-t_{2}-c+\tilde{h}_{0}\right)\left(\tilde{h}_{2}-a\right)-t_{8} ; \\ & i n v_{1}=i n v_{2} a-t_{10}+t_{11} ; \\ & i n v_{0}=i n v_{2} b+a\left(t_{10}-t_{11}\right)+t_{9}-t_{7} \\ & \hline \end{aligned}$ | $4 M$ |
| 3 | $\begin{aligned} & \text { Compute } z=\left(\left(f-h v_{1}-v_{1}^{2}\right) / u_{1}\right) \bmod u_{1}: \\ & \hline t_{12}=k^{2} ; z_{3}^{\prime}=f_{6}-a ; t_{13}=z_{3}^{\prime} b ; z_{2}^{\prime}=f_{5}-k-b-a z_{3}^{\prime} ; z_{1}^{\prime}=f_{4}-h_{2} k-l-t_{12}-c-t_{13}-z_{2}^{\prime} a ; \\ & z_{2}=f_{5}-k-2 b+a\left(a-2 z_{3}^{\prime}\right) ; \\ & z_{1}=z_{1}^{\prime}-t_{13}+a b-c ; \\ & z_{0}=f_{3}-h_{2} l-h_{1} k-2 k l-m-z_{3}^{\prime} c-z_{2}^{\prime} b-z_{1}^{\prime} a ; \\ & \hline \end{aligned}$ | $7 M+2 S Q$ |
| 4 | $\begin{aligned} & \text { Compute } s^{\prime}=z \star i n v \bmod u_{1}(\text { Karatsuba }): \\ & \hline t_{12}=\left(i n v_{1}+i n v_{2}\right)\left(z_{1}+z_{2}\right) ; t_{13}=z_{1} i n v_{1} \\ & t_{14}=\left(i n v_{0}+i n v_{2}\right)\left(z_{0}+z_{2}\right) ; t_{15}=z_{0} i n v_{0} ; \\ & t_{16}=\left(i n v_{0}+i n v_{1}\right)\left(z_{0}+z_{1}\right) ; t_{17}=z_{2} i n v_{2} ; \\ & r_{0}^{\prime}=t_{15} ; r_{1}^{\prime}=t_{13}+t_{15}+t_{16} ; r_{2}^{\prime}=t_{13}+t_{14}+t_{15}+t_{17} ; \\ & r_{3}^{\prime}=t_{12}+t_{13}+t_{17} ; r_{4}^{\prime}=t_{17} ; t_{18}=a r_{4}^{\prime}-r_{3}^{\prime} ; \\ & s_{0}^{\prime}=r_{0}^{\prime}+c t_{18} ; s_{1}^{\prime}=r_{1}^{\prime}-(b+c)\left(r_{4}^{\prime}-t_{18}\right)+b r_{4}^{\prime}-c t_{18} ; s_{2}^{\prime}=r_{2}^{\prime}-b r_{4}^{\prime}+a t_{18} ; \\ & \text { If } s_{2}^{\prime}=0 \text { perform Cantor } \\ & \hline \end{aligned}$ | 11 M |
| 5 | $\begin{aligned} & \text { Compute } s=\left(s^{\prime} / r\right) \text { and make } s \text { monic: } \\ & w_{1}=\left(r s_{2}^{\prime}\right)^{-1} ; w_{2}=w_{1} r ; w_{3}=w_{1}\left(s_{2}^{\prime}\right)^{2} ; w_{4}=w_{2} r ;\left(=r / s_{2}^{\prime}\right) ; w_{5}=w_{4}^{2} \\ & s_{0}=w_{2} s_{0}^{\prime} ; s_{1}=w_{2} s_{1}^{\prime} ; \end{aligned}$ | $I+6 M+2 S$ |
| 6 | $\begin{aligned} & \text { Compute } G=s u_{1}: \\ & g_{0}=s_{0} c ; g_{1}=s_{1} c+s_{0} b ; g_{2}=s_{0} a+s_{1} b+c ; g_{3}=s_{1} a+s_{0}+b ; g_{4}=a+s_{1} ; \end{aligned}$ | $6 M$ |
| 7 | $\begin{aligned} & \text { Compute } u^{\prime}=u_{1}^{-2}\left[\left(G+w_{4} v_{1}\right)^{2}+w_{4} h G+w_{5}\left(h v_{1}-f\right)\right]: \\ & \hline u_{3}^{\prime}=2 s_{1} \\ & u_{2}^{\prime}=s_{1}^{2}+2 s_{0}+w_{4} \\ & u_{1}^{\prime}=2 s_{0} s_{1}+w_{4}\left(2 k+s_{1}+h_{2}-a\right)-w_{5} \\ & u_{0}^{\prime}=w_{4}\left[2 l+h_{1}+s_{0}-b+a\left(a-2 k-h_{2}-s_{1}\right)+h_{2} s_{1}\right]+w 5\left(f_{6}+2 a\right)+s_{0}^{2} \end{aligned}$ | $5 M+2 S Q$ |
| 8 | $\begin{aligned} & \hline \frac{\text { Compute } v^{\prime}}{\prime}=-\left(G w_{3}+h+v_{1}\right) \bmod u^{\prime}: \\ & \hline t_{1}=u_{3}^{\prime}-g_{4} ; \\ & v_{3}^{\prime}=\left(t_{1} u_{3}^{\prime}-u_{2}^{\prime}+g_{3}\right) w_{3}+1 ; \\ & v_{2}^{\prime}=\left(t_{1} u_{2}^{\prime}-u_{1}^{\prime}+g_{2}\right) w_{3}+h_{2}+k ; \\ & v_{1}^{\prime}=\left(t_{1} u_{1}^{\prime}-u_{0}^{\prime}+g_{1}\right) w_{3}+h_{1}+l ; \\ & v_{0}^{\prime}=\left(t_{1} u_{0}^{\prime}-g_{0}+h_{0}\right) w_{3}+m ; \\ & \hline \end{aligned}$ | $8 M$ |
| 9 | $\begin{aligned} & \text { Reduce } u^{\prime} \text {, i.e. } u_{2}=\left(f-v^{\prime} h-v^{\prime 2}\right) / u^{\prime}: \\ & \hline a_{2}=f_{6}-u_{3}^{\prime}-v_{3}^{\prime 2}+v_{3}^{\prime} \\ & b_{2}=-u_{2}^{\prime}-a_{2} u_{3}^{\prime}+f_{5}-2 v_{2}^{\prime} v_{3}^{\prime}-v_{3}^{\prime} h_{2}-v_{2}^{\prime} \\ & c_{2}=-u_{1}^{\prime}-a_{2} u_{2}^{\prime}-b_{2} u_{3}^{\prime}+f_{4}-2 v_{1}^{\prime} v_{3}^{\prime}-v_{2}^{\prime 2}+v_{2}^{\prime} h_{2}-v_{3}^{\prime} h_{1}-v_{1}^{\prime} \\ & \hline \end{aligned}$ | $5 M+2 S Q$ |
| 10 | $\begin{aligned} & \text { Compute } v_{2}=-\left(v^{\prime}+h\right) \bmod u_{2}: \\ & k_{2}=v_{2}^{\prime}-\left(v_{3}^{\prime}+1\right) a_{2}+h_{2} \\ & l_{2}=v_{1}^{\prime}-\left(v_{3}^{\prime}+1\right) b_{2}+h_{1} \\ & m_{2}=v_{0}^{\prime}-\left(v_{3}^{\prime}+1\right) c_{2}+h_{0} \\ & \hline \end{aligned}$ | $3 M$ |
| Total | in fields of arbitrary characteristic <br> in fields of characteristic 2 <br> in fields of characteristic 2 and with $h(x)=1$ (see Table 11) | $\begin{gathered} \hline I+61 M+10 S \\ I+53 M+10 S \\ I+22 M+7 S \end{gathered}$ |

Table 11. Explicit formulae for doubling on HEC of genus three with special curves of characteristic 2 where $h(x)=1$

| Input | $\begin{aligned} & \text { A weight three reduced divisors } D_{1}=\left(u_{1}, v_{1}\right) \text { with } \\ & u_{1}=x^{3}+a x^{2}+b x+c \\ & v_{1}=k x^{2}+l x+m ; \\ & \text { furthermore: } \\ & h=1 ; \\ & f=x^{7}+f_{6} x^{6}+f_{5} x^{5}+f_{4} x^{4}+f_{3} x^{3}+f_{2} x^{2}+f_{1} x+f_{0}, \text { where } f_{6}=0 \end{aligned}$ |  |
| :---: | :---: | :---: |
| Output | $\begin{aligned} & \text { A weight three reduced divisor } D_{2}=\left(u_{2}, v_{2}\right)=[2] D_{1} \text { with } \\ & u_{2}=x^{3}+a_{2} x^{2}+b_{2} x+c_{2} ; \\ & v_{2}=k_{2} x^{2}+l_{2} x+m_{2} ; \end{aligned}$ |  |
| Step | Procedure | Cost |
| 1 | $\begin{aligned} & \text { Compute resultant } \mathrm{r} \text { of } u_{1} \text { and } h+2 v_{1} \text { : } \\ & r=1 ; \end{aligned}$ | - |
| 2 | Compute almost inverse $i n v=r /\left(h+2 v_{1}\right) \bmod u_{1}$ : $i n v_{2}=i n v_{1}=0 ; i n v_{0}=r$ | - |
| 3 | $\begin{aligned} & \text { Compute } z=\left(\left(f-h v_{1}-v_{1}^{2}\right) / u_{1}\right) \bmod u_{1}=z_{2} x^{2}+z_{1} x+z_{0}: \\ & \hline z_{2}=f_{5}+a^{2} ; \\ & z_{1}=f_{4}+k^{2}+z_{2} a ; \\ & z_{0}=f_{3}+b\left(z_{2}+b\right)+z_{1} a ; \end{aligned}$ | $3 M+2 S Q$ |
| 4 | Compute $s^{\prime}=z \star i n v \bmod u_{1}=s_{2}^{\prime} x^{2}+s_{1}^{\prime} x+s_{0}^{\prime}$ $i n v=r=1$ and $\operatorname{deg}(z)<\operatorname{deg}\left(u_{1}\right)$, thus $s^{\prime}=z ;$ | - |
| 5 | $\begin{aligned} & \text { Compute } s=\left(s^{\prime} / r\right) \text { and make } s \text { monic: } \\ & \hline w_{4}=\left(s_{2}^{\prime}\right)^{-1} ; w_{5}=w_{4}^{2} \\ & s_{0}=w_{4} s_{0}^{\prime} ; s_{1}=w_{4} s_{1}^{\prime} \\ & \hline \end{aligned}$ | $I+2 M+1 S$ |
| 6 | $\begin{aligned} & \text { Compute } G=s u_{1}=x^{5}+g_{4} x^{4}+g_{3} x^{3}+g_{2} x^{2}+g_{1} x+g_{0}: \\ & g_{0}=s_{0} c ; g_{1}=s_{1} c+s_{0} b ; g_{2}=s_{0} a+s_{1} b+c ; g_{3}=s_{1} a+s_{0}+b ; g_{4}=a+s_{1} ; \end{aligned}$ | $6 M$ |
| 7 | $\begin{aligned} & \text { Compute } u^{\prime}=u_{1}^{-2}\left[\left(G+w_{4} v_{1}\right)^{2}+w_{4} h G+w_{5}\left(h v_{1}-f\right)\right]=x^{4}+u_{2}^{\prime} x^{2}+u_{1}^{\prime} x+u_{0}^{\prime}: \\ & \hline u_{2}^{\prime}=s_{1}^{2} ; \\ & u_{1}^{\prime}=w_{5} ; \\ & u_{0}^{\prime}=s_{0}^{2} ; \end{aligned}$ | $2 S Q$ |
| 8 | $\begin{aligned} & \text { Compute } v^{\prime}=-\left(G s_{2}^{\prime}+h+v_{1}\right) \bmod u^{\prime}=v_{3}^{\prime} x^{3}+v_{2}^{\prime} x^{2}+v_{1}^{\prime} x+v_{0}^{\prime}: \\ & \hline v_{3}^{\prime}=\left(u_{2}^{\prime}+g_{3}+g_{4}\right) s_{2}^{\prime} ; \\ & v_{2}^{\prime}=\left(g_{4} u_{2}^{\prime}+u_{1}^{\prime}+g_{2}\right) s_{2}^{\prime}+k ; \\ & v_{1}^{\prime}=\left(g_{4} u_{1}^{\prime}+u_{0}^{\prime}+g_{1}\right) s_{2}^{\prime}+l ; \\ & v_{0}^{\prime}=\left(g_{4} u_{0}^{\prime}+g_{0}\right) s_{2}^{\prime}+m+1 ; \end{aligned}$ | $7 M$ |
| 9 | $\begin{aligned} & \text { Reduce } u^{\prime}, \text { i.e. } u_{2}=\left(f-v^{\prime} h-v^{\prime 2}\right) / u^{\prime}: \\ & \hline a_{2}=\left(v_{3}^{\prime}\right)^{2} ; \\ & b_{2}=u_{2}^{\prime}+f_{5} ; \\ & c_{2}=a_{2} u_{2}^{\prime}+f_{4}+\left(v_{2}^{\prime}\right)^{2}+u_{1}^{\prime} ; \\ & \hline \end{aligned}$ | $1 M+2 S Q$ |
| 10 | $\begin{aligned} & \text { Compute } v_{2}=-\left(v^{\prime}+h\right) \bmod u_{2}: \\ & k_{2}=v_{2}^{\prime}+v_{3}^{\prime} a_{2} ; \\ & l_{2}=v_{1}^{\prime}+v_{3}^{\prime} b_{2} ; \\ & m_{2}=v_{0}^{\prime}+v_{3}^{\prime} c_{2}+1 ; \end{aligned}$ | $3 M$ |
| Total |  | $I+22 M+7 S$ |


[^0]:    ${ }^{1}$ E.g. [Eng99b] considers the average complexity of the gcd computation of polynomial defined over a finite field.

[^1]:    ${ }^{2}$ mixed addition
    ${ }^{3}$ [Gal01] gives some arguments against using supersingular hyperelliptic curves in cryptographic applications.

[^2]:    ${ }^{4}$ For addition the inputs are two co-prime polynomials of degree 3 , for doubling the input is a square free polynomial of degree 3

[^3]:    ${ }^{5}$ To our knowledge this is the fastest published multiplication algorithm for finite fields of characteristic two. The algorithm is reprinted in the Appendix as Algorithm 2

[^4]:    ${ }^{6}$ Depending on the features of processor board, the performance numbers can differ.
    ${ }^{7}$ Because of time constraints we used the published results from [AYK01] for our comparison.

