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Abstract

Several identity based and authenticated key agreement protocols have been proposed in
recent years and all of them have been shown to be non-secure. It remains an open question
to design secure identity based and authenticated key agreement protocols. In this paper,
we propose an efficient identity-based and authenticated key agreement protocol IDAK using
Weil/Tate pairing. A security model for identity based key agreement protocol is established
and the security properties of IDAK are proved in this model with random oracle. In particular,
it is shown that the IDAK protocol possesses all characteristics that a secure key agreement
should have.

1 Introduction

Key establishment protocols are one of the most important cryptographic primitives that have
been used in our society. The first unauthenticated key agreement protocol based on asymmetric
cryptographic techniques were proposed by Diffie and Hellman [10]. Since this seminal result,
many authenticated key agreement protocols have been proposed and the security properties of
key agreement protocols have been extensively studied. In order to implement these authenticated
key agreement protocols, one needs to get the corresponding party’s authenticated public key. For
example, in order for Alice and Bob to execute the NIST recommended MQV key agreement
protocol [15, 19], Alice needs to get an authenticated public keygb for Bob and Bob needs to
get an authenticated public keyga for Alice first, wherea andb are Alice and Bob’s private keys
respectively. One potential approach for implementing these schemes is to deploy a public key
infrastructure (PKI) system, which has proven to be difficult. Thus it is preferred to design easy
to deploy authenticated key agreement systems. Identity based key agreement system is such an
example.

In 1984, Shamir [24] proposed identity based cryptosystems where user’s identities (such as
email address, phone numbers, office locations, etc.) could be used as the public keys. Several
identity based key agreement protocols (see, e.g., [7, 12, 16, 20, 22, 23, 25, 28, 30]) have been
proposed since then. Most of them are not practical or do not have all required security properties.
Joux [13] proposed a one-round tripartite non-identity based key agreement protocol using Weil
pairing. Then a feasible identity based encryption scheme IBE [6] based on Weil or Tate paring
was designed.

Based on Weil and Tate pairing techniques, Smart [28], Chen-Kudla [7], Scott [23], Shim [25],
and McCullagh-Barreto [16] designed identity based and authenticated key agreement protocols.
However, none of these protocols is secure (details could be found in Section§10 of this paper).
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For example, all these protocols are insecure against key revealing attacks and some of them do
not have perfect forward secrecy property for session keys if both parties long term private keys
are corrupted. Indeed, several of these protocols were “PROVED” to be secure in the Bellare-
Rogaway security model for key agreement protocols and the proofs were found to be flawed later.
For example, Chen and Kudla [7] proved that their protocol is secure in the Bellare-Rogaway [3]
secure key agreement model. However, Cheng et al. [8] pointed out that the proof in [7] is flawed
and their protocol is not secure against the key revealing attacks (the fundamental component in
Bellare-Rogaway model).

Thus it remains to be an open problem to design efficient secure identity based and authenti-
cated key agreement protocols. In this paper, we propose an efficient identity based and authenti-
cated key agreement protocol achieving all security properties that an authenticated key agreement
protocol should have. In addition, our protocol is designed for efficient implementation with pre-
computations. Without pre-computation, our protocol is as efficient as (or more efficient than)
existing identity based key agreement protocols.

The advantage of identity based key agreement is that non-PKI system is required. The only
prerequisite for executing identity based key agreement protocols is the deployment of authenti-
cated system-wide parameters. Thus, it is easy to implement these protocols in relatively closed
environments such as government organizations and commercial entities.

There is an extensive literature on the security of key agreement protocols. Bellare and Ro-
gaway [3] provided formalizations for certain symmetric-key cases. They introduced the model
of an adversary in control over all communications, modelled session key revealing attacks, and
suggested that the session key should be strongly secure in the sense of semantic security. Fiat
and Shamir [11] introduced the random oracle model to analyze the security of cryptographic pro-
tocols. The random oracle model has been further enhanced by Bellare and Rogaway [2]. We
will show that in random oracle model, our IDAK is a secure authenticated key agreement pro-
tocol in a security model based on Bellare-Rogaway model [3]. In a summary, our contributions
of this paper include: (1) An efficient identity based and authenticated key agreement protocol.
Without pre-computation, our protocol is at least as efficient as existing (including the non-secure
ones) identity based key agreement protocols. With pre-computation, our protocol is very efficient
and is suitable for resource constraint devices. (2) A security model for identity based key agree-
ment protocols which is used to prove security properties for our IDAK protocol. (3) Practical
considerations and application domain discussions of identity based key agreement protocols.

The remainder of this paper is organized as follows. In§2 we briefly describe bilinear maps,
bilinear Diffie-Hellman problem, and its variants. In§3, we describe our identity based and au-
thenticated key agreement protocol IDAK.§4 describes a security model for identity based key
agreement. In section§5, we prove the security of IDAK key agreement protocol. In sections§6
and§7, we discuss key compromise impersonation resilience and perfect forward secrecy proper-
ties of IDAK key agreement protocol, and in section§8, we describe IDAK key agreement protocol
with key confirmation and we prove its security. In section§9, we discuss implementation issues
and applications. We conclude our paper with a discussion on related protocols and their insecurity
in §10.
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2 Bilinear maps and the bilinear Diffie-Hellman assumptions

2.1 Bilinear maps

In the following, we briefly describe the bilinear maps and bilinear map groups. The details could
be found in Joux [13] and Boneh and Franklin [6].

1. G andG1 are two (multiplicative) cyclic groups of prime orderq.

2. g is a generator ofG.

3. ê : G×G→ G1 is a bilinear map.

A bilinear map is a map̂e : G×G→ G1 with the following properties:

1. bilinear: for allg1, g2 ∈ G, andx, y ∈ Z, we havêe(gx
1 , gy

2) = ê(g1, g2)xy.

2. non-degenerate:̂e(g, g) 6= 1.

We say thatG is a bilinear group if the group action inG can be computed efficiently and there
exists a groupG1 and an efficiently computable bilinear mapê : G×G→ G1 as above. Concrete
examples of bilinear groups are given in [13, 6]. For example, letG be a subgroup of the additive
group of the points of an elliptic curveEa,b/Fp andG1 be a subgroup of the multiplicative group
of a finite fieldF ∗

p2 . Then the Weil pairing (respectively, Tate pairing) could be used to construct
bilinear maps between these two groups. For convenience, throughout the paper, we view both
G andG1 as multiplicative groups though the concrete implementation ofG could be additive
elliptic curve groups.

2.2 Complexity assumptions

Throughout the paperefficientmeans probabilistic polynomial-time,negligiblerefers to a function
εk which is smaller than1/kc for all c > 0 and sufficiently largek, andoverwhelmingrefers to
a function1 − εk for some negligibleεk. Consequently, a functionδk is non-negligibleif there
exists a constantc and there are infinitely manyk such thatδk > 1/kc. We first formally define
the notion of a bilinear group family and computational indistinguishable distributions (some of
our terminologies are adapted from Boneh [5]).
Bilinear group families A bilinear group familyG is a setG = {Gρ} of bilinear groupsGρ =
〈G, G1, ê〉 whereρ ranges over an infinite index set,G andG1 are two groups of prime orderqρ,
andê : G × G → G1 is a bilinear map. We denote by|ρ| the length of the binary representation
of ρ. We assume that group and bilinear operations inGρ = 〈G, G1, ê〉 are efficient in|ρ|. Unless
specified otherwise, we will abuse our notations by usingq as the group order instead ofqρ in the
remaining part of this paper.
Instance generatorAn Instance Generator, IG, for a bilinear group familyG is a randomized
algorithm that given an integerk (in unary, that is,1k), runs in polynomial-time ink and outputs
some random indexρ for Gρ = 〈G, G1, ê〉, and a generatorg of G, whereG andG1 are groups
of prime orderq. Note that for eachk, the Instance Generator induces a distribution on the set of
indicesρ.

The following Bilinear Diffie-Hellman Assumption (BDH) has been used by Boneh and Franklin
[6] to show security of their identity-based encryption scheme.
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Bilinear Diffie-Hellman Problem Let G = {Gρ} be a bilinear group family andg be a generator
for G, whereGρ = 〈G, G1, ê〉. The BDH problem inG is as follows: given〈g, gx, gy, gz〉 for
somex, y, z ∈ Z∗

q , computeê(g, g)xyz ∈ G1. A CBDH algorithmC for G is a probabilistic
polynomial-time algorithm that can compute the functionBDHg(gx, gy, gz) = ê(g, g)xyz in Gρ

with a non-negligible probability. That is, for some fixedc we have

Pr [C(ρ, g, gx, gy, gz) = ê(g, g)xyz] ≥ 1
kc

(1)

where the probability is over the random choices ofx, y, z in Z∗
q , the indexρ, the random choice

of g ∈ G, and the random bits ofA.
CBDH Assumption. The bilinear group familyG = {Gρ} satisfiesthe CBDH-Assumption
if there is no CBDH algorithm forG. A perfect-CBDH algorithmC for G is a probabilistic
polynomial-time algorithm that can compute the functionBDHg(gx, gy, gz) = ê(g, g)xyz in Gρ

with overwhelming probability.G satisfiesthe perfect-CBDH-Assumption if there is no perfect-
CBDH algorithm forG.

Theorem 2.1 A bilinear group familyG satisfies the CBDH-Assumption if and only if it satisfies
the perfect-CBDH-Assumption.

Proof. The fact that the CBDH-Assumption implies the perfect-CBDH-Assumption is trivial.
The converse is proved by the self-random-reduction technique (see [4, 17]). LetO be a CBDH
oracle. That is, there exists ac > 0 such that (1) holds withC replaced withO. We construct a
perfect-CBDH algorithmC which makes use of the oracleO. Giveng, gx, gy, gz ∈ G, algorithmC
must computêe(g, g)xyz with overwhelming probability. Consider the following algorithm: select
a, b, c ∈R Zq and output

Ix,y,z,a,b,c = O(g, gx+a, gy+b, gz+c) · ê(g, g)−(abz+abc+ayz+ayc+xbz+xbc+xyc).

One can easily verify that ifO(ρ, g, gx+a, gy+b, gz+c) = ê(g, g)(x+a)(y+b)(z+c), thenIx,y,z,a,b,c =
ê(g, g)xyz. Consequently, standard amplification techniques can be used to construct the algorithm
C. The details are omitted. 2

Consider Joux’s tripartite key agreement protocol [13]: Alice, Bob, and Carol fix a bilinear
group〈G, G1, ê〉. They selectx, y, z ∈R Z∗

q and exchangegx, gy, andgz. Their shared secret
is ê(g, g)xyz. To totally breakthe protocol a passive eavesdropper, Eve, must compute the BDH
function:BDHg(gx, gy, gz) = ê(g, g)xyz.

CBDH-Assumption by itself is not sufficient to prove that Joux’s protocol is useful for practical
cryptographic purposes. Even though Eve may be unable to recover the entire secret, she may still
be able to predict quite a few bits (less thanc log k bits for some constantc; Otherwise, CBDH
assumption is violated) of information for̂e(g, g)xyz with some confidence. If̂e(g, g)xyx is to be
the basis of a shared secret key, one must bound the amount of information Eve is able to deduce
about it, givengx, gy, andgz. This is formally captured by the, much stronger, Decisional Bilinear
Diffie-Hellman assumption (DBDH-Assumption)

Definition 2.2 Let {Xρ} and{Yρ} be two ensembles of probability distributions, where for each
ρ bothXρ andYρ are defined over the same domain. We say that the two ensembles arecomputa-
tionally indistinguishableif for any probabilistic polynomial-time algorithmD, and anyc > 0 we
have

|Pr [D (Xρ) = 1]− Pr [D (Yρ) = 1]| < 1
kc
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for all sufficiently largek, where the probability is taken over allXρ, Yρ, and internal coin tosses
ofD.

In the remainder of the paper, we will say in short that the two distributionsXρ andYρ are com-
putationally indistinguishable.

Let G = {Gρ} be a bilinear group family. We consider the following two ensembles of
distributions:

• {Xρ} of random tuples〈ρ, g, gx, gy, gz, ê(g, g)t〉, whereg is a random generator ofG (Gρ =
〈G, G1, ê〉) andx, y, z, t are randomly chosen fromZq.

• {Yρ} of tuples〈ρ, g, gx, gy, gz, ê(g, g)xyz〉, whereg is a random generator ofG andx, y, z
are randomly chosen fromZq.

An algorithm that solves the Bilinear Diffie-Hellman decision problem is a polynomial time
probabilistic algorithm that can effectively distinguish these two distributions. That is, given a
tuple coming from one of the two distributions, it should output 0 or 1, and there should be a
non-negligible difference between (a) the probability that it outputs a 1 given an input from{Xρ},
and (b) the probability that it outputs a 1 given an input from{Yρ}. The bilinear group familyG
satisfies the DBDH-Assumptionif the two distributions are computationally indistinguishable.
Remark. The DBDH-Assumption is implied by a slightly weaker assumption:perfect-DBDH-
Assumption. A perfect-DBDH statistical test forG distinguishes the inputs from the above{Xρ}
and{Yρ}with overwhelming probability. The bilinear group familyG satisfies the perfect-DBDH-
Assumptionif there is no such probabilistic polynomial-time statistical test.

3 The scheme IDAK

In this section, we describe our identity-based and authenticated key agreement scheme IDAK.
Let k be the security parameter given to the setup algorithm andIG be a bilinear group parame-
ter generator. We present the scheme by describing the three algorithms:Setup, Extract , and
Exchange.

Setup: For the inputk ∈ Z+, the algorithm proceeds as follows:

1. RunIG onk to generate a bilinear groupGρ = {G, G1, ê} and the prime orderq of the two
groupsG andG1. Let h be the co-factor of the group orderq for G (that is, the order of the
basing elliptic curve group forG is qh). If G is not an elliptic curve group, thenh could be
defined similarly. Choose a random generatorg ∈ G.

2. Pick a random master secretα ∈ Z∗
q .

3. Choose cryptographic hash functionsH : {0, 1}∗ → G andπ : G × G → Z∗
q . In the

security analysis, we viewH andπ as random oracles.

The system parameter is〈q, h, g, G,G1, ê, H, π〉 and the master secret key isα.

Extract : For a given identification stringID ∈ {0, 1}∗, the algorithm computes a generatorgID =
H(ID) ∈ G, and sets the private keydID = gα

ID whereα is the master secret key.

Exchange: For two participants Alice and Bob whose identification strings areIDA and IDB

respectively, the algorithm proceeds as follows.
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1. Alice selectsx ∈R Z∗
q , computesRA = gx

IDA
, and sends it to Bob.

2. Bob selectsy ∈R Z∗
q , computesRB = gy

IDB
, and sends it to Alice.

3. Alice computessA = π(RA, RB), sB = π(RB, RA), and the shared secretskAB as

ê(gIDA
, gIDB

)(x+sA)(y+sB)hα = ê
(
gsB
IDB
·RB, g

(x+sA)hα
IDA

)
.

4. Bob computessA = π(RA, RB), sB = π(RB, RA), and the shared secretskBA as

ê(gIDA
, gIDB

)(x+sA)(y+sB)hα = ê
(
gsA
IDA
·RA, g

(y+sB)hα
IDB

)
.

A simple analysis shows that in the IDAK protocol, each party needs to compute three (or two
if π takes values from[1, 2dlog q/2e]) exponentiations and one pairing. However, if each party could
do some pre-computation, then only one pairing and two (or one) exponentiation are required
during the key agreement session. In particular, if Alice selects the random valuex and computes
the value ofgx

A off-line before the key agreement session, then she only needs to carry out the

computation ofgsB
B ·RB, gx

A ·g
sA
A , andê

(
gsB
B ·RB, g

(x+sA)hα
A

)
during the key agreement session.

This improves the performance of the protocol implementation.
In the following sections, we describe a security model for identity based and authenticated

key agreement protocol. Our model is based on Bellare and Rogaway [3] secure key agreement
model. We then show that our IDAK protocol is secure in this model with random oracle plus
DBDH-Assumption. In particular, our protocol achieves perfect forward secrecy property and
security against key revealing attacks. In a summary, our protocol is more efficient compared with
existing protocols and has better security properties.

We conclude this section with a theorem which says that the shared secret established by
the IDAK key agreement protocol is computationally indistinguishable from a random value. In
another word, if we assume that the adversary is passive and forward all messages exactly in the
way it receives, then the agreed keys by entities achieve semantic security.

Theorem 3.1 Let G = {Gρ} be a bilinear group family,Gρ = 〈G, G1, ê〉, and g1, g2 be ran-
dom generators ofG. Assume that DBDH-Assumption holds forG. Then the distributions〈g1, g2,
gx
1 , gy

2 , ê(g1, g2)(x+π(gx
1 ,gy

2 ))(y+π(gy
2 ,gx

1 ))hα〉 and〈g1, g2, g
x
1 , gy

2 , ê(g1, g2)zh〉 are computationally in-
distinguishable, whereα, x, y, z are selected fromZ∗

q uniformly.

Before we give a proof for Theorem 3.1, we first prove two lemmas that will be used in the
proof of the Theorem.

Lemma 3.2 (Naor and Reingold [17]) LetG = {Gρ} be a bilinear group family,Gρ = 〈G, G1, ê〉,
m be a constant,g be a random generator ofG, and ĝ = ê(g, g). Assume that the DBDH-
Assumption holds forGρ. Then the two distributions〈R, (ĝxiyjzl : i, j, l ≤ m)〉 and 〈R, (ĝuijl :
i, j, l ≤ m)〉 are computationally indistinguishable. HereR denotes the tuple(g, (gxi , gyj , gzl :
i, j, l ≤ m)) andxi, yj , zl, uijl are randomly chosen fromZq.

Proof. Using a random reduction, Naor and Reingold [17, Lemma 4.4] (see also Shoup [27,
§5.3.2] showed that the two distributions〈R, (gxiyj : i, j ≤ m)〉 and〈R, (guij : i, j ≤ m)〉 are
computationally indistinguishable. The proof can be directly modified to obtain a proof for this
Lemma. The details are omitted. 2
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Lemma 3.3 LetG = {Gρ} be a bilinear group family,Gρ = 〈G, G1, ê〉, g be a random generator
of G, ĝ = ê(g, g), andf1 andf2 be two polynomial-time computable functions. If the two distribu-
tionsX1 = 〈R, ĝf1(x), ĝf2(x)〉 andY1 = 〈R, ĝz1 , ĝz2〉 are computationally indistinguishable, then
the two distributionsX2 = 〈R1, ĝ

f1(x)+f2(x)〉 andY2 = 〈R2, ĝ
z〉 are computationally indistin-

guishable, whereR = (g, (gxi : 1 ≤ i ≤ m)), x = (x1, . . . , xm), andxi, z1, z2, z are randomly
chosen fromZq.

Proof. For a contradiction, assume that there is a probabilistic polynomial-time algorithmD that
distinguishes the two distributionsX2 andY2 with non-negligible probabilityδk. In the following
we construct a probabilistic polynomial-time algorithmD′ to distinguish the two distributionsX1

andY1. D′ is defined by lettingD′ (R, X, Y ) = D (R, X · Y ) for all R, andX, Y ∈ G1. By
this definition, we havePr [D′

r(X1) = 1|R, r] = Pr [Dr(X2) = 1|R, r], for any fixed internal coin
tossesr of D andD′.

Let DD
R,r = {X : Dr (R, X) = 1} andDD′

R,r = {(X, Y ) : D′
r (R, X, Y ) = 1}. By definition

of D′, we haveDD′
R,r = {(X, Y ) : X · Y ∈ DD

R,r}. It follows that |DD′
R,r| = q|DD

R,r| and

Pr [D′
r(Y1) = 1|R, r] = |DD′

R,r|/q2 = |DD
R,r|/q = Pr [Dr(Y2) = 1|R, r]. Thus we have

|Pr [D′ (X1) = 1]− Pr [D′(Y1) = 1]|

=
∣∣∣∑R,r Pr[R, r] · (Pr [D′

r(X1) = 1|R, r]− Pr [D′
r(Y1) = 1|R, r])

∣∣∣
=

∣∣∣∑R,r Pr[R, r] · (Pr [Dr(X2) = 1|R, r]− Pr [Dr(Y2) = 1|R, r])
∣∣∣

= |Pr [D(X2) = 1]− Pr [D(Y2) = 1]|

> δk.

Hence,D′ distinguishes the distributionsX1 andY1 with non-negligible probabilityδk. This
contradicts the assumption of the Lemma. 2

Proof of Theorem 3.1Let ĝ = ê(g, g).By Lemma 3.2, the two distributions

X = 〈g, gα, gx, gy, ĝhαxy, ĝhαxπ(gy ,gx), ĝhαyπ(gx,gy), ĝhαπ(gx,gy)π(gy ,gx)〉 and
Y = 〈g, gα, gx, gy, ĝhz′1 , ĝhz′2π(,gy ,gx), ĝhz′3π(gx,gy), ĝhz′4π(gx,gy)π(gy ,gx)〉

are computationally indistinguishable assuming that DBDH-Assumption holds forG, whereg is
a random generator ofGρ andα, x, y, z′1, z′2, z′3, z

′
4 ∈R Zq. Sinceπ is a fixed function from

G to Z∗
q andq is a prime, it is straightforward to verify that for anyα, x, y ∈ Zq, ĝhz′2π(gy ,gx),

ĝhz′3π(gx,gy), andĝhz′4π(gx,gy)π(gy ,gx) are uniformly (and independently of each other) distributed
overG. It follows that the distribution

Z = 〈g, gα, gx, gy, ĝhz1 , ĝhz2 , ĝhz3 , ĝhz4)〉

is computationally indistinguishable from the distributionY, wherez1, z2, z3, z4 ∈R Zq. ThusX
andZ are computationally indistinguishable. The Theorem now follows from Lemma 3.3.2

4 The security model

Our security model is based on Bellare and Rogaway [3] security models for key agreement pro-
tocols with several modifications. In our model, we assume that we have at mostm ≤ poly(k)
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protocol participants (principals):ID1, . . . , IDm, wherek is the security parameter. The proto-
col determines how principles behave in response to input signals from their environment. Each
principle may execute the protocol multiple times with the same or different partners. This is mod-
elled by allowing each principle to have different instances that execute the protocol. An oracle
Πs

i,j models the behavior of the principleIDi carrying out a protocol session in the belief that it is
communicating with the principleIDj for thesth time. One given instance is used only for one
time. EachΠs

i,j maintains a variableview(or transcript) consisting of the protocol run transcripts
so far.

The adversary is modelled by a probabilistic polynomial time Turing machine that is assumed
to have complete control over all communication links in the network and to interact with the
principles via oracle accesses toΠs

i,j . The adversary is allowed to execute any of the following
queries:

• Extract(ID). This allows the adversary to get the long term private key for a new principle
whose identity string isID.

• Send(Πs
i,j , X). This sends messageX to the oracleΠs

i,j . The output ofΠs
i,j is given to the

adversary. The adversary can ask the principleIDi to initiate a session withIDj by a query
Send(Πs

i,j , λ) whereλ is the empty string.

• Reveal(Πs
i,j). This asks the oracle to reveal whatever session key it currently holds.

• Corrupt(i). This asksIDi to reveal the long term private keydIDi .

The difference between the queriesExtract andCorrupt is that the adversary can useExtract to
get the private key for an identity string of her choice whileCorrupt can only be used to get the
private key of existing principles.

Let Πs
ij be an initiator oracle (that is, it has received aλ message at the beginning) andΠs′

ji be

a responder oracle. If every message thatΠs
ij sends out is subsequently delivered toΠs′

ji, with the
response to this message being returned toΠs

ij as the next message on its transcript, then we say

the oracleΠs′
ji matchesΠs

ij . Similarly, if every message thatΠs′
ji receives was previously generated

by Πs
ij , and each message thatΠs′

ji sends out is subsequently delivered toΠs
ij , with the response

to this message being returned toΠs′
ji as the next message on its transcript, then we say the oracle

Πs
ij matchesΠs′

ji. The details for an exact definition of matching oracles could be found in [2].
For the definition of matching oracles, the reader should be aware the following scenarios:

Even though the oracleΠs
ij thinks that its matching oracle isΠs′

ji, the real matching oracle for

Πs
ij could beΠt′

ji. For example, ifΠs
ij sends a messageX to Πs′

ji andΠs′
ji replies withY . The

adversary decides not to forward the messageY to Πs
ij . Instead, the adversary sends the message

X to initiate another oracleΠt′
ji andIDi does not know the existence of this new oracleΠt′

ji. The

oracleΠt′
ji replies withY ′ and the adversary forwards thisY ′ to Πs

ij as the responding message

for X. In this case, the transcript ofΠs
ij matches the transcript ofΠt′

ji. Thus we considerΠs
ij

andΠt′
ji as matching oracles. In another word, the matching oracles are mainly based the message

transcripts.
In order to define the notion of a secure session key exchange, the adversary is given an

additional experiment. That is, in addition to the above regular queries, the adversary can choose,
at any time during its run, aTest(Πs

i,j) query to a completed oracleΠs
i,j with the following

properties:
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• The adversary has never issued, at any time during its run, the queryExtract(IDi) or
Extract(IDj).

• The adversary has never issued, at any time during its run, the queryCorrupt(i) or
Corrupt(j).

• The adversary has never issued, at any time during its run, the queryReveal(Πs
i,j).

• The adversary has never issued, at any time during its run, the queryReveal(Πs′
j,i) if the

matching oracleΠs′
j,i for Πs

i,j exists (note that such an oracle may not exist if the adversary is
impersonating theIDj to the oracleΠs

i,j). The value ofs may be different from the value of
s′ since the adversary may run fake sessions to impersonate any principles without victims’
knowledge.

Let sks
i,j be the value of the session key held by the oracleΠs

i,j that has been established between
IDi andIDj . The oracleΠs

i,j tosses a coinb ←R {0, 1}. If b = 1, the adversary is givensks
i,j .

Otherwise, the adversary is given a valuer randomly chosen from the probability distribution of
keys generated by the protocol. In the end, the attacker outputs a bitb′. The advantage that the
adversary has for the above guess is defined as

AdvA(k) =
∣∣∣∣Pr[b = b′]− 1

2

∣∣∣∣ .

Now we are ready to give the exact definition for a secure key agreement protocol.

Definition 4.1 A key agreement protocolΠ is secure if the following properties are satisfied for
any adversary:

1. If two uncorrupted oraclesΠs
ij and Πs′

ji have matching conversations (e.g., the adversary
is passive) and both of them are complete according to the protocolΠ, then both oracles
will always accept and hold the same session key which is uniformly distributed over the key
space.

2. AdvA(k) is negligible.

In the following, we briefly discuss the attributes that a secure key agreement protocol in the
above model achieves.

• Known session keys. The adversary may useReveal(Πs′
i,j) query before or after the query

Test(Πs
i,j). Thus in a secure key agreement model, the adversary learns zero information

about a fresh key for sessions even if she has learnt keys for other sessionss′.

• Impersonation attack. If the adversary impersonatesIDj to IDi, then she still learns zero
information about the session key that the oracleΠs

ij holds for this impersonatedIDj since
there is no matching oracle forΠs

ij in this scenario. ThusA can useTest query to test this
session key thatΠs

ij holds.

• Unknown key share. If IDi establishes a session key withIDl though he believes that he
is talking toIDj , then there is an oracleΠs

ij that holds this session keyskij . At the same

time, there is an oracleΠs′
li′ that holds this session keyskij , for somei′ (normally i′ = i).

9



During an unknown key share attack, the userIDj may not know this session key. SinceΠs
ij

andΠs′
li′ are not matching oracles, the adversary can make the queryReveal(Πs′

li′) to learn
this session key before the queryTest(Πs

ij). Thus the adversary will succeed for thisTest
query challenge if the unknown key share attack is possible.

• Key compromise impersonation resilience. If the entityA’s long term private key is com-
promised, then the adversary could impersonateA to others, but it should not be able to
impersonate others toA. Similar to other security models [3] for key agreement protocols,
our model does not capture this property. However, we will give a separate proof that the
IDAK key agreement protocol indeed has this property.

• Perfect forward secrecy. This property requires that previously agreed session keys should
remain secret, even if both parties’ long-term private key materials are compromised. Sim-
ilar to other security models [3] for key agreement protocols, our model does not capture
this property. However, we will give a separate proof that the IDAK key agreement protocol
indeed has this property.

5 The security of IDAK

Before we present the security proof for the IDAK key agreement protocol, we first prove some
preliminary results that will be used in the security proof.

Lemma 5.1 LetG = {Gρ} be a bilinear group family,Gρ = 〈G, G1, ê〉, g be a random generator
of G, andπ : G × G → Zq be a random oracle. Assume DBDH-Assumption holds forG and let
X andY be two distributions defined as

X = 〈R, gβx0 , gγy0 , ê(g, g)(x0+π(gβx0 ,gγy0 ))(y0+π(gγy0 ,gβx0 ))αβγ , ê(g, g)αβγ〉
and Y = 〈R, gβx0 , gγy0 , ê(g, g)(x0+π(gβx0 ,gγy0 ))(y0+π(gγy0 ,gβx0 ))t, ê(g, g)t〉

Then we have

1. The two distributionsX andY are computationally indistinguishable ifR is defined as

R =
(
g, gα, gβ , gγ , gx, gr, gA, ê

(
gx+βπ(gx,gA), gA · grπ(gA,gx)

)α)
,

α, β, γ, x, t, x0 are chosen fromZ∗
q uniformly,gr = gγ or r is either chosen fromZ∗

q uni-
formly,gA andgγy0 are chosen fromG according to any probabilistic polynomial time com-
putable ensembles of distributionG(gx, gr, gα, gβ , gγ , gβx0). Note that the distributions for
gA andgγy0 could be different.

2. For any constantm ≤ poly(k), the two distributionsX andY are computationally indistin-
guishable ifR is defined as:

(g, gα, gβ , gγ , (gxi , grj , gA,l)i,j,l≤m, (ê(gxi+βπ(gxi ,gA,l), gA,l · grjπ(gA,l,g
xi ))α : i, j, l ≤ m))

whereα, β, γ, xi are uniformly chosen fromZ∗
q , rj are either chosen fromZ∗

q uniformly
or grj = gγ , andgA,l is chosen according to a polynomial time computable ensemble of
distributionG(gxi , grj , gα, gβ , gγ , gβx0 : i, j, l ≤ m).
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3. For any constantm ≤ poly(k), the two distributionsX andY are computationally indistin-
guishable ifR = (R1,R2), whereR1 is defined as theR in the item 2, andR2 is defined
as:

((gA,i, g
rj , gA,l)i,j,l≤m, (ê(gA,i · gβπ(gA,i,gA,l), gA,l · grjπ(gA,l,gA,i))α : i, j, l ≤ m))

whererj are either chosen fromZ∗
q uniformly orgrj = gγ , gA,i andgA,l are chosen accord-

ing to polynomial time computable ensembles of distributionG(gxi , grj , gα, gβ, gγ , gβx0 , gγy0 :
i, j, l ≤ m) with the condition that “gA,i 6= gβx0 or gA,l 6= gγy0”. Note thatgA,i andgA,l

could have different distributions.

Proof. 1. For a contradiction, assume that there is a polynomial time probabilistic algorithm
D that distinguishesX andY. We construct a polynomial time probabilistic algorithmA that
distinguishes〈g, gu, gv, gw, ê(g, g)a〉 and〈g, gu, gv, gw, ê(g, g)uvw〉 with δk, whereu, v, w, a are
uniformly at random inZq.

Let the input ofA be〈g, gu, gv, gw, ê(g, g)ã〉, whereã is eitheruvw or uniformly at random
in Zq. A chooses uniformly at randomc1, c2, c3, x, x0 ∈ Zq, setsgα = gc1u+c2 , gβ = gv+c3 ,
gγ = gw+c4 , chooses uniformly at randomr ∈ Zq or lets gr = gβ, choosesgγy0 , gA ∈ G
according to the distributionsG(gx, gr, gα, gβ , gγ , gβx0) (the distributions forgA ∈ G andgγy0

could be different). Sincegx andgβx0 are uniformly chosen fromG, we may assume that the
values ofπ(gx, gA) andπ(gγy0 , gβx0) are unknown yet. Without loss of generality, we may as-
sume thatx + βπ(gx, gA) andy0 + π(gγy0 , gβx0) take valuesc5 andc6 respectively, wherec5

andc6 are uniformly chosen fromZq. In a summary, the value ofR could be computed from
gu, gv, gw, c1, c2, c3, c4, c5 efficiently.A then sets

ê(g, g)t̃ = ê(g, g)c1ã+c4(c1u+c2)(v+c3)+w(c1uc3+c1v+c2c3).

A can computêe(g, g)(x0+π(gβx0 ,gγy0 ))(y0+π(gγy0 ,gβx0 ))t̃ using the values of̂e(g, g)t̃, x0, π(gβx0 , gγy0),
c6. LetA

(
g, gu, gv, gw, ê(g, g)ã

)
= D(X̃ ), whereX̃ is obtained fromY by replacingt with t̃ and

taking the remaining values as defined above.
Note that if ã = uvw, then t̃ = αβγ, andX̃ is distributed according to the distributionX .

That is,α, β, γ, x, x0 are uniform inZq and independent of each other and of(u, v, w), (r, gA,
gγy0) is chosen according to the specified distributions. Otherwise,X̃ is distributed according to
the distributionX , and t̃ is uniform in Zq and independent ofα, β, γ, x, x0, r, u, v, w, gA, gγy0 .
Therefore, by definitions,

Pr [A (g, gu, gv, gw, ê(g, g)uvw) = 1] = Pr [D(X ) = 1]
and Pr [A (g, gu, gv, gw, ê(g, g)a) = 1] = Pr [D(Y) = 1]

ThusA distinguishes〈g, gu, gv, gw, ê(g, g)a〉 and〈g, gu, gv, gw, ê(g, g)uvw〉 with δk, wherea is
uniform at random inZq. This is a contradiction.

2. This part of the Lemma could be proved in the same way. The details are omitted.
3. Since “gA,i 6= gβx0 or gA,l 6= gγy0”, we may assume that the values ofπ(gA,i, gA,l) and

π(gA,l, gA,i) are unknown yet. By the random oracle property ofπ, this part of the Lemma could
be proved in the same way as in item 1. The details are omitted. 2

Theorem 5.2 Suppose that the functionsH and π are random oracles and the bilinear group
familyG satisfies DBDH-Assumption. Then the IDAK scheme is a secure key agreement protocol.
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Proof. By Theorem 3.1, the condition 1 in the Definition 4.1 is satisfied for the IDAK key agree-
ment protocol. In the following, we show that the condition 2 is also satisfied.

For a contradiction, assume that the adversaryA has non-negligible advantageδk = AdvA(k)
in guessing the value ofb after theTest query. We show how to construct a simulatorS that uses
A as an oracle to distinguish the distributionsX andY in the item 3 of Lemma 5.1 with non-
negligible advantage2δk(qE − 2)2/q4

E , whereqE denotes the number of distinctH-queries that
the algorithmA has made. The game between the challenger and the simulatorS starts with the
challenger first generating bilinear groupsGρ = 〈G, G1, ê〉 by running the algorithmInstance
Generator. The challenger then randomly selectsα, β, γ, t ∈ Zq andb ∈ {0, 1}. The challenger
gives the tuple〈ρ, g, gα, gβ, gγ , ê(g, g)t̃〉 to the algorithmS wheret̃ = αβγ if b = 1 and t̃ = t
otherwise. During the simulation, the algorithmS can ask the challenger to provide randomly
chosengxi . S may then choose (with the help ofA perhaps)gA,l according to a polynomial time
computable distributionG(gxi , grj , gα, gβ , gγ , gαx0 : i, j, l ≤ m) and sendsgA,l to the challenger.
The challenger responds witĥe(gxi+βπ(gxi ,gA,l), gA,l ·grjπ(gA,l,g

xi ))α. At the end of the simulation,
the algorithmS is supposed to output its guessb′ ∈ {0, 1} for b.

The algorithmS selects two integersI, J ≤ qE randomly and works by interacting withA as
follows:

Setup: AlgorithmS givesA the IDAK system parameters〈q, h,G,G1, ê, H, π〉 whereq, G,G1, ê
are parameters from the challenger,H andπ are random oracles controlled byS as follows.
H-queries: At any time algorithmA can query the random oracleH using the queriesExtract(IDi)
or GetID(IDi) = H(IDi). To respond to these queries algorithmS maintains anH list that con-
tains a list of tuples〈IDi, gIDi〉. The list is initially empty. WhenA queries the oracleH at a point
IDi, S responds as follows:

1. If the queryIDi appears on theH list in a tuple〈IDi, gIDi〉, thenS responds withH(IDi) =
gIDi .

2. Otherwise, if this is theI-th new query of the random oracleH, S responds withgIDi =
H(IDi) = gβ , and adds the tuple〈IDi, g

β〉 to theH list. If this is theJ-th new query of the
random oracle,S responds withgIDi = H(IDi) = gγ , and adds the tuple〈IDi, g

γ〉 to the
H list.

3. In the remaining case,S selects a randomri ∈ Zq, responds withgIDi = H(IDi) = gri ,
and adds the tuple〈IDi, g

ri〉 to theH list.

π-queries: At any time the challenger, the algorithmA, and the algorithmS can query the random
oracleπ. To respond to these queries algorithmS maintains aπlist that contains a list of tuples
〈g1, g2, π(g1, g2)〉. The list is initially empty. WhenA queries the oracleπ at a point(g1, g2), S
responds as follows: If the query(g1, g2) appears on theπlist in a tuple〈(g1, g2), π(g1, g2)〉, then
S responds withπ(g1, g2). Otherwise,S selects a randomvi ∈ Zq, responds withπ(g1, g2) = vi,
and adds the tuple〈(g1, g2), vi〉 to theπlist. Technically, the random oracleπ could be held by an
independent third party to avoid the confusion that the challenger also needs to access this random
oracle also.

Query phase:S responds toA’s queries as follows.
For aGetID(IDi) query,S runs theH-queries to obtain agIDi such thatH(IDi) = gIDi ,

and responds withgIDi .
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For anExtract(IDi) query for the long term private key, ifi = I or i = J , thenS reports
failure and terminates. Otherwise,S runs theH-queries to obtaingIDi = H(IDi) = gri , and
respondsdIDi = (gα)ri = gα

IDi
.

For aSend(Πs
i,j , X) query, we distinguish the following three cases:

1. X = λ. If i = I or J , S asks the challenger for a randomRi ∈ G (note thatS does not
know the discrete logarithm ofRi with basegIDi), otherwiseS chooses a randomui ∈ Z∗

q

and setsRi = gui
IDi

. S letsΠs
i,j reply with Ri. That is, we assume thatIDi is carrying out

an IDAK key agreement protocol withIDj andIDi sends the first messageRi to IDj .

2. X 6= λ and the transcript of the oracleΠs
i,j is empty. In this case,Πs

i,j is the responder to
the protocol and has not sent out any message yet. Ifi = I or J , S asks the challenger for
a randomRi ∈ G, otherwiseS chooses a randomui ∈ Z∗

q and setsRi = gui
IDi

. S letsΠs
i,j

reply withRi and marks the oracleΠs
i,j as completed.

3. X 6= λ and the transcript of the oracleΠs
i,j is not empty. In this case,Πs

i,j is the protocol
initiator and should have sent out the first message already. ThusΠs

i,j does not need to
respond anything. After processing the querySend(Πs

i,j , X), S marks the oracleΠs
i,j as

completed.

For aReveal(Πs
i,j) query, ifi 6= I andi 6= J , S computes the session keyskij = ê(gπ(Rj ,Ri)

IDj
·

Rj , d
(ui+π(Ri,Rj))h
IDi

) and responds withskij , hereRj is the message received byΠs
i,j . Note that

the messageRj may not necessarily be sent by the oracleΠs′
j,i for somes′ since it could have been

a bogus message fromA. Otherwise,i = I or i = J . Without loss of generality, we assume that
i = I. In this case, the oracleΠs

I,j dose not know its private keygβα. Thus it needs help from
the challenger to compute the shared session key. LetRI andRj be the messages thatΠs

I,j has
sent out and received respectively.Πs

I,j gives these two values to the challenger and the challenger

computes the shared session keyskIj = ê
(
g

π(Rj ,Ri)
IDj

·Rj , R
αh
I gπ(RI ,Rj)αβh

)
. Πs

I,j then responds

with kIj .
For aCorrupt(i) query, if i = I or i = J , thenS reports failure and terminates. Otherwise,

S responds withdIDi = (gα)ri = gα
IDi

.
For theTest(Πs

i,j) query, if i 6= I or j 6= J , thenS reports failure and terminates. Other-
wise, assume thati = I andj = J . Let RI = guI

IDI
be the message thatΠs

i,j sends out (note
that the challenger generated this message) andRJ = guJ

IDJ
be the message thatΠs

i,j receives
(note thatRJ could be the message that the challenger generated or could be generated by the
algorithmA). S gives the messagesRI and RJ to the challenger. The challenger computes
X = ê(g, g)(uI+π(RI ,RJ ))(uJ+π(RJ ,RI))t̃h and givesX to S. S responds withX. Note that if
t̃ = αβγ, thenX is the session key. Otherwise,X is a uniformly distributed group element.

Guess: After the Test(Πs
i,j) query, the algorithmA outputs its guessb′ ∈ {0, 1}. Algorithm S

outputsb′ as its guess to the challenger.

Claim: If S does not abort during the simulation thenA’s view is identical to its view in the real
attack. Furthermore, ifS does not abort, then

∣∣Pr[b = b′]− 1
2

∣∣ > δk, where the probability is over
all random coins used byS andA.

Proof of Claim: The responses toH-queries andπ-queries are the same as in the real attack
since the response is uniformly distributed. All responses to the getID queries, private key extract
queries, message delivery queries, reveal queries, and corrupt queries are valid. It remains to show
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that the response to the test query is valid also. Whent̃ is uniformly distributed overZq, then
Theorem 3.1 shows thatX = ê(g, g)(uI+π(RI ,RJ ))(uJ+π(RJ ,RI))t̃h is uniformly distributed over
G and is computationally indistinguishable from a random value beforeA’s view. Therefore, by
definition of the algorithmA, we have

∣∣Pr[b = b′]− 1
2

∣∣ > δk. 2

SupposeA makes a total ofqE H-queries. We next calculate the probability thatS does
not abort during the simulation. The probability thatS does not abort forExtract queries is
(qE − 2)/qE . The probability thatS does not abort forCorrupt queries is(qE − 2)/qE . The
probability thatS does not abort forTest queries is2/q2

E . Therefore, the probability thatS does
not abort during the simulation is2(qE − 2)2/q4

E . This shows thatS ’s advantage in distinguishing
the distributionsX andY in Lemma 5.1 is at least2δk(qE − 2)2/q4

E which is non-negligible.
To complete the proof of Theorem 5.2, it remains to show that the communications between

S and the challenger are carried out according to the distributionsX andY of Lemma 5.1. For

a Reveal(Πs
I,j) query, the challenger outputŝe

(
g

π(Rj ,RI)
IDj

·Rj , R
αh
I gπ(RI ,Rj)αβh

)
to the algo-

rithm S. Let RI = gx, Rj = gA, andgIDj = gr. Thenx is chosen uniform at random from
Zq, r is chosen uniform at random fromZ∗

q whenj 6= J or r = γ whenj = J , and the value
of gA is chosen by the algorithmA or by the algorithmS or by the challenger in probabilistic
polynomial time according to the current views. For example, ifgA is chosen by the algorithm
A, thenAmay generategA as the combination (e.g., multiplication) of some previously observed
messages/values or generate it randomly. Thus, ignoring the co-factorh, the communication be-
tween the challenger and the algorithmS duringReveal(Πs

I,j) queries is carried out according
to the distributionsX andY of Lemma 5.1. The case forReveal(Πs

J,j) queries is the same.

For theTest(Πs
I,J) query, the challenger outputsX = ê(g, g)(uI+π(RI ,RJ ))(uJ+π(RJ ,RI))t̃h to

the algorithmS, whereRI = gβuI andRJ = gγuJ . Let x0 = uI andy0 = uJ . Thenx0 is chosen
uniform at random fromZq and the value ofgγy0 is chosen by the algorithmA or by the challenger
in probabilistic polynomial time according to the current views. Similarly,A may choosegγy0 as
the combination (e.g., multiplication) of some previously observed messages/values. Ignoring the
co-factorh, the communication between the challenger and the algorithmS during theTest(Πs

I,J)
query is carried out according to the distributionsX andY of Lemma 5.1.

It should be noted that after theTest(Πs
I,J) query, the adversary may create bogus oracles for

the participantsIDI andIDJ and send bogus messages that may depend on all existing commu-
nicated messages (including messages held by the oracleΠs

I,J ) and then reveal session keys from
these oracles. In particular, the adversary may play a man in the middle attack by modifying the
messages sent fromΠs

I,J to Πs′
J,I and modifying the messages sent fromΠs′

J,I to Πs
I,J . Then the

oraclesΠs′
J,I andΠs

I,J are not matching oracles. ThusA can reveal the session key held by the

oracleΠs′
J,I before the guess. In theR2 part in the distributionsX andY of Lemma 5.1, we have

the condition “gA,i 6= gβx0 or gA,l 6= gγy0” (this condition holds since the algorithmA has not
revealed the matching oracles forΠs

I,J ). If both gA,i 6= gβx0 andgA,l 6= gγy0 , then the oracle

Πs′
J,I is a matching oracle forΠs

I,J andA is not allowed to reveal the session key held by the oracle

Πs′
J,I . Thus, Ignoring the co-factorh, the communication between the challenger and the algorithm
S during theseTest(Πs

I,J) query is carried out according to the distributionsX andY of Lemma
5.1.

In the summary, all communications between the challenger andS are carried out according
to the distributionsX andY of Lemma 5.1. This completes the proof of the Theorem. 2
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6 Perfect forward secrecy

In this section, we show that the protocol IDAK has the additional perfect forward secrecy prop-
erty when both parties long term private keys are corrupted. That is, even if Alice and Bob lose
their private keysdA = gα

IDA
anddB = gα

IDB
, the session keys established by Alice and Bob

in the previous sessions are still secure. In order to show this, it is sufficient to show that the

two distributions
(
R, ê(gIDA

, gIDB
)(x+π(gx

IDA
,gy

IDB
))(y+π(gy

IDB
,gx

IDA
))α

)
and (R, ê(gIDA

, gIDB
)z)

are computationally indistinguishable forR = (gα
IDA

, gα
IDB

, gx
IDA

, gy
IDB

) and uniform at random
chosengIDA

, gIDB
, x, y, z, α. Consequently, it is sufficient to prove the following theorem.

Theorem 6.1 LetG = {Gρ} be a bilinear group family,Gρ = 〈G, G1, ê〉. Assume that DBDH-
Assumption holds forG. Then the two distributions

X = (g1, g2, g
α
1 , gα

2 , gx
1 , gy

2 , ê(g1, g2)xyα)
and Y = (g1, g2, g

α
1 , gα

2 , gx
1 , gy

2 , ê(g1, g2)z)

are computationally indistinguishable for random choseng1, g2, x, y, z, α.

Proof. We use a random reduction. For a contradiction, assume that there is a polynomial
time probabilistic algorithmD that distinguishesX andY with a non-negligible probabilityδk.
We construct a polynomial time probabilistic algorithmA that distinguishes(R, ê(g, g)t) and
(R, ê(g, g)uvw) with δk, whereR = (g, gu, gv, gw) andu, v, w, t are uniformly at random inZq.
Let the input ofA be (R, ê(g, g)t̃), wheret̃ is eitheruvw or uniformly at random inZq. We
constructA as follows.A chooses randomc1, c2, c3, c4, c5 ∈ Zq and setsg1 = gc1 , g2 = gc2 ,
gα
1 = guc1c3 , gα

2 = guc2c3 , gx
1 = gvc1c4 , gy

2 = gwc2c5 , and ê(g1, g2)z̃ = ê(g, g)t̃c1c2c3c4c5 . Let

A
(
R, ê(g, g)t̃

)
= D

(
g1, g2, g

α
1 , gα

2 , gx
1 , gy

2 , ê(g1, g2)z̃
)
. Note that ift̃ = uvw, thenc1, c2, α, x, y

are uniform inZq (and independent of each other and ofu, v, w) and xyα = z̃. Otherwise,
c1, c2, α, x, y are uniform inZq and independent of each other and ofu, v, w. Therefore, by the
definitions,

Pr [A (R, ê(g, g)uvw) = 1] = Pr [D(X ) = 1]
and Pr

[
A

(
R, ê(g, g)t

)
= 1

]
= Pr [D(Y) = 1]

ThusA distinguishes〈g, gu, gv, gw, ê(g, g)t〉 and 〈g, gu, gv, gw, ê(g, g)uvw〉 with δk. This is a
contradiction. 2

Though Theorem 6.1 shows that the protocol IDAK achieves perfect forward secrecy even
if both participating parties’ long term private keys were corrupted, IDAK does not have perfect
forward secrecy when the master secretα were leaked. The perfect forward secrecy against the
corruption ofα could be achieved by requiring Bob (the responder in the IDAK protocol) to send
gy
IDA

in addition to the valueRB = gy
IDB

and by requiring both parties to compute the shared
secret asH(gxy

IDA
||skAB) whereskAB is the shared secret established by the IDAK protocol.

7 Key compromise impersonation resilience

In this section, we show that the protocol IDAK has the key compromise impersonation resilience
property. That is, if Alice loses her private keydA = gα

IDA
, then the adversary still could not

impersonate Bob to Alice. In order to show this, it is sufficient to show that the two distributions
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(
R, ê

(
gx
IDA
· g

π(gx
IDA

,RB)

IDA
, RB · g

π(RB ,gx
IDA

)

IDB

)α)
and (R, ê(gIDA

, gIDB
)z) are computationally

indistinguishable forR = (gα
IDA

, gx
IDA

, RB), wheregIDA
, gIDB

, x, z, α are chosen uniform at
random, andRB is chosen according to some probabilistic polynomial time distribution. Since

the valueê

(
g

π(gx
IDA

,RB)

IDA
, RB · g

π(RB ,gx
IDA

)

IDB

)α

is known, it is sufficient to prove the following

theorem.

Theorem 7.1 LetG = {Gρ} be a bilinear group family,Gρ = 〈G, G1, ê〉. Assume that DBDH-
Assumption holds forG. Then the two distributions

X =
(
g1, g2, g

α
1 , gx

1 , RB, ê
(
gx
1 , RB · g

π(RB ,gx
1 )

2

)α)
and Y = (g1, g2, g

α
1 , gx

1 , RB, ê(g1, g2)z)

are computationally indistinguishable for random choseng1, g2, x, z, α, whereRB is chosen ac-
cording to some probabilistic polynomial time distribution.

Proof. Sincegx
1 is chosen uniform at random, andπ is a random oracle, we may assume that

RB · g
π(RB ,gx

1 )
2 is uniformly distributed overG whenRB is chosen according to any probabilistic

polynomial time distribution. Thus the proof is similar to the proof of Theorem 6.1 and the details
are omitted. (Note that in this proof, we can choosec1, c2 ∈R Z∗

q and letg1 = gc1 , gα
1 = guc1 ,

gx
1 = gvc1 , g2 = gw, andRB · g

π(RB ,gx
1 )

2 = gc2
2 .) 2

8 IDAK with key confirmation

The security Definition 4.1 in Section§4 for key agreement protocols does not provide the fol-
lowing assurance to a userIDi during a key agreement protocol: one oracleΠs

ij has been engaged
in a conversation and has successfully finished the protocol with a session key output. However,
there may be no matching oracleΠs′

ji existing at all (though according to the definition, the ad-
versary learns zero information about the session key held byΠs

ij). In order to provide assurance
against the above scenario, we study secure key agreement protocols with key confirmation in this
section. First we slightly modify our matching oracle definition from Section§4. The definition
of matching oracles in Section§4 does require all messages thatΠs

ij sends out should reach its

matching oracleΠs′
ji and vice versa. In this section, when we talk about matching oracles, we do

not require the last message of the protocol to reach its destination. Indeed, in any protocol, the
party who sends the last message flow cannot “know” whether or not its last message was received
by its partner (see [3]).

Let No-MatchingE(k) denote the event that, during the protocol execution against the adver-
sary, there exists an oracleΠs

ij with the following properties:

1. Πs
ij has been engaged in a conversation and has successfully finished the protocol with a

session key output.

2. There is no matching oracleΠs′
ji for Πs

ij existing.

3. The adversary has not compromised the long term keys forIDi andIDj .
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Definition 8.1 A protocolΠ is a secure key agreement protocol with key confirmation ifΠ is a
secure key agreement protocol and the probability ofNo-MatchingE(k) is negligible.

It is straightforward to observe that IDAK is not a secure in the sense of Definition 8.1. In this
section, we design a secure key agreement scheme with key confirmation. We first briefly describe
message authentication code. AMessage Authentication Code(see, e.g., [1]) is a deterministic
polynomial time algorithmMAC(·)(·). To authenticate a messagem with a keyK, one computes
the authenticated message pair(m,a) = (m,MACK(m)), wherea = MACK(m) is called the
tag onm. A MAC scheme is secure if the probability for an adversary to forge a taga for a
(not authenticated yet) messagem of the adversary’s choice under a randomly chosen keyK is
negligible. The adversary is allowed to make adaptive-message attacks. That is, the adversary can
choose messagesm′ (different from the target message) and ask the MAC oracle to generate the
authentication tag onm′ under the target keyK. In the following, we describe the IDAK protocol
with key confirmation and show that it is secure according to Definition 8.1.

TheSetupalgorithm is the same as that in IDAK protocol, in addition, we also need to choose
two additional random oraclesH1 andH2 (both will be used as key derivation functions), and a
secure message authentication functionMAC(·)(·) (see, e.g., [1]).

TheExtract algorithm for IDAKC is the same as that in IDAK protocol.
TheExchangealgorithm for IDAKC proceeds as follows:

ExchangeFor two participants Alice and Bob whose identification strings areIDA andIDB re-
spectively, the algorithm proceeds as follows.

1. Alice selectsx ∈R Z∗
q , computesRA = gx

IDA
, and sends it to Bob.

2. (a) Bob selectsy ∈R Z∗
q , computesRB = gy

IDB
.

(b) Bob computessA = π(RA, RB), sB = π(RB, RA), and the shared secretskIDAK as

ê(gIDB
, gIDA

)(x+sA)(y+sB)hα = ê
(
gsA
IDA
·RA, g

(y+sB)hα
IDB

)
.

(c) Bob computesK1 = H1(skIDAK) andK2 = H2(skIDAK).

(d) Bob computesMACK2(IDB, IDA, RB, RA) and sends this together withRB to Alice.

3. (a) Alice computessA = π(RA, RB), sB = π(RB, RA), and the shared secretskIDAK as

ê(gIDB
, gIDA

)(x+sA)(y+sB)hα = ê
(
gsB
IDB
·RB, g

(x+sA)hα
IDA

)
.

(b) Alice computesK1 = H1(skIDAK) andK2 = H2(skIDAK).

(c) Alice computesMACK2(IDA, IDB, RA, RB) and sends this to Bob.

Theorem 8.2 Assume thatH, π, H1 andH2 are independent random oracles, MAC is a se-
cure message authentication function, and the group familyG satisfies DBDH-Assumption. Then
IDAKC is a secure key agreement protocol with key confirmation.

Proof. By Theorem 5.2, IDAKC is a secure key agreement protocol. Thus we only need to show
that the probability ofNo-MatchingE(k) = εk is negligible.

For a contradiction, assume that the adversary has a non-negligible advantageεk such that
there exists an oracleΠs

IJ that has been engaged in a conversation and has successfully fin-
ished the protocol with a session key output, but there is no matching oracleΠs′

JI existing. We
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show how to construct a simulatorS that usesA as an oracle to forge an authentication tag on
an un-authenticated messagem under an unknown random key with non-negligible advantage
εk(22k − 1)(1 − δk)(qE − 2)(q2

EqN − 2)2/q7
Eq3

N22k, whereqE is the number ofH-queries that
the simulation makes,qN is the maximum number of IDAKC key agreement sessions that the
algorithmA initiates for each participant,δk is the probability that the adversary can compute the
session key of an un-revealed oracle. The game between the challenger and the simulatorS starts
with the challenger first choose a random keyK for the MAC scheme. During the simulation,
S can present messagesm to the challenger to get the MAC tag onm under this keyK (but the
adversaryA is not allowed to ask the challenger for MAC tags). At the end of the simulation, the
algorithmS is supposed to output a messagem and its guessa for the MAC tag onm under the
keyK. The algorithmS works by interacting withA as follows:

Setup: AlgorithmS selects uniformly at random system parameters〈q, h,G,G1, ê, H,H1,H2, π〉
and gives it toA, whereH,H1,H2, andπ are random oracles controlled byS as follows. These
random oracles could be queried byS orA during the simulation. Meanwhile,S keeps the master
secret keyα in secret.

H-queries, π-queries, H1-queries, andH2-queries: They are the same as theπ-queries in the
proof of Theorem 5.2. That is,S answers all distinct queries independently and randomly. Note
thatH-queriesdefined here is different from that in the proof of Theorem 5.2.

Query phase (MAC forgery phase): S chooses three integersI, J ≤ n and s0 ≤ qN , and
responds toA’s queries as follows.

For anExtract(IDi) query,S runs theH-queries to obtaingIDi = H(IDi) and responds
with dIDi = gα

IDi
.

For aSend(Πs
i,j , X) query, we distinguish the following three cases:

1. X = λ. In this case,Πs
i,j is the protocol initiator.S chooses a randomxi ∈ Zq and sets

Ri = gxi
IDi

. S letsΠs
i,j reply withRi. That is, we assume thatIDi is carrying out an IDAKC

key agreement protocol withIDj andIDi sends the first messageRi to IDj .

2. X 6= λ and the transcript of the oracleΠs
i,j is empty. In this case,Πs

i,j is the protocol
responder and has not sent out any message yet.S chooses a randomxi ∈ Zq and sets
Ri = gxi

IDi
. S then distinguishes the following two cases:

(a) i = I andj = J ands = s0. Instead of running theH2-queriesto obtainKi,j
2 , S asks

the challenger to generate the MAC tagas
i,j for the messagem = (IDi, IDj , Ri, Rj)

whereRj is the random component received from the other oracle.S letsΠs
i,j reply

with (Ri, a
s
i,j).

(b) i 6= I or j 6= J or s 6= s0. S computes the session keying materialskIDAK and runs the
H2-queriesto obtainKi,j

2 = H1(skIDAK). S computesas
i,j = MAC

Ki,j
2

(IDi, IDj , Ri, Rj)
and letsΠs

i,j reply with (Ri, a
s
i,j), whereRj is the random component received from

the other oracle.

3. X 6= λ and the transcript of the oracleΠs
i,j is not empty. In this case,Πs

i,j is the protocol
initiator or responder and should have sent out the first message already.S then distinguishes
the following two cases:

(a) i = I andj = J ands = s0. If there is a matching oracleΠs′0
J,I for Πs0

I,J , thenS
aborts the simulation with failure. Otherwise, letas

j,i be the received MAC tag for
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the messagem = (IDj , IDi, Rj , Ri). S outputsas
j,i as the guessed MAC tag for

the messagem = (IDj , IDi, Rj , Ri) (S can terminate the simulation now. However,
for easy analysis of the probability, we continue the simulation).S then asks the
challenger whether this MAC tag is valid. If the challenger’s answer is yes,S marks
Πs

i,j as completed/accepted and terminate the simulation. If the challenger’s answer is
no,S marksΠs

i,j completed/rejected. Note that, according to the IDAKC protocol, if
the oracleΠs

i,j is the protocol initiator, then it should send the message authentication
tag to the responder as the last message. However, by the new definition matching
oracles, this message does not matter.

(b) i 6= I or j 6= J or s 6= s0. If Πs
i,j is the protocol responder, thenS should have com-

puted the shared secretKi,j
2 already.S computes the MAC tagas

j,i = MAC
Ki,j

2
(IDj ,

IDi, Rj , Ri) whereRj is the random component received from the other oracle and
compares this tag with the received tag.S marksΠs

i,j as completed/accepted if the
two tags are the same, and marks it completed/rejected if the two tags are different.
For the case thatΠs

i,j is the protocol initiator,S computes the session keying mate-

rial skIDAK and runs theH2-queries to obtainKi,j
2 = H1(skIDAK). S computes

as
i,j = MAC

Ki,j
2

(IDi, IDj , Ri, Rj) and letsΠs
i,j reply with as

i,j , whereRj is the ran-
dom component received from the other oracle.

For aReveal(Πs
i,j) query, if “i = I andj = J ands = s0” or “ Πs

i,j is the matching oracle for
Πs0

I,J ” thenS aborts the simulation. Otherwise,S computes the session keying materialskIDAK,

runs theH1-queries to getKi,j
1 = H1(skIDAK), and responds withKi,j

1 . For aCorrupt(i)
query, if i = I or i = J , thenS aborts the simulation. Otherwise,S responds withdIDi = gα

IDi
.

Claim: If S does not abort the simulation, thenA’s view is identical to its view in the real attack.

Proof of Claim: It is straightforward. 2

Suppose that the simulation process makes at mostqE H-queries andqN be the maximum
number of IDAKC key agreement sessions that the algorithmA initiates for each participant.
We next calculate the probability thatS succeeds in forging an MAC tag on a message that the
challenger has not authenticated.

We first calculate the probability thatS does not abort the simulation. The probability that
S does not abort forSendqueries is(q2

EqN − 2)/q2
EqN . The probability thatS does not abort

for Reveal queries is(q2
EqN − 2)/q2

EqN . The probability thatS does not abort forCorrupt
queries is(qE − 2)/qE . Therefore, the probability thatS does not abort during the simulation is
(qE − 2)(q2

EqN − 2)2/q5
Eq2

N .
If the algorithmA is successful during that simulation (the probability is at leastεk), then there

is a completed/accepted oracleΠs
i,j that has no matching oracle. Since there are at mostq2

EqN

oracles during the simulation, the probability for this oracle to be the oracleΠs0
I,J is 1/q2

EqN . Thus
the probability that the oracleΠs0

I,J is marked as completed/accepted is at least(
(qE − 2)(q2

EqN − 2)2/q5
Eq2

N

)
· εk ·

(
1/q2

EqN

)
= εk(qE − 2)(q2

EqN − 2)2/q7
Eq3

N .

If the oracleΠs0
I,J is marked as completed/accepted, thenS output a guessed valid MAC tag

as
J,I for the messagem = (IDJ , IDI , RJ , RI). We next calculate the probability that the chal-

lenger has never been asked for the MAC tag on this message and the probability thatA does not
guess correctly about the keying materials held by the oracleΠs0

I,J (that is, the probability that
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the MAC tag is generated without knowing the secret key or asking the challenger to generate
it). Since there is no matching oracle andA is not allowed to ask the challenger for MAC tags,A
generates this tagas

J,I by one of the following three approaches: (1).S asked the challenger to gen-

erate the MAC tag for the messagem = (IDJ , IDI , RJ , RI) for another oracleΠs′
J,I . SinceΠs′

J,I is

not the matching oracle forΠs0
I,J , the event in this case happens only with probability1/22k. Here

we assume that the messagesRI andRJ are allk bits long. (2).A guessed correctly about the
session keying materialskIDAK for the oracleΠs0

I,J and computed the MAC tagas
J,I by herself. By

Theorem 5.2, this probability is bounded by some negligible valueδk. (3).A generated the MAC
tagas

J,I by random choice or by using other techniques (e.g., by using flaws in the MAC scheme).
According to the security definition of MAC schemes, the forgery on the MAC tag is successful
when the events in case (3) happens. Thus, by excluding the probabilities for the cases (1) and
(2), the probability that MAC forgery experiment is successful under the condition that the oracle
Πs0

I,J is marked as completed/accepted is at least(1− (1/22k))(1− δk) = (22k − 1)(1− δk)/22k.
In a summary, the probability thatS successfully forged the MAC code on the un-authenticated
messagem = (IDJ , IDI , RJ , RI) is at least

εk(22k − 1)(1− δk)(qE − 2)(q2
EqN − 2)2/q7

Eq3
N22k

which is non-negligible sinceεk is non-negligible andδk is negligible. This completes the proof
of the Theorem. 2

9 Practical considerations and applications

9.1 The functionπ

Though in the security proof of IDAK key agreement protocol,π is considered as a random oracle.
In practice, we can use following simplifiedπ functions.

• π is a random oracle (secure hash function) fromG×G to Z∗
2dlog qe/c (e.g.,c = 2).

• If g1 = (xg1 , yg1), g2 = (xg2 , yg2) ∈ G are points on an elliptic curve, then letπ(g1, g2) =
x̄g mod2|xg |/2 wherex̄g = xg1 ⊕ xg2 . That is,π(g1, g2) is the exclusive-or of the second
half parts of the first coordinates of the elliptic curve pointsg1 andg2.

• π is a random oracle that the output only depends on the the first input variable or any of the
above function restricted in such a way that the output only depends on the the first input
variable. In another word,π : G→ Z∗

q .

It should be noted anyπ function, for which Lemma 5.1 holds, can be used in the IDAK protocol.
Though we do not know whether Lemma 5.1 holds forπ functions that we have listed above, we
have strong evidence that this is true. First, if we assume that the groupG2 is a generic group in
the sense of Nechaev [18] and Shoup [26]. Then we can prove that Lemma 5.1 holds for the above
π functions. Secondly, if the distributionG(gx, gr, gα, gβ, gγ , gβx0) in Lemma 5.1 is restricted to
the distribution:

{gf(x,r,α,β,γ,βx0,y) : f is a linear function,y is a tuple of uniformly random values fromZq}.

Then we can prove that Lemma 5.1 holds for the aboveπ functions. We may conjecture that the
adversary algorithmA can only generategA andgγy0 according to the above distribution unless
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CDH-Assumption fails forG. Thus, under this conjecture (without the condition thatG2 is a
generic group), the above list ofπ functions can be used in IDAK protocol securely.

9.2 Escrow

In the IDAK key agreement protocol, one has to trust the trusted authority TA since TA has suf-
ficient capability to impersonate any participants and to compute the agreed secrets for any key
agreement sessions unless the shared secret is computed asH(gxy

IDA
||skAB) as described in sec-

tion §6. As mentioned in [6], identity-based systems have the natural property to be escrowed. For
example, we assume that there arem TAs in the systems, each of them holding a partial master
secretαi, and the master secret isα1 + . . . + αm. Each participant could get her partial private
keygαi

ID from TAi and compute her private key asgα1
ID · · · g

αm
ID .

9.3 Applications

IDAK key agreement protocol could be used in all these environments that identity-based public
parameters are deployed (e.g., these environments discussed in [6]). One of the most promising
applications could be the VoIP environments. VoIP systems are become more and more popular.
However, Internet environment is generally not as secure as the traditional phone networks. Eaves-
dropping is dramatically easy in Internet environments than in traditional phone networks. Though
VPN could be one of the potential tools that could be used to protect the VoIP systems, recent ex-
periments show that there are many disadvantages for VPN based VoIP (the most important one is
the delays in several routers which could worsen VoIP quality). On the other hand, we really do not
expect each VoIP phone will get a public key certificate and each time when we make a phone call,
we need to import the certificate for the target phone first. Identity based key agreement protocol
provides a promising solution for VoIP systems. The public key for each phone could be based on
its identity (e.g., the phone number). Each time, when we make a phone call, the two phones will
use the IDAK protocol to establish a session key for conversation encryption/authentication. The
public key for each phone could be “permanent” (e.g., based on the phone number) or temporary
(e.g., based on the identity consisting of phone number and time-stamps).

10 Related protocols and their insecurity

10.1 Smart protocol

Smart [28] proposed an identity-based and authenticated key agreement protocol without security
proofs. Briefly, Smart’s protocol works as follows: The trusted authority needs to publish the
public keygα first (note that our protocol does not require a public key) and distributes the private
keysgα

IDA
andgα

IDB
to Alice and Bob respectively. During the key agreement session, Alice selects

x ∈R Z∗
q and sendsgx to Bob, Bob selectsy ∈R Z∗

q and sendsgy to Alice. Then both parties
compute the shared secretskNS = ê(gx

IDB
·gy

IDA
, gα) = ê(gx

IDB
, gα) · ê(gy

IDA
, gα) = ê(gx

IDB
, gα) ·

ê(gα
IDA

, gy) = ê(gα
IDB

, gx) · ê(gy
IDA

, gα). A simple analysis shows that Smart’s protocol requires
the computation of two exponentiations and two pairings for each party. Meanwhile, the only pre-
computation that each party could do is to select the random valuex (respectively,y) and compute
the value ofgx (respectively,gy). Thus with pre-computation, Smart’s protocol still requires one
exponentiation and two pairings for each party. It is straightforward to show that Smart’s protocol
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is not secure against key revealing attacks and does not have perfect forward secrecy if both parties’
private keys were leaked.

10.2 Chen and Kudla protocol

Chen and Kudla [7] proposed an efficient identity-based and authenticated key agreement protocol.
Briefly, Chen-Kudla’s protocol works as follows: The trusted authority distributes the private keys
gα
IDA

andgα
IDB

to Alice and Bob respectively (similar to our protocol, no public key is required).
Alice selectsx ∈R Z∗

q and sendsgx
IDA

to Bob, Bob selectsy ∈R Z∗
q and sendsgy

IDB
to Alice. Then

both parties compute the shared secretskCK = ê(gIDB
, gIDA

)(x+y)α = ê(gx
IDB
· gy

IDB
, gα

IDA
) =

ê(gα
IDB

, gx
IDA
· gy

IDA
). Analysis shows that this protocol requires the computation of two exponen-

tiations and one pairing for each party. Meanwhile, the only pre-computation that each party could
do is to select the random valuex (respectively,y) and compute the value ofgx

IDA
(respectively,

gy
IDB

). Thus with pre-computation, this protocol still requires one exponentiation and one pairing
for each party.

In the random oracle model, Chen and Kudla [7] described a randomized reduction from the
exact computation problem of shared secretskCK in the Chen-Kudla protocol to the problem of
computational bilinear Diffie-Hellman problem. Indeed, Chen and Kudla showed that if an addi-
tional hash functionH ′ (a second independent random oracle) is applied to the shared secretskCK

to get the keying materialsk′CK = H ′(skCK), thensk′CK is computationally indistinguishable
from a random string. In another word, the security is showed in the random oracle plus CBDH-
Assumption model. In the literature [5, 17, 27], it is also preferred to show that a key agreement
protocol is secure in the decisional DH-Assumption model without the additional random oracle.
One disadvantage of Chen-Kudla protocol is that this protocol does not have the perfect forward
secrecy property. That is, if the private keys of Alice and Bob are corrupted at some time, then
the adversary can compute all past session keys used between Alice and Bob. Another serious
disadvantage of Chen-Kudla protocol is that its security is indeed unproved. Chen and Kudla
[7] proved that their protocol is secure in the Bellare-Rogaway [3] secure key agreement model.
However, Cheng et al. [8] pointed out that the proof in [7] is flawed and their protocol is not
secure against key revealing attacks. Since the key revealing attack is the fundamental property in
Bellare-Rogaway model [3], a security model for key agreement protocol without modelling key
revealing attacks has limited value. For example, in such a limited model, it is impossible to infer
whether the key agreement protocol is secure against important attacks such as known session key
attacks and unknown key share attacks.

10.3 Scott protocol

Scott [23] proposed a key exchange protocol with password authentications for the private key.
Briefly, Scott’s protocol works as follows: The trusted authority needs to choose a master secret
α and distributes the private keysgα

IDA
andgα

IDB
to Alice and Bob respectively. Alice may choose

a passworda to store her private key as:gα−a
IDA

. In the following discussion, we will omit the
password protection part. During the key agreement session, Alice selectsx ∈R Z∗

q and sends
ê(gIDA

, gIDB
)αx to Bob. Bob selectsy ∈R Z∗

q and sendŝe(gIDA
, gIDB

)αy to Alice. The shared
secret iŝe(gIDA

, gIDB
)αxy. This protocol is not secure according to Definition 4.1. The adversary

may choose a random numberc and change the message from Alice to Bob toê(gIDA
, gIDB

)αxc

and change the message from Bob to Alice toê(gIDA
, gIDB

)αyc. Both Alice and Bob will then
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compute the shared secretê(gIDA
, gIDB

)αxyc. Since the oracle at Alice side is not a matching
oracle for at Bob’s oracle, the adversary could reveal Bob’s session key before testing Alice’s
session key. Thus the adversary will succeed in the testing query.

10.4 Other protocols

Shim [25] proposed an ID-based key agreement protocol as follows. During the key agreement
session, Alice selectsx ∈R Z∗

q and sendsgx to Bob. Bob selectsy ∈R Z∗
q and sendsgy to

Alice. The shared secret is computed as:ê(gα, gx
IDB
· gy

IDA
· gxy)ê(gIDA

, gIDB
)α, wheregα is the

system-wide public key. Sun and Hsieh [29] showed that Shim’s protocol is insecure against key
compromise impersonation attacks and man in the middle attacks.

McCullagh and Barreto [16] proposed an ID-based key agreement protocol as follows. As-
sume that the system wide master secret isα, Alice’s identity is mapped to an integeraA ∈ Z∗

q ,
and Bob’s identity is mapped to an integeraB ∈ Z∗

q . Then Alice and Bob’s public keys aregα+aA

andgα+aB respectively. Their secret keys areg(α+aA)−1
andg(α+aB)−1

respectively. During the
key agreement session, Alice selectsx ∈R Z∗

q and sendsgx(α+aB) to Bob. Bob selectsy ∈R Z∗
q

and sendsgy(α+aA) to Alice. The shared secret is computed asê(g, g)xy. Although this protocol
is “proved” to be secure [16] in Bellare-Rogaway model. Kwang and Choo [14] pointed out that
this protocol is not secure against key revealing attacks.
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