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#### Abstract

Prouff has introduced recently, at FSE 2005, the notion of transparency order of S-boxes. This new characteristic is related to the ability of an S-box, used in a cryptosystem in which the round keys are introduced by addition, to thwart single-bit or multi-bit DPA attacks on the system. If this parameter has sufficiently small value, then the S-box is able to withstand DPA attacks without that ad-hoc modifications in the implementation be necessary (these modifications make the encryption about twice slower). We prove a lower bound on the transparency order of highly nonlinear S-boxes. We show that some highly nonlinear functions have very bad transparency orders: the inverse functions (used as S-box in the AES), the Gold functions and the Kasami functions (at least under some assumption).


## 1 Introduction

Block cipher cryptosystems embedded in cryptographic devices are sensitive to a series of cryptanalyses such as differential and linear attacks. Much is known on the desired characteristics (balancedness, high nonlinearity or high algebraic degree) of their S-boxes which permit an optimal resistance to these attacks. But these cryptosystems and their implementation must also withstand the attacks on the hardware. Indeed, one can obtain information from the side channels in evaluating the timing of operations or their power consumption. The first side channel attack, introduced by Kocher [21], permitted to obtain the whole secret key in several cryptosystems (more precisely, in the implementation of these cryptosystems), thanks to a timing of operations. Since this seminal paper, a large number of very efficient attacks has been performed on various cryptographic implementations (see e.g. [ $7,8,15,17,24,25]$ ), in particular in implementations for smart cards. The differential power analysis (DPA) is one of the most powerful such methods. Its efficiency is much greater than that of linear or differential cryptanalyses. For instance, in the case of DES, a DPA attack needs about 2000 bytes of plaintext-ciphertext pairs, whereas linear or differential attacks need terabytes of such pairs (encrypted with a single key, or twice as many encrypted with several keys, this makes them completely unpractical in most situations, and in particular in the case of embedded cryptography, which is the most favourable situation for DPA attacks). Fortunately, countermeasures to DPA attacks exist, that can be added to the implementation to withstand
these attacks; for example, adding computations which are not necessary for the encryption itself, or enciphering data so that the attacker has no information on the input to the S-box $[9,13,15,29]$. But these countermeasures make the code size and the complexity of computation greater. This is a concern in the area of embedded cryptography, because of limited power and memory capability, and it slows down the encryption by a factor of 2 , roughly. A potentially better method would be to choose the S-boxes so that they permit a high resistance to linear and differential cryptanalyses and to DPA attacks as well. But is this possible? To study such possibility, E. Prouff, extending in [28] the study made by Guilley et al. [16] for the so-called single-bit DPA, has introduced a new characteristic for S-boxes used in block cryptosystems in which the round keys are introduced by addition: the transparency order. This extension by Prouff to several coordinate functions of the S-box instead of just one (or of a linear combination of the coordinate functions) shows that the transparency order must not be greater that some value, depending on the amount of noise inside the device and on the number of encryptions that a cryptanalyst can obtain with the same key. The introduction of this parameter is interesting, as a first attempt at theoretically characterizing and quantifying the resistance of S-boxes to DPA attacks. Obviously, it would be nice if we could exhibit S-boxes with reasonably high nonlinearities and with low transparency orders; unfortunately, this is still an open problem. Prouff shows that the transparency order of an S-box $F$ is null if the S-box is a (cryptographically useless) affine function of a certain type and that it is the worst possible when the coordinate functions of $F$ are all bent. He also proves that the transparency order of a function satisfying the propagation criterion of high degree has bad value. However, this gives no information on the behavior of realistic S-boxes. We show in the present paper that the most important of those S-boxes currently used in cryptosystems - namely the inverse function, used as S-box in the AES - has a very bad transparency order. This may not mean that the use of inverse S-box is going to diminish because of this. But it proves what was only believed true without proof before: the countermeasures cannot be avoided with this precise S-box. We are able to obtain this result thanks to bounds on the transparency order which relate it to the Walsh spectra of the functions. We prove that the transparency order of the Kasami function is bad too (it may be slightly less bad than that of the inverse function, however). We calculate the exact transparency order of the Gold functions (which are not used as S-boxes because of their algebraic degree, which is too low since it equals 2 ) and this permits us to evaluate (at least for these functions) how precise are our bounds.

The paper is organized as follows: in Section 2, we recall some preliminaries on S-boxes (Walsh transform, APN and AB functions). In Section 3, we recall the definition of the transparency order and we prove several lower bounds. Relation (4) shows in particular that the transparency order can be lower bounded by an expression only depending on the Walsh transforms of the coordinate functions of the S-box (recall that the Walsh transform plays also a central role in the evaluation of the nonlinearity of the S-box). In Section 4, we deduce a lower
bound on the transparency order of the inverse function (in a finite field of characteristic 2), and in particular of the S-box of the AES. We deduce that it cannot contribute by itself to a resistance to DPA attacks. We show the same property for the Kasami function. We also calculate the transparency order of the Gold functions and compare it with the lower bounds obtained in Section 3.

## 2 Preliminaries on S-boxes

Let $\mathbb{F}_{2}^{n}$ be the $n$-dimensional vector space over the field $\mathbb{F}_{2}$. We call $n$-variable Boolean function any function from $\mathbb{F}_{2}^{n}$ to $\mathbb{F}_{2}$ and $(n, m)$-function any function $F=\left(f_{1}, \ldots, f_{m}\right)$ from $\mathbb{F}_{2}^{n}$ to $\mathbb{F}_{2}^{m}$ (the coordinate functions $f_{i}$ of $F$ are $n$-variable Boolean functions). ( $n, m$ )-functions are used as S-boxes (substitution boxes) in block ciphers, often with $n=m$. An $(n, m)$-function is called balanced if its output is uniformly distributed over $\mathbb{F}_{2}^{m}$, which permits to withstand statistical attacks.

For every $n$-variable Boolean function $f$, the character sum

$$
\mathcal{F}(f)=\sum_{x \in \mathbb{F}_{2}^{n}}(-1)^{f(x)}
$$

and the related Walsh transform $W_{f}(a)=\mathcal{F}\left(f+l_{a}\right)$, where $l_{a}$ is the linear function $l_{a}(x)=a \cdot x=a_{1} x_{1}+\ldots+a_{n} x_{n}$ (this addition being obviously calculated $\bmod 2)$, play an important cryptographic role. In particular, the nonlinearity $N_{f}$ of $f$ equals $2^{n-1}-\frac{1}{2} \max _{a \in \mathbb{F}_{2}^{n}}\left|W_{f}(a)\right|$. The number $\max _{a \in \mathbb{F}_{2}^{n}}\left|W_{f}(a)\right|$ is usually called the linearity of $f$ and we shall denote it by $L_{f}$. It is lower bounded by $2^{n / 2}$, because of Parseval's relation $\sum_{a \in \mathbb{F}_{2}^{n}} W_{f}^{2}(a)=2^{2 n}$.

An $n$-variable Boolean function is called bent if its nonlinearity equals $2^{n-1}-$ $2^{n / 2-1}$.

Another important parameter related to a Boolean function $f$ is the autocorrelation function $A C_{f}(a)=\mathcal{F}\left(D_{a} f\right)$, where $D_{a} f$ is the derivative of $f$ in the direction of $a$ :

$$
D_{a} f(x)=f(x)+f(x+a) .
$$

The Fourier transform of the autocorrelation function, that is, by definition, the function $\widehat{A C}_{f}(b)=\sum_{a \in \mathbb{F}_{2}^{n}} A C_{f}(a)(-1)^{a \cdot b}$, equals the square of the Walsh transform of $f$ :

$$
\widehat{A C_{f}}(b)=W_{f}^{2}(b) .
$$

In particular, for $b=0$, we have:

$$
\sum_{a \in \mathbb{F}_{2}^{n}} \mathcal{F}\left(D_{a} f\right)=W_{f}^{2}(0)
$$

The following relation will be useful in the sequel: let $f$ and $g$ be two $n$-variable Boolean functions, then

$$
\begin{equation*}
\sum_{a \in \mathbb{F}_{2}^{n}} \mathcal{F}\left(D_{a} f\right) \mathcal{F}\left(D_{a} g\right)=2^{-n} \sum_{a \in \mathbb{F}_{2}^{n}} W_{f}^{2}(a) W_{g}{ }^{2}(a) \tag{1}
\end{equation*}
$$

Indeed, $\sum_{a \in \mathbb{F}_{2}^{n}} \mathcal{F}\left(D_{a} f\right) \mathcal{F}\left(D_{a} g\right)$ is the value at 0 of the Fourier transform of the function $a \rightarrow \mathcal{F}\left(D_{a} f\right) \mathcal{F}\left(D_{a} g\right)$ and it is well-known that the Fourier transform of the Hadamard product of two functions equals $2^{-n}$ times the convolutional product of the Fourier transforms of the functions. Hence, since the Fourier transform of $A C_{f}$ equals $W_{f}{ }^{2}$, we have (1).

Any ( $n, m$ )-function $F$ (and in particular, any Boolean function) can be uniquely represented as a polynomial on $n$ variables with coefficients in $\mathbb{F}_{2}^{m}$ of the form:

$$
F\left(x_{1}, \ldots, x_{n}\right)=\sum_{u \in \mathbb{F}_{2}^{n}} c(u) \prod_{i=1}^{n} x_{i}^{u_{i}}
$$

This representation is called the algebraic normal form of $F$ and its degree $d^{\circ}(F)$ the algebraic degree of the function $F$.
Besides, for $m=n, F$ can be identified to a function from the field $\mathbb{F}_{2^{n}}$ of order $2^{n}$ to itself, and has then a unique representation as a univariate polynomial of degree smaller than $2^{n}$ over this field:

$$
F(x)=\sum_{i=0}^{2^{n}-1} c_{i} x^{i}, \quad c_{i} \in \mathbb{F}_{2^{n}} .
$$

For any $k, 0 \leq k \leq 2^{n}-1$, the number $w_{2}(k)$ of nonzero coefficients $k_{s} \in\{0,1\}$ in the binary expansion $\sum_{s=0}^{n-1} 2^{s} k_{s}$ of $k$ is called the 2 -weight of $k$. The algebraic degree of $F$ is equal to the maximum 2 -weight of the exponents $i$ of the polynomial $F(x)$ such that $c_{i} \neq 0$.

For a function $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$ and any elements $a, b \in \mathbb{F}_{2}^{n}$ we denote

$$
\begin{aligned}
& \delta_{F}(a, b)=\left|\left\{x \in \mathbb{F}_{2}^{n}: F(x+a)+F(x)=b\right\}\right|, \\
& \lambda_{F}(a, b)=\sum_{x \in \mathbb{F}_{2}^{n}}(-1)^{b \cdot F(x)+a \cdot x}=W_{b \cdot F}(a) .
\end{aligned}
$$

Note that, for any $a, b \in \mathbb{F}_{2}^{n}$, the number $\delta_{F}(a, b)$ is even. Indeed, if $x_{0}$ is a solution of $F(x+a)+F(x)=b$ then $x_{0}+a$ is a solution too.
The function $\lambda_{F}$ is often called the Walsh transform of $F$. The nonlinearity $N_{F}$ of $F$ is the minimum nonlinearity of all the nonzero linear combinations $b \cdot F, b \neq 0$, of its coordinate functions; hence it equals $2^{n-1}-\frac{1}{2} \max _{a, b \in \mathbb{F}_{2}^{n} ; b \neq 0}\left|\lambda_{F}(a, b)\right|$. The multi-set of the values $\lambda_{F}(a, b), a, b \in \mathbb{F}_{2}^{n}$ does not depend on a particular choice of the inner product in $\mathbb{F}_{2}^{n}$. If we identify $\mathbb{F}_{2}^{n}$ with $\mathbb{F}_{2^{n}}$ then we can take $x \cdot y=\operatorname{tr}(x y)$, where $\operatorname{tr}(x)=x+x^{2}+\ldots+x^{2^{n-1}}$ is the trace function from $\mathbb{F}_{2^{n}}$ into $\mathbb{F}_{2}$.
We also denote

$$
\begin{aligned}
\Delta_{F} & =\left\{\delta_{F}(a, b): a, b \in \mathbb{F}_{2}^{n}, a \neq 0\right\}, \\
\Lambda_{F} & =\left\{\lambda_{F}(a, b): a, b \in \mathbb{F}_{2}^{n}, b \neq 0\right\} .
\end{aligned}
$$

A function $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$ is called almost perfect nonlinear (APN) if $\Delta_{F}=\{0,2\}$. A function $F: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$ is called almost bent (AB) or maximum nonlinear if $\Lambda_{F}=\left\{0, \pm 2^{\frac{n+1}{2}}\right\}$. Obviously, AB functions exist only for $n$ odd.

APN and AB functions are used in cryptography in block ciphers because APN mappings possess the best resistance against the differential cryptanalysis [1] and AB mappings oppose an optimum resistance to both linear [23] and differential attacks.

For affinely equivalent functions $F$ and $F^{\prime}=L \circ F \circ L^{\prime}$ (where $L$ and $L^{\prime}$ are two affine isomorphisms), we have $\Delta_{F}=\Delta_{F^{\prime}}, \Lambda_{F}=\Lambda_{F^{\prime}}$ and if $F$ is a permutation then $\Delta_{F}=\Delta_{F^{-1}}, \Lambda_{F}=\Lambda_{F^{-1}}$ [5]. Therefore, if $F$ is APN (resp. AB ) and $F^{\prime}$ is affinely equivalent to either $F$ or $F^{-1}$ (if $F$ is a permutation), then $F^{\prime}$ is also APN (resp. AB).

Table 1 (resp. Table 2) gives all known values of exponents $d$ (up to affine equivalence and up to taking the inverse when a function is a permutation) such that the power function $x^{d}$ is APN (resp. AB).

Table 1
Known APN power functions on $\mathbb{F}_{2} n$.
Known APN power functions on $\mathbb{F}_{2} n$.

|  | Exponents $d$ | Conditions | Proven in |
| :---: | :---: | :---: | :---: |
| Gold functions | $2^{i}+1$ | $g c d(i, n)=1,1 \leq i \leq \frac{n-1}{2}$ | $[27]$ |
| Kasami functions | $2^{2 i}-2^{i}+1$ | $g c d(i, n)=1,1 \leq i \leq \frac{n-1}{2}$ | $[20],[19]$ |
| Welch function | $2^{t}+3$ | $n=2 t+1$ | $[11]$ |
| Niho function | $2^{t}+2^{\frac{t}{2}}-1, t$ even | $n=2 t+1$ | $[14]$ |
|  | $2^{t}+2^{\frac{3 t+1}{2}}-1, t$ odd |  |  |
| Inverse function | $2^{2 t}-1$ | $n=2 t+1$ | $[27]$ |
| Dobbertin function | $2^{4 i}+2^{3 i}+2^{2 i}+2^{i}-1$ | $n=5 i$ | $[12]$ |

Table 2
Known AB power functions on $\mathbb{F}_{2} n, n$ odd.

|  | Exponents $d$ | Conditions | Proven in |
| :---: | :---: | :---: | :---: |
| Gold functions | $2^{i}+1$ | $g c d(i, n)=1,1 \leq i \leq \frac{n-1}{2}$ | $[27]$ |
| Kasami functions | $2^{2 i}-2^{i}+1$ | $g c d(i, n)=1,1 \leq i \leq \frac{n-1}{2}$ | $[20]$ |
| Welch function | $2^{t}+3$ | $n=2 t+1$ | $[3]$ |
| Niho function | $2^{t}+2^{\frac{t}{2}}-1, t$ even | $n=2 t+1$ | $[18]$ |
| $2^{t}+2^{\frac{3 t+1}{2}}-1, t$ odd |  |  |  |

Every AB function is APN [6]. The converse is not true, even when $n$ is odd. A counterexample is given by the inverse APN function, which has the algebraic degree $n-1$ while the algebraic degree of any AB function is not greater than $(n+1) / 2[5]$.

The inverse function is not APN when $n$ is even, but it is almost APN in the sense that $\Delta_{F}=\{0,2,4\}$. It has been chosen (as elementary block) in the S-box of the AES, with $n=8$. It has nonlinearity $2^{n-1}-2^{n / 2}$, see $[22,26]$. This value is the best known nonlinearity when $n$ is even (see [4] for a list of all known permutations with the same nonlinearity) and knowing whether there exist ( $n, n$ )-functions with nonlinearity strictly greater than this value is an open question (even for power functions).

Other APN and AB functions have been recently found, which are not equivalent to power functions, see [2].

## 3 The transparency order

In [28], E. Prouff introduced a new characteristic for S-boxes in block cryptosystems. The transparency order of an S-box $F=\left(f_{1}, \ldots, f_{n}\right)$ on $\mathbb{F}_{2}^{n}$ is the number:

$$
\begin{equation*}
\mathcal{T}_{F}=\max _{b \in \mathbb{F}_{2}^{n}}\left(\left|n-2 w_{H}(b)\right|-\frac{1}{2^{2 n}-2^{n}} \sum_{a \in \mathbb{F}_{2}^{n *}}\left|\sum_{i=1}^{n}(-1)^{b_{i}} \mathcal{F}\left(D_{a} f_{i}\right)\right|\right) . \tag{2}
\end{equation*}
$$

In this definition (which also exists for ( $n, m$ )-functions, but we shall study here the case $m=n$ only), the expression inside the brackets is positive for $w_{H}(b)=0$ and for $w_{H}(b)=n$, and it is upper bounded by $n$ for every $b$. Hence, as observed in [28], we have $0 \leq \mathcal{T}_{F} \leq n$. As also observed by Prouff, if the coordinate functions $f_{i}$ of $F$ are bent, then $F$ has obviously worst possible transparency order $n$. However, nothing more is said in [28] on the relationship between the transparency order and the (non)linearities of the $f_{i}$ 's (it seems quite logical that any non-linear S-box will be rather bad against this property, but this has to be proven). We show below four bounds relating the transparency order to the Walsh transforms of the coordinate functions. Bound (3) implies (4) which implies (5) which implies in its turn (6). Bound (5) (resp. bound (6)) shows in particular that, to have a chance of obtaining a good transparency order, two kinds of parameters play a role: the nonlinearities of the coordinate functions (resp. the nonlinearity of the S-box), which would better be not too high, and the sizes of the Walsh supports of these functions and the sizes of the pairwise intersections of these supports.
Theorem 1. Let $F=\left(f_{1}, \ldots, f_{n}\right)$ be any $(n, n)$-function. For every $i=1, \ldots, n$, let $S_{i}$ denote the support of the Walsh transform of $f_{i}$, that is, the set $\{a \in$ $\left.\mathbb{F}_{2}^{n} \mid W_{f_{i}}(a) \neq 0\right\}$, and let $L_{f_{i}}$ denote the linearity of $f_{i}$ (hence, its nonlinearity equals $2^{n-1}-\frac{1}{2} L_{f_{i}}$ ). Then, $\mathcal{T}_{F}$ is lower bounded by each of the following expressions:

$$
\begin{align*}
& n-\frac{1}{2^{n} \sqrt{2^{n}-1}} \sqrt{\sum_{i=1}^{n} \sum_{a \in \mathbb{F}_{2}^{n *}} \mathcal{F}^{2}\left(D_{a} f_{i}\right)+2 \sum_{1 \leq i<j \leq n} \sum_{a \in \mathbb{F}_{2}^{n *}} \mathcal{F}\left(D_{a} f_{i}\right) \mathcal{F}\left(D_{a} f_{j}\right)}  \tag{3}\\
& n-\frac{1}{2^{\frac{3 n}{2}} \sqrt{2^{n}-1}} \sqrt{\sum_{i=1}^{n} \sum_{a \in \mathbb{F}_{2}^{n}} W_{f_{i}}^{4}(a)+2 \sum_{1 \leq i<j \leq n} \sum_{a \in \mathbb{F}_{2}^{n}} W_{f_{i}}^{2}(a) W_{f_{j}}^{2}(a)-n^{2} 2^{3 n}}  \tag{4}\\
& n-\frac{1}{2^{\frac{3 n}{2}} \sqrt{2^{n}-1}} \sqrt{\sum_{i=1}^{n}\left(L_{f_{i}}^{4}\left|S_{i}\right|\right)+2 \sum_{1 \leq i<j \leq n}\left(L_{f_{i}}^{2} L_{f_{j}}^{2}\left|S_{i} \cap S_{j}\right|\right)-n^{2} 2^{3 n}} \tag{5}
\end{align*}
$$

where "| |" denotes the size. Consequently, denoting by $N_{F}$ the nonlinearity of $F$, and by $L_{F}$ its linearity (such that $N_{F}=2^{n-1}-\frac{1}{2} L_{F}$ ), $\mathcal{I}_{F}$ is lower bounded by:

$$
\begin{equation*}
n-\frac{1}{2^{3 n / 2} \sqrt{2^{n}-1}}\left(\left(\sum_{i=1}^{n}\left|S_{i}\right|+2 \sum_{1 \leq i<j \leq n}\left|S_{i} \cap S_{j}\right|\right) L_{F}^{4}-n^{2} 2^{3 n}\right)^{1 / 2} \tag{6}
\end{equation*}
$$

Proof: Applying Cauchy-Schwartz' inequality, we have:

$$
\sum_{a \in \mathbb{F}_{2}^{n *}}\left|\sum_{i=1}^{n}(-1)^{b_{i}} \mathcal{F}\left(D_{a} f_{i}\right)\right| \leq\left(\left(2^{n}-1\right) \sum_{a \in \mathbb{F}_{2}^{n *}}\left(\sum_{i=1}^{n}(-1)^{b_{i}} \mathcal{F}\left(D_{a} f_{i}\right)\right)^{2}\right)^{1 / 2}
$$

The sum:

$$
\sum_{a \in \mathbb{F}_{2}^{n *}}\left(\sum_{i=1}^{n}(-1)^{b_{i}} \mathcal{F}\left(D_{a} f_{i}\right)\right)^{2}
$$

equals

$$
\sum_{i=1}^{n} \sum_{a \in \mathbb{F}_{2}^{n *}} \mathcal{F}^{2}\left(D_{a} f_{i}\right)+2 \sum_{1 \leq i<j \leq n}(-1)^{b_{i}+b_{j}} \sum_{a \in \mathbb{F}_{2}^{n *}} \mathcal{F}\left(D_{a} f_{i}\right) \mathcal{F}\left(D_{a} f_{j}\right)
$$

Taking for $b$ the null vector or the all-one vector, we get (3).
According to Relation (1), the sum $\sum_{a \in \mathbb{F}_{2}^{n *}}\left(\sum_{i=1}^{n} \mathcal{F}\left(D_{a} f_{i}\right)\right)^{2}$, that is equal to the expression:
$\sum_{i=1}^{n} \sum_{a \in \mathbb{F}_{2}^{n}} \mathcal{F}^{2}\left(D_{a} f_{i}\right)+2 \sum_{1 \leq i<j \leq n} \sum_{a \in \mathbb{F}_{2}^{n}} \mathcal{F}\left(D_{a} f_{i}\right) \mathcal{F}\left(D_{a} f_{j}\right)-n^{2} 2^{2 n}$, equals then:

$$
2^{-n} \sum_{i=1}^{n} \sum_{a \in \mathbb{F}_{2}^{n}} W_{f_{i}}{ }^{4}(a)+2^{-n+1} \sum_{1 \leq i<j \leq n} \sum_{a \in \mathbb{F}_{2}^{n}} W_{f_{i}}{ }^{2}(a) W_{f_{j}}{ }^{2}(a)-n^{2} 2^{2 n}
$$

This proves (4), and we deduce (5) and (6) since $W_{f_{i}}^{2}(a) \leq L_{f_{i}}^{2}$, for every $a$ and for every $i$, and since $L_{f_{i}} \leq L_{F}$ for every $i$.

## Remarks:

1. When the $f_{i}$ 's are bent, all of the expressions (3) to (6) equal $\mathcal{T}_{F}=n$, since for every $i,\left|S_{i}\right|$ equals then $2^{n}, L_{f_{i}}$ equals $2^{n / 2}$, and for every $i, j,\left|S_{i} \cap S_{j}\right|$ equals $2^{n}$.
2. Relation (4) gives

$$
\begin{equation*}
\mathcal{T}_{F} \geq n-\frac{1}{2^{3 n / 2} \sqrt{2^{n}-1}}\left(\sum_{a \in \mathbb{F}_{2^{n}}}\left(\sum_{i=1}^{n} W_{f_{i}}{ }^{2}(a)\right)^{2}-n^{2} 2^{3 n}\right)^{1 / 2} \tag{7}
\end{equation*}
$$

## 4 Power permutations

Bounds (3), (4), (5) and (6) seem complicated and we can wonder whether they can ever be computed. We shall show that, in the case of power permutations, their complexity decreases and that their computation can be done at least in the cases of Gold functions and of inverse function (see Subsection 4.1).
The coordinate functions of a power function $x^{d}$ have the form $f_{i}(x)=\operatorname{tr}\left(b_{i} x^{d}\right)$, where the $b_{i}$ 's are linearly independent. Set $b \neq 0$. Assuming that $d$ is co-prime
with $2^{n}-1$ (i.e. that the power function is a permutation), the character sum $\sum_{x \in \mathbb{F}_{2^{n}}}(-1)^{\operatorname{tr}\left(b x^{d}+a x\right)}$ equals

$$
\sum_{x \in \mathbb{F}_{2^{n}}}(-1)^{\operatorname{tr}\left(b\left(\frac{x}{b^{1 / d}}\right)^{d}+a\left(\frac{x}{b^{1 / d}}\right)\right)}=\sum_{x \in \mathbb{F}_{2^{n}}}(-1)^{\operatorname{tr}\left(x^{d}+\left(\frac{a}{b^{1 / d}}\right) x\right)}
$$

where $1 / d$ denotes the inverse of $d \bmod 2^{n}-1$. Hence, denoting the function $\operatorname{tr}\left(b x^{d}\right)$ by $f_{b}$, and the function $\operatorname{tr}\left(x^{d}\right)$ by $f$, we have

$$
\begin{equation*}
W_{f_{b}}(a)=W_{f}\left(\frac{a}{b^{1 / d}}\right), \tag{8}
\end{equation*}
$$

and the support of $W_{f_{b}}$ equals $b^{1 / d} S$, where $S$ is the support of $W_{f}$.
Hence $\sum_{b \in \mathbb{F}_{2^{*}}^{*}} \sum_{a \in \mathbb{F}_{2^{n}}} W_{f_{b}}^{4}(a)=\left(2^{n}-1\right) \sum_{a \in \mathbb{F}_{2^{n}}} W_{f}^{4}(a)$.
It is well-known that $\sum_{b \in \mathbb{F}_{2^{n}}} \sum_{a \in \mathbb{F}_{2^{n}}} W_{f_{b}}^{4}(a)$ equals $2^{2 n}$ times the size of the set $\left\{(x, y, z) \in \mathbb{F}_{2^{n}}^{3} \mid x^{d}+y^{d}+z^{d}+(x+y+z)^{d}=0\right\}$. Indeed, we have

$$
\begin{gathered}
\sum_{b \in \mathbb{F}_{2^{n}}} \sum_{a \in \mathbb{F}_{2^{n}}} W_{f_{b}}^{4}(a)= \\
\sum_{b \in \mathbb{F}_{2^{n}}} \sum_{a \in \mathbb{F}_{2^{n}}} \sum_{x, y, z, t \in \mathbb{F}_{2^{n}}}(-1)^{\operatorname{tr}\left(b\left(x^{d}+y^{d}+z^{d}+t^{d}\right)+a(x+y+z+t)\right)}= \\
\sum_{x, y, z, t \in \mathbb{F}_{2^{n}}}\left(\sum_{b \in \mathbb{F}_{2^{n}}}(-1)^{\operatorname{tr}\left(b\left(x^{d}+y^{d}+z^{d}+t^{d}\right)\right)}\right)\left(\sum_{a \in \mathbb{F}_{2^{n}}}(-1)^{\operatorname{tr}(a(x+y+z+t))}\right),
\end{gathered}
$$

and the sum $\sum_{b \in \mathbb{F}_{2^{n}}}(-1)^{\operatorname{tr}\left(b\left(x^{d}+y^{d}+z^{d}+t^{d}\right)\right)}$ is null if $x^{d}+y^{d}+z^{d}+t^{d} \neq 0$ (resp. the sum $\sum_{a \in \mathbb{F}_{2^{n}}}(-1)^{\operatorname{tr}(a(x+y+z+t))}$ is null if $\left.x+y+z+t \neq 0\right)$.
Since the condition $x^{d}+y^{d}+z^{d}+(x+y+z)^{d}=0$ is satisfied under the sufficient condition that two elements among $x, y$ and $z$ are equal (the number of such cases equals $3 \cdot 2^{2 n}-2^{n+1}$ ), $\sum_{a \in \mathbb{F}_{2 n}} W_{f}^{4}(a)$ is therefore lower bounded by $\frac{1}{2^{n-1}}\left(2^{2 n} \cdot\left(3 \cdot 2^{2 n}-2^{n+1}\right)-\sum_{a \in \mathbb{F}_{2^{n}}} W_{0}^{4}(a)\right)=\frac{1}{2^{n}-1}\left(2^{2 n} \cdot\left(3 \cdot 2^{2 n}-2^{n+1}\right)-2^{4 n}\right)=$ $2^{3 n+1}$, as well as $\sum_{a \in \mathbb{F}_{2^{n}}} W_{f_{b}}^{4}(a)$, for every $b \neq 0$. We deduce:

Lemma 1. If $F=\left(f_{1}, \ldots, f_{n}\right)$ is a power permutation, then

$$
\begin{gathered}
\sum_{i=1}^{n} \sum_{a \in \mathbb{F}_{2^{n}}} W_{f_{i}}^{4}(a)= \\
\frac{n 2^{2 n}}{2^{n}-1}\left(\left|\left\{(x, y, z) \in \mathbb{F}_{2^{n}}^{3} \mid x^{d}+y^{d}+z^{d}+(x+y+z)^{d}=0\right\}\right|-2^{2 n}\right) \geq \\
n \cdot 2^{3 n+1}
\end{gathered}
$$

If $x^{d}$ is APN, then the condition $x^{d}+y^{d}+z^{d}+(x+y+z)^{d}=0$ is satisfied if and only if two elements among $x, y$ and $z$ are equal, and $\sum_{a \in \mathbb{F}_{2} n} W_{f}^{4}(a)$ equals $2^{3 n+1}$, as well as $\sum_{a \in \mathbb{F}_{2^{n}}} W_{f_{b}}^{4}(a)$, for every $b \neq 0$. Hence $\sum_{i=1}^{n} \sum_{a \in \mathbb{F}_{2^{n}}} W_{f_{i}}^{4}(a)=$ $n \cdot 2^{3 n+1}$.

Let us consider now, for $c \notin \mathbb{F}_{2}$, the sum $\sum_{a \in \mathbb{F}_{2^{n}}} W_{f}^{2}(a) W_{f_{c}}{ }^{2}(a)$ involved in (4). According to (8), it is equal to $\frac{1}{2^{n}-1}$ times

$$
\begin{gathered}
\sum_{b \in \mathbb{F}_{2^{n}}^{*}} \sum_{a \in \mathbb{F}_{2^{n}}} W_{f_{b}}^{2}(a) W_{f_{b}}^{2}\left(\frac{a}{c^{1 / d}}\right)= \\
\sum_{b \in \mathbb{F}_{2^{n}}^{*}} \sum_{a \in \mathbb{F}_{2^{n}}} W_{f_{b}}^{2}(a) W_{f_{b c}}^{2}(a)= \\
\left(\sum_{b \in \mathbb{F}_{2^{n}}} \sum_{a \in \mathbb{F}_{2^{n}}} \sum_{x, y, z, t \in \mathbb{F}_{2^{n}}}(-1)^{t r\left(b\left(x^{d}+y^{d}+c z^{d}+c t^{d}\right)+a(x+y+z+t)\right)}-2^{4 n}\right) .
\end{gathered}
$$

Hence, we have:
Lemma 2. If $F(x)=x^{d}$ is a power permutation and $f(x)=\operatorname{tr}(F(x)), f_{c}(x)=$ $\operatorname{tr}(c F(x)), c \notin \mathbb{F}_{2}$, then

$$
\begin{gather*}
\sum_{a \in \mathbb{F}_{2^{n}}} W_{f}^{2}(a) W_{f_{c}}^{2}(a)=  \tag{9}\\
\frac{2^{2 n}}{2^{n}-1}\left(\left|\left\{(x, y, z) \in \mathbb{F}_{2^{n}}{ }^{3} \mid x^{d}+y^{d}+c z^{d}+c(x+y+z)^{d}=0\right\}\right|-2^{2 n}\right) .
\end{gather*}
$$

There does not seem to exist a nice general lower bound on this expression, even when $x^{d}$ is APN (taking $x=y$ only leads only to the positivity of $\left.\sum_{a \in \mathbb{F}_{2^{n}}} W_{f}{ }^{2}(a) W_{f_{c}}{ }^{2}(a)\right)$. We first consider the particular case of the inverse function.

### 4.1 The inverse function and the S-box of the AES

Let $d=2^{n}-2=-1\left[\bmod 2^{n}-1\right]\left(x^{d}\right.$ equals $1 / x$ if $x \neq 0$ and equals 0 if $\left.x=0\right)$. We know that $x^{d}$ is APN when $n$ is odd, and is not APN when $n$ is even. Recall that this function is used with $n=8$ as the basic S-box in the AES.

In Appendix 1, we show why it seems impossible to calculate the exact value of the transparency order of the inverse function. So we must use the method initiated in the introduction of Section 4 (see Lemmas 1 and 2).

We study in Appendix 2, for any $c \neq 0$, the solutions of the equation $x^{d}+$ $y^{d}+c z^{d}+c(x+y+z)^{d}=0$. We obtain:

- if $c=1$, then:
- if $n$ is odd, the number of solutions of the equation $x^{d}+y^{d}+z^{d}+(x+$ $y+z)^{d}=0$ equals $2^{2 n}+4\left(2^{n}-1\right)+2\left(2^{n}-1\right)\left(2^{n}-2\right)=3 \cdot 2^{2 n}-2^{n+1} ;$ we calculated already this number (the function is APN);
- if $n$ is even, the number of solutions of the equation $x^{d}+y^{d}+z^{d}+(x+$ $y+z)^{d}=0$ equals $2^{2 n}+8\left(2^{n}-1\right)+2\left(2^{n}-1\right)\left(2^{n}-2\right)=3 \cdot 2^{2 n}+2^{n+1}-4$, since $\operatorname{tr}(1)=0$; this number could have also been calculated by using the results of Nyberg [27].
- if $c \neq 1$, then
- if $\operatorname{tr}(c)=\operatorname{tr}(1 / c)=0$, the number of solutions of the equation $x^{d}+y^{d}+$ $c z^{d}+c(x+y+z)^{d}=0$ equals $2^{2 n}+4\left(2^{n}-1\right)+4\left(2^{n}-1\right)+2\left(2^{n}-\right.$ 1) $\left(2^{n-1}-2\right)=2 \cdot 2^{2 n}+3 \cdot 2^{n}-4$
- if $\operatorname{tr}(c)=0$ and $\operatorname{tr}(1 / c)=1$ or if $\operatorname{tr}(c)=1$ and $\operatorname{tr}(1 / c)=0$, the number of solutions of the equation $x^{d}+y^{d}+c z^{d}+c(x+y+z)^{d}=0$ equals $2^{2 n}+4\left(2^{n}-1\right)+2\left(2^{n}-1\right)\left(2^{n-1}-2\right)=2 \cdot 2^{2 n}-2^{n}$
- if $\operatorname{tr}(c)=\operatorname{tr}(1 / c)=1$, the number of solutions of the equation $x^{d}+y^{d}+$ $c z^{d}+c(x+y+z)^{d}=0$ equals $2^{2 n}+2\left(2^{n}-1\right)\left(2^{n-1}-2\right)=2 \cdot 2^{2 n}-5 \cdot 2^{n}+4$.

Note that, in the case $c \neq 1$, the greatest number that we have obtained is $2 \cdot 2^{2 n}+3 \cdot 2^{n}-4$. According to Relation (9), we deduce that Bound (4) gives, if $n$ is odd:

$$
\begin{gathered}
\mathcal{T}_{\mathcal{F}} \geq \\
n-\left(\frac{n\left(2 \cdot 2^{2 n}-2^{n+1}\right)+n(n-1)\left(2^{2 n}+3 \cdot 2^{n}-4\right)}{2^{n}\left(2^{n}-1\right)^{2}}-\frac{n^{2}}{\left(2^{n}-1\right)}\right)^{1 / 2}= \\
n-\frac{1}{2^{n / 2}\left(2^{n}-1\right)}\left(4 n^{2}\left(2^{n}-1\right)+n\left(2^{2 n}-5 \cdot 2^{n}+4\right)\right)^{1 / 2} \approx n-\sqrt{\frac{n}{2^{n}}}
\end{gathered}
$$

and if $n$ is even:

$$
\begin{gathered}
\mathcal{I}_{\mathcal{F}} \geq \\
n-\left(\frac{n\left(2 \cdot 2^{2 n}+2^{n+1}-4\right)+n(n-1)\left(2^{2 n}+3 \cdot 2^{n}-4\right)}{2^{n}\left(2^{n}-1\right)^{2}}-\frac{n^{2}}{\left(2^{n}-1\right)}\right)^{1 / 2}= \\
n-\frac{1}{2^{n / 2}\left(2^{n}-1\right)}\left(4 n^{2}\left(2^{n}-1\right)+n\left(2^{2 n}-2^{n}\right)\right)^{1 / 2} \approx n-\sqrt{\frac{n}{2^{n}}} .
\end{gathered}
$$

Hence, the inverse function has bad transparency order! In particular, in the case of the S-box of the AES $(n=8)$, our bound gives that $\mathcal{T}_{\mathcal{F}} \geq 7.8$, which is close to $n=8$.

### 4.2 The Gold functions

For $F(x)=x^{2^{i}+1}(\operatorname{gcd}(i, n)=1, n$ odd $), f_{b}(x)=\operatorname{tr}\left(b x^{2^{i}+1}\right)(b \neq 0)$ and for $a \neq 0$, we have $D_{a} f_{b}(x)=\operatorname{tr}\left(b a x^{2^{i}}+b a^{2^{i}} x+b a^{2^{i}+1}\right)=\operatorname{tr}\left(\left((b a)^{2^{n-i}}+b a^{2^{i}}\right) x+b a^{2^{i}+1}\right)$. Hence, $\mathcal{F}\left(D_{a} f_{b}\right)$ equals $\pm 2^{n}$ if $(b a)^{2^{n-i}}+b a^{2^{i}}=0$ and is null otherwise. We have $(b a)^{2^{-i}}+b a^{2^{i}}=0$ if and only if $b a+b^{2^{i}} a^{2^{2 i}}=0$, that is, if and only if $b^{2^{i}-1} a^{2^{2 i}-1}=1$, or equivalently $b a^{2^{i}+1}=1$, since $\operatorname{gcd}(i, n)=1$. Hence, for every $a \neq 0$, there exists exactly one $b$ such that $\mathcal{F}\left(D_{a} f_{b}\right) \neq 0$, and therefore at most one $i$ such that $\mathcal{F}\left(D_{a} f_{i}\right) \neq 0$. We deduce that $\mathcal{T}_{F}$ equals in fact $n-$ $\frac{1}{2^{2 n}-2^{n}} \sum_{a \in \mathbb{F}_{2}^{n *}} \sum_{i=1}^{n}\left|\mathcal{F}\left(D_{a} f_{i}\right)\right|=n-\frac{1}{2^{2 n}-2^{n}} \sum_{i=1}^{n}\left(\sum_{a \in \mathbb{F}_{2}^{n *}}\left|\mathcal{F}\left(D_{a} f_{i}\right)\right|\right)$. Note
that this observation is valid whatever is the evenness of $n$. Here, $n$ is odd, so that $F$ is a permutation. For every $b \neq 0$, there exists then a unique $a \neq 0$ such that $b 2^{2^{i}+1}=1$ and we deduce $\mathcal{T}_{F}=n-\frac{n 2^{n}}{2^{2 n}-2^{n}}=n-\frac{n}{2^{n}-1}$. We see that the transparency order of Gold functions is bad too. These functions had already the drawback of having low degree.

The fact that we could calculate the exact value of $\mathcal{T}_{F}$ in the case of Gold AB functions is an opportunity of seeing whether, at least in this case, our bound (6) is good or not. It is well known that the support of the Walsh transform of the function $\operatorname{tr}\left(x^{2^{i}+1}\right)$ ( $n$ odd, $\operatorname{gcd}(i, n)=1$ ) equals $H=\left\{a \in \mathbb{F}_{2^{n}} \mid \operatorname{tr}(a)=1\right\}$. Indeed, since function $\operatorname{tr}\left(x^{2^{i}+1}\right)$ is quadratic (i.e. has degree 2), for every $a \in \mathbb{F}_{2^{n}}$, the function $\operatorname{tr}\left(x^{2^{i}+1}\right)+\operatorname{tr}(a x)$ is unbalanced if and only if its restriction to the kernel of its associated symplectic form, that is, the vectorspace $E=\{x \in$ $\left.\mathbb{F}_{2^{n}} \mid \forall y \in \mathbb{F}_{2^{n}}, \operatorname{tr}\left(x^{2^{i}+1}\right)+\operatorname{tr}\left(y^{2^{i}+1}\right)+\operatorname{tr}\left((x+y)^{2^{i}+1}\right)=0\right\}$, is constant. We have $E=\left\{x \in \mathbb{F}_{2^{n}} \mid x^{2^{i}}+x^{2^{n-i}}=0\right\}=\left\{x \in \mathbb{F}_{2^{n}} \mid x^{2^{2 i}}+x=0\right\}=\{0\} \cup\{x \in$ $\left.\mathbb{F}_{2^{n}}{ }^{*} \mid x^{2^{2 i}-1}=1\right\}=\{0,1\}$. It is a simple matter to see that, for every $k \neq j$, we have $\left|b_{j}^{1 /\left(2^{i}+1\right)} H \cap b_{k}^{1 /\left(2^{i}+1\right)} H\right|=2^{n-2}$, since the $b_{j}$ 's are nonzero and pairwise distinct. We deduce that Relation (6) gives

$$
\begin{aligned}
\mathcal{T}_{F} & \geq n-\frac{1}{2^{3 n / 2} \sqrt{2^{n}-1}}\left(\left(n 2^{n-1}+n(n-1) 2^{n-2}\right) 2^{2 n+2}-n^{2} 2^{3 n}\right)^{1 / 2} \\
& =n-\frac{\sqrt{n}}{\sqrt{2^{n}-1}} .
\end{aligned}
$$

The difference between $\mathcal{T}_{F}=n-\frac{n}{2^{n}-1}$ and $n-\frac{\sqrt{n}}{\sqrt{2^{n}-1}}$ is negligible with respect to $\mathcal{T}_{F}$.

### 4.3 The Kasami functions

It has been proved by Dillon and Dobbertin in [10] that, if $3 i$ is congruent with $1 \bmod n$, then the Walsh support of the Kasami Boolean function $\operatorname{tr}\left(x^{2^{2 i}-2^{i}+1}\right)$, that we shall denote in this subsection by $f(x)$, equals $\left\{x \in F_{2^{n}} \mid \operatorname{tr}\left(x^{2^{i}+1}\right)=1\right\}$ (that is, equals the support of the Gold function) if $n$ is odd and equals the set $\left\{x \in F_{2^{n}} \mid T r_{n / 2}\left(x^{2^{i}+1}\right)=0\right\}$ if $n$ is even, where $T r_{n / 2}$ is the trace function from $F_{2^{n}}$ to the field $F_{2^{2}}: T r_{n / 2}(x)=x+x^{4}+x^{4^{2}}+\ldots+x^{4^{n / 2-1}}$. We shall show that, when $n$ is odd, that is, when the Kasami function is a permutation and is almost bent, this permits to calculate the magnitude of the auto-correlation of $f$ and to deduce a lower bound on its transparency order. But this does not seem to allow the exact calculation of its transparency order! As recalled in the introduction, the Fourier transform of the function $A C_{f}: a \rightarrow \mathcal{F}\left(D_{a} f\right)$ equals the square of the Walsh transform of $f: \widehat{A C_{f}}(b)=W_{f}{ }^{2}(b)$. According to Dillon's and Dobbertin's result recalled above, and since we know that the Kasami function is almost bent, $W_{f}^{2}(b)$ equals $2^{(n+1)}$ if $\operatorname{tr}\left(b^{2^{i}+1}\right)=1$ and equals zero otherwise. That is, $W_{f}^{2}(b)=2^{(n+1)} \operatorname{tr}\left(b^{2^{i}+1}\right)$. Hence, by applying the inverse Fourier transform (that is, by applying the Fourier transform again and dividing
by $\left.2^{n}\right), A C_{f}$ equals twice the Fourier transform of the function $\operatorname{tr}\left(x^{2^{i}+1}\right)$. We deduce that, except at the zero vector, $A C_{f}(a)$ equals the opposite of the Walsh transform of the function $\operatorname{tr}\left(x^{2^{i}+1}\right)$. It is well-known that the value at $a$ of this Walsh transform equals $\pm 2^{\frac{n+1}{2}}$ if $\operatorname{tr}(a)=1$ and is null otherwise. Hence we have, for every nonzero $a$ :

$$
\left|\mathcal{F}\left(D_{a} f\right)\right|=2^{\frac{n+1}{2}} \text { if } \operatorname{tr}(a)=1 ; \mathcal{F}\left(D_{a} f\right)=0 \text { otherwise. }
$$

This implies that, for every $b \neq 0$, we have $\left|\mathcal{F}\left(D_{a} f_{b}\right)\right|=2^{\frac{n+1}{2}}$ if $\operatorname{tr}\left(\frac{a}{b^{1 / d}}\right)=1$, where $d=2^{2 i}-2^{i}+1 ; \mathcal{F}\left(D_{a} f_{b}\right)=0$ otherwise. We deduce:

$$
\begin{gathered}
\mathcal{T}_{F} \geq n-\frac{1}{2^{2 n}-2^{n}} \sum_{a \in \mathbb{F}_{2}^{n *}} \sum_{i=1}^{n}\left|\mathcal{F}\left(D_{a} f_{i}\right)\right|=n-\frac{1}{2^{2 n}-2^{n}} \sum_{i=1}^{n} \sum_{a \in \mathbb{F}_{2}^{n *}}\left|\mathcal{F}\left(D_{a} f_{i}\right)\right|= \\
n-\frac{2^{\frac{n+1}{2}}}{2^{2 n}-2^{n}} \sum_{i=1}^{n} \operatorname{card}\left\{a \in \mathbb{F}_{2}^{n *} \left\lvert\, \operatorname{tr}\left(\frac{a}{b_{i}^{1 / d}}\right)=1\right.\right\}=n-\frac{2^{\frac{n+1}{2}} 2^{n-1}}{2^{2 n}-2^{n}} n \\
\approx n\left(1-2^{-\frac{n+1}{2}}\right) .
\end{gathered}
$$

## Conclusion

We were able to show that the transparency orders of three highly nonlinear S-boxes (including the S-box of the AES) are bad. This confirms the intuition that nonlinear mappings used as S-boxes may be unable to avoid using heavy countermeasures to DPA attacks (and the resulting penalties on efficiency). But it remains to show that the other functions included in tables 1 and 2 (for instance) have also bad transparency orders.
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## Appendix 1

In this appendix, we see whether it is possible to calculate the exact value of $\mathcal{T}_{F}$ when $F(x)$ is the inverse function $x^{-1}$, equal to $\frac{1}{x}$ if $x \neq 0$ and to 0 if $x=0$. For every $a, b \neq 0$, we have $D_{a} f_{b}(x)=\operatorname{tr}\left(\frac{a b}{x(x+a)}\right)$ if $x \neq 0, x \neq a$ and $D_{a} f_{b}(x)=\operatorname{tr}\left(\frac{b}{a}\right)$ if $x=0$ and if $x=a$.
Hence, $\mathcal{F}\left(D_{a} f_{b}\right)$ equals $\sum_{x \in \mathbb{F}_{2^{n}}}(-1)^{\operatorname{tr}\left(a b x^{-1}(x+a)^{-1}\right)}-2+2(-1)^{\operatorname{tr}(b / a)}$, that is, by changing variable $x$ into $a x: \sum_{x \in \mathbb{F}_{2 n}}(-1)^{\operatorname{tr}\left(a^{-1} b\left(x^{2}+x\right)^{-1}\right)}-2+2(-1)^{\operatorname{tr}\left(a^{-1} b\right)}$. Since $x^{2}+x$ ranges uniformly over the hyperplane $\left\{u \in \mathbb{F}_{2^{n}} \mid \operatorname{tr}(u)=0\right\}$ when $x$ ranges over $\mathbb{F}_{2^{n}}$, we deduce that $\mathcal{F}\left(D_{a} f_{b}\right)$ equals $2 \sum_{u \in \mathbb{F}_{2^{n} \mid \operatorname{tr}(u)=0}}(-1)^{\operatorname{tr}\left(a^{-1} b u^{-1}\right)}-2+$ $2(-1)^{\operatorname{tr}\left(a^{-1} b\right)}$, that is, equals $\sum_{u \in \mathbb{F}_{2^{n}}}\left[(-1)^{\operatorname{tr}\left(a^{-1} b u^{-1}\right)}+(-1)^{\operatorname{tr}\left(u+a^{-1} b u^{-1}\right)}\right]-2+$ $2(-1)^{\operatorname{tr}\left(a^{-1} b\right)}$, that is, changing $u$ into $a b^{-1} u$ :

$$
\mathcal{F}\left(D_{a} f_{b}\right)=\sum_{u \in \mathbb{F}_{2^{n}}}(-1)^{\operatorname{tr}\left(u^{-1}\right)}+\sum_{u \in \mathbb{F}_{2^{n}}}(-1)^{\operatorname{tr}\left(a b^{-1} u+u^{-1}\right)}-2+2(-1)^{\operatorname{tr}\left(a^{-1} b\right)}
$$

Since $x^{-1}$ is a permutation, the first of these two sums is null. The second one is known under the name of Kloosterman sum. It is proved in [22] that, when $a b^{-1}$ ranges over $\mathbb{F}_{2^{n}}$, the set of the values of this sum equals the set of all the integers congruent with -1 modulo 4 , in the range $\left[-2^{\frac{n}{2}+1}, 2^{\frac{n}{2}+1}\right]$. But the distribution of these values is not known and this gives therefore no information on the possible value of the expression inside the brackets in (2).

## Appendix 2

Let us consider the equation $x^{d}+y^{d}+c z^{d}+c(x+y+z)^{d}=0$ for any $c \neq 0$. If $x=y$, then it is satisfied. This makes $2^{2 n}$ solutions. We study now the solutions such that $x \neq y$.
Case 1: if $z=0$ or $z=x+y$, then the equation reduces to $x^{d}+y^{d}+c(x+y)^{d}=0$.

- If $x=0($ and $y \neq 0)$ or $y=0($ and $x \neq 0)$, then it is satisfied if $c=1$ and it is not satisfied if $c \neq 1$.
- If $x \neq 0$ and $y \neq 0$, it is equivalent to $\frac{1}{x}+\frac{1}{y}+\frac{c}{x+y}=0$, that is, $x^{2}+y^{2}+c x y=0$, or equivalently $\left(\frac{x}{c y}\right)^{2}+\frac{x}{c y}+\frac{1}{c^{2}}=0$. Thus, if $\operatorname{tr}\left(\frac{1}{c^{2}}\right)=0$, that is, if $\operatorname{tr}\left(\frac{1}{c}\right)=0$, then the equation admits two solutions in $x$, for every $y \neq 0$; note that these two solutions satisfy $x \neq 0$ and $x \neq y$, since $c$ is nonzero. This makes altogether $2\left[2\left(2^{n}-1\right)+2\left(2^{n}-1\right)\right]=8\left(2^{n}-1\right)$ solutions if $c=1$ and $\operatorname{tr}\left(\frac{1}{c}\right)=0$ (that is, if $n$ is even), $2\left[2\left(2^{n}-1\right)\right]=4\left(2^{n}-1\right)$ if $c=1$ and $\operatorname{tr}\left(\frac{1}{c}\right)=1$ (that is, if $n$ is odd) or if $c \neq 1$ and $\operatorname{tr}\left(\frac{1}{c}\right)=0$ and none if $c \neq 1$ and $\operatorname{tr}\left(\frac{1}{c}\right)=1$.
Case 2: if $z \neq 0, z \neq x+y$ and $x=0$ or $y=0$ - say $y=0$ (and $x \neq 0$ ), then the equation reduces to $\frac{1}{x}+\frac{c}{z}+\frac{c}{x+z}=0$, or equivalently $x z+z^{2}+c x^{2}=0$, that is, $\left(\frac{z}{x}\right)^{2}+\frac{z}{x}+c=0$. This last equation admits two solutions $z$, for every $x \neq 0$, if $\operatorname{tr}(c)=0$ and none otherwise. Note that the two solutions, if they exist, satisfy $z \neq 0$ and $z \neq x+y=x$, since $c$ is nonzero. This makes altogether $2\left(2\left(2^{n}-1\right)\right)=4\left(2^{n}-1\right)$ solutions if $\operatorname{tr}(c)=0$ and none otherwise.
Case 3: if $z \neq 0, z \neq x+y, x \neq 0$ and $y \neq 0$, then the equation is equivalent to $\frac{1}{x}+\frac{1}{y}+\frac{c}{z}+\frac{c}{x+y+z}=0$, that is, $(x+y+z)(y z+x z+c x y)+c x y z=0$, that is, $(x+y)\left(c x y+(x+y) z+z^{2}\right)=0$. Since $x \neq y$, this is equivalent to

$$
\begin{equation*}
\left(\frac{z}{x+y}\right)^{2}+\frac{z}{x+y}+\frac{c x y}{x^{2}+y^{2}}=0 . \tag{10}
\end{equation*}
$$

Two cases concerning $x$ and $y$ can occur:

- if $\operatorname{tr}\left(\frac{c x y}{x^{2}+y^{2}}\right)=1$, then Equation (10) has no solution.
- if $\operatorname{tr}\left(\frac{c x y}{x^{2}+y^{2}}\right)=0$, then Equation (10) has two solutions $z$. Note that, since $x$ and $y$ are distinct and nonzero, and since $c$ is nonzero, these two solutions satisfy $z \neq 0$ and $z \neq x+y$.
Let us determine the number of ordered pairs $(x, y)$, with $x$ and $y$ distinct and nonzero, such that $\operatorname{tr}\left(\frac{c x y}{x^{2}+y^{2}}\right)=0$. We have $\frac{x y}{x^{2}+y^{2}}=\frac{x}{x+y}+\left(\frac{x}{x+y}\right)^{2}$, and $\frac{x}{x+y}$ ranges uniformly over $\mathbb{F}_{2^{n}} \backslash \mathbb{F}_{2}$ when $(x, y)$ ranges over $\mathbb{F}_{2^{n}}{ }^{2} \backslash\left\{(x, x) ; x \in \mathbb{F}_{2^{n}}^{*}\right\}$; hence $\frac{x y}{x^{2}+y^{2}}$ ranges uniformly over $\left\{u \in \mathbb{F}_{2^{n}}^{*} \mid \operatorname{tr}(u)=0\right\}$ when $(x, y)$ ranges over $\mathbb{F}_{2^{n}}^{*} \backslash\left\{(x, x) ; x \in \mathbb{F}_{2^{n}}^{*}\right\}$ (more precisely, every element $\left\{u \in \mathbb{F}_{2^{n}}^{*} \mid \operatorname{tr}(u)=0\right\}$ equals $\frac{x y}{x^{2}+y^{2}}$ for $\frac{\left(2^{n}-1\right)\left(2^{n}-2\right)}{2^{n-1}-1}=2^{n+1}-2$ ordered pairs $\left.(x, y)\right)$. Thus, if $c=1$ then the condition $\operatorname{tr}\left(\frac{c x y}{x^{2}+y^{2}}\right)=0$ is satisfied for all of the $\left(2^{n}-1\right)\left(2^{n}-2\right)$ ordered pairs $(x, y)$, and if $c \notin \mathbb{F}_{2}$, it is satisfied for $\left(2^{n+1}-2\right)\left(2^{n-2}-1\right)=\left(2^{n}-1\right)\left(2^{n-1}-2\right)$ ordered pairs. This makes altogether $2\left(2^{n}-1\right)\left(2^{n}-2\right)$ solutions if $c=1$ and $2\left(2^{n}-1\right)\left(2^{n-1}-2\right)$ if $c \notin \mathbb{F}_{2}$.
Summarizing, this gives what is stated at Subsection 4.1.

