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Abstract

At Crypto’05, Juels and Weis introduce HB+, an enhancement of
the Hopper and Blum (HB) authentication protocol. This protocol
HB+ is proven secure against active attacks, though preserving HB’s
advantages: mainly, requiring so few resources to run that it can be
implemented on an RFID tag. However, in a wider adversarial model,
Gilbert, Robshaw and Sibert exhibit a very effective attack against
HB+.

We here show how a simple modification of the HB+ protocol
thwarts Gilbert et al’s attack. The resulting protocol, HB++, remains
a good candidate for RFID tags authentication.
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1 Introduction

The problems of security and privacy for Radio Frequency Identification
(RFID) have recently attracted many technical research.

RFID systems are made of three components: some tags, a reader, and a
database which contains information on the tagged objects. Tags (transpon-
ders) follow the ISO and EPC [8] standards and communicate with the
reader (transceiver) over the air. One main constraint here is that these tags
have to be quite inexpensive (the order of magnitude is US cents) and thus
they can embed only scarce resources, of which only some part is dedicated
to security. Typically, computations are hardwired and some thousands of
logic gates are kept for cryptography. This means that tags seem, at first
glance, difficult targets for the implementation of classical cryptographic
schemes, even if Feldhofer, Dominikus and Wolkerstorfer [9] have described
an implementation of the AES algorithm which looks promising. Anyway,
the introduction of new cryptographic schemes, requiring less resources, is
today tempting.
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In the typical setting, each tag comes with a unique identifier and an
adversary should not be able to counterfeit tag responses. Many authenti-
cation protocols for RFID tags have been proposed so far (see e.g. in 2003
[18, 23], [12, 13, 16, 22] in 2004, [1, 3, 7, 20] in 2005, see also Juels [17] for
a general survey and [2] for fresh references). Notably, at Crypto’05, HB+,
a lightweight cryptographic authentication scheme very well suited for low-
cost hardware implementation, was introduced by Juels and Weis [19]. It
provides a symmetric-key protocol allowing tags to identify themselves on
the reader (the reader does not need to know a priori which tags and secrets
are involved for the protocol to work). HB+ is presented as an improve-
ment of the HB protocol, which had been introduced in [14]. The security
of the HB protocol does not rely on classical symmetric key cryptography
solutions, but rather on the hardness of the computational Learning Parity
with Noise (LPN) problem [4, 5, 15]. While the HB protocol is made to
be secure against passive attacks only, the aim of HB+ is to be resistant to
active attacks. A proof of security is provided but at the same time, Gilbert,
Robshaw and Sibert [10] describe a man-in-the-middle attack on HB+ not
covered by the corresponding security model.

The principal contribution of our work is to improve the HB+ protocol
in order to avoid the attack of [10], while keeping its design principles and,
thus, its advantages. We call HB++ our new protocol. In fact, HB++ can be
seen as running HB+ twice under independent secrets but with correlated
challenges. A function shared by all the tags and readers is introduced to
link together challenges of the protocol. At the end, the HB++ protocol
seems to us a good susbtitute for HB+ for RFID tags authentication.

The paper is organised as follows. In Sect. 2, we recall the HB+ protocol.
In Sect. 3, we summarize Gilbert et al’s attack of the HB+ protocol [10]. In
Sect. 4, we introduce our protocol HB++. We here show that it is at least
as secure as the HB+ protocol and even resists some kind of generalizations
of the active attack [10]. Section 5 concludes.

2 The HB+ protocol

A brief description of one round of the HB+ protocol is given by Fig. 1 where
a.x stands for the scalar product of the binary vectors a and x, and ⊕ is the
exclusive or.

The two k-bit vectors x and y are secret keys shared by the tag and the
reader. Note that an extra noise is added to the response a.x ⊕ b.y by the
tag, this error bit ν equals 1 with probability η.
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Tag (x, y) Reader
ν ∈ {0, 1|P(ν = 1) = η}

Random blinding vector b ∈R {0, 1}k
b

−−−−−→
a

←−−−−− Random challenge a ∈R {0, 1}k

Compute z = a.x ⊕ b.y ⊕ ν
z

−−−−−→ Check a.x ⊕ b.y ≈η z

Figure 1: One round of HB+

The HB+ round described by Fig. 1 is repeated r times and the tag is
successfully authenticated if the check fails at most ηr times (this is what is
denoted by ≈η in Fig. 1 and in the following).

Remark 1 The principal difference between the HB+ and HB protocols is
the introduction of y and b in the HB+ protocol in order to avoid active
attacks.

In [19], the authors define a security model, and then show how to reduce
an attack of HB to an attack of HB+.

The security of the HB protocol is based on the Learning Parity with
Noise (LPN) problem. Juels and Weis extend this result in their security
model to HB+ and explain how an attack of HB+ can be used to solve an
instance of the LPN problem (see Sec. 4.3 for an extension to HB++).

Unfortunately, they do not take into account the extra information given
by the result (positive or negative) of the protocol and this is exploited
during the attack [10] (see Sec. 3).

3 A man-in-the-middle attack against HB+

In [10], an attack is described against the HB+ protocol. It is a linear-time
man-in-the-middle attack where an adversary located between the reader
and the tag is able to modify the challenge at every round. The adversary
chooses a vector δ in {0, 1}k and when a challenge a is sent by the reader,
he intercepts the challenge and makes a switch to a+ δ (see Fig. 2). Hence,
at the end of the round, the reader will receive z = (a + δ).x⊕ b.y⊕ ν from
the tag.

This is repeated along all the rounds in order to deduce information from
the success or failure of the authentication. Indeed, if the authentication
succeeds (resp. fails), we have δ.x = 0 (resp. δ.x = 1) with a high probability.
So one can recover x “bit after bit” by varying δ progressively.

3



Tag (x, y) Reader
ν ∈ {0, 1|P(ν = 1) = η}

Blinding vector b ∈R {0, 1}k
b

−−−−−→
a′ = a+δ
←−−−−−−· · ·

a
←−− Random challenge a ∈R {0, 1}k

Compute z = a′.x ⊕ b.y ⊕ ν
z

−−−−−→ Check a.x ⊕ b.y ≈η z

Figure 2: An effective attack against HB+

Remark 2 This attack holds to recover y too, as an adversary can send
b + δ instead of b to the reader.

4 Proposed solution

4.1 Description of HB++

The protocol HB++ needs two new secrets x′, y′, and f a permutation of
the set {0, 1}k as described in the following. This protocol simply consists
in computing corresponding responses to given challenges (a, b), (f(a), f(b))
and for the tag to send these responses together with independent errors ν
and ν ′, i.e. z = a.x⊕ b.y ⊕ ν and z ′ = f(a).x′ ⊕ f(b).y′ ⊕ ν ′ (see Fig. 3).

Tag (x, y, x′, y′) Reader
ν, ν′ ∈ {0, 1|P(ν = 1) = η}

Blinding vector b ∈R {0, 1}k
b

−−−−−→
a

←−−−−− Random challenge a ∈R {0, 1}k



z = a.x ⊕ b.y ⊕ ν

z′ = f(a).x′ ⊕ f(b).y′ ⊕ ν′

(z,z′)
−−−−−−→



Check a.x ⊕ b.y ≈η z

Check f(a).x′ ⊕ f(b).y′ ≈η z′

Figure 3: One round of HB++

4.2 Choice of f

We primarily choose f in order to thwart the attack presented in [10] but f
has also to be taken with a low complexity and must not desequilibrate the
distribution of scalar products.
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As f is taken as a bijection, the last point is always true, the distribution
of values does not change:

∀x ∈ {0, 1}k , P(c ∈ {c|f(c).x = 0}) = P(c ∈ {c|c.x = 0}).

Henceforth, we focus on the first point. In order to avoid the attack [10],
f is chosen such that ∆f is small with:

∆f = max
δ 6=0,γ

|{a ∈ {0, 1}k |f(a + δ) + f(a) = γ}|.

In fact, this comes to force f to respect only a small number of linear rela-
tions, such that ultimately no linear relation holds for all the rounds.

Definition 1 Let f : F
k
2 → F

k
2 be a vectorial boolean function, for u 6= 0, v ∈

F
k
2, let

δf (u, v) =
∣

∣{a ∈ {0, 1}k |f(a + u) + f(a) = v}
∣

∣.

Remark 3 This δf (u, v) has been introduced in [6] to measure the resistance
of an S-box against differential cryptanalysis. We have

∆f = max
u6=0,v

δf (u, v).

And for instance, the lower the value ∆f will be, the more resistant against
differential cryptanalysis the function f will be.

Proposition 1 ([21]) Let f : F
k
2 → F

k
2, then ∆f ≥ 2. In case of equality,

f is said to be Almost Perfect Nonlinear (APN).

Proposition 2 ([11]) Let s = 2j + 1, known as a Gold exponent, with
gcd(k, j) = 1. If k is odd, the power function F defined as F : x 7→ xs over
F2k is a permutation and APN.

Let (α1, . . . , αk) be a basis of F2k over F2, and ϕ : (xi)i=1..k ∈ F
k
2 7→

∑

i xiαi the associated isomorphism. Let s = 2j + 1 be a Gold exponent, F
the corresponding power function over F2k and f = ϕ−1 ◦ F ◦ ϕ : F

k
2 → F

k
2 .

Hence f is a permutation and APN, that is ∆f = 2. Moreover, it is easy to
see that f is a quadratic function. But, even if it is quadratic, f has a large
complexity in terms of elementary operations, for a large k.

A way to reduce the complexity is to use a composition of functions
defined over subspaces of F

k
2. In particular, in the following case, the value

∆f is easy to compute.
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Proposition 3 Let k = k1 + k2, f : F
k
2 → F

k
2 defined for a = (a1, a2) ∈

F
k1

2 × F
k2

2 by f(a) = (f1(a1), f2(a2)) with fi : F
ki

2 → F
ki

2 . We have

∆f = max(∆f1
∆f2

,∆f1
2k2 ,∆f2

2k1).

For example, we can use this construction with a “good” function g :
F

k1

2 → F
k1

2 with low complexity (e.g. a Gold power function over a small
field) and define f : F

k
2 → F

k
2 as f(a1, . . . , aj) = (g(a1), . . . , g(aj)) where k =

jk1. For well-chosen parameters, this function f satisfies all the conditions
to design the HB++ protocol: f is a permutation, has a low complexity and
∆f = ∆g × 2(j−1)k1 is small compared to 2k.

An example of construction is given for realistic parameters in Appendix
A.

Remark 4 As shown in Appendix B, ∆f−1 = ∆f . When ∆f is small, the
attack can not be extended to f−1.

4.3 HB++ Security

4.3.1 Protection against a generalization of Gilbert et al’s attack

One can try to extend the attack [10] by corrupting (a, b) with G(a, b) =
(g1(a, b), g2(a, b)), where G 6= Id, and sending g2(a, b) to the reader and
g1(a, b) to the tag such that the reader will check if

{

g1(a, b).x ⊕ b.y ⊕ ν ≈η a.x⊕ g2(a, b).y
f(g1(a, b)).x′ ⊕ f(b).y′ ⊕ ν ′ ≈η f(a).x′ ⊕ f(g2(a, b)).y′

i.e if
{

(g1(a, b) + a, b + g2(a, b)).(x, y) ⊕ ν ≈η 0
(f(g1(a, b)) + f(a), f(b) + f(g2(a, b))).(x′, y′)⊕ ν ′ ≈η 0

(1)

Fortunately, an adversary does not know the result of this comparison
but only the result of the authentication which depends on the results of all
the r rounds of the protocol. So, if one wants to obtain some information
on the secrets via this method, (1) has to be independent of a and b. We
suppose also that an adversary has not any knowledge of x, y, x′ and y′ and
so they have to be considered as random vectors. In consequence, to achieve

an attack, δ
(x,y)
1 , δ

(x,y)
2 , λ

(x′,y′)
1 and λ

(x′,y′)
2 have to be chosen such that the
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following equalities stand for all the r rounds:



















g1(a, b) = a + δ
(x,y)
1

g2(a, b) = b + δ
(x,y)
2

f(g1(a, b)) = f(a) + λ
(x′,y′)
1

f(g2(a, b)) = f(b) + λ
(x′,y′)
2

If {(ai, bi)}i=1..r is the set of all the values used during the r rounds,
those equalities induce two linear relations involving f : ∀i ∈ {1, . . . , r},

f(ai + δ
(x,y)
1 ) + f(ai) = λ

(x′,y′)
1 ,

f(bi + δ
(x,y)
2 ) + f(bi) = λ

(x′,y′)
2 .

As ∆f = maxδ 6=0,γ

∣

∣{a ∈ {0, 1}k |f(a + δ) + f(a) = γ}
∣

∣ is small, this
relations are verified during all the rounds only with a small probability. So
it is possible to deduce something on the secrets from the success or failure
of the authentication only with a small probability P, which verifies:

P ≤

(

∆f

2k

)r

.

Consequently, the smaller ∆f is, the smaller P is, and whenever
(

∆f

2k

)r

is negligible, we have the following result:

Proposition 4 The HB++ protocol is secure against generalizations of the
active attack described in [10].

4.3.2 Security reduction to HB+ in the active adversarial model
of [19]

Proposition 5 An adversary who has the capability of breaking a random
sequence of challenges of HB++ can successfully attack HB+.

Proof. Indeed, if an adversary A obtains a sequence of challenges S =
{ai.x⊕ bi.y ⊕ νi}i∈I from successive rounds of the HB+ protocol between a
tag Tx,y and a reader R, then, by randomly picking x′, y′ and a variable ν ′

such that P(ν ′ = 1) = η, he can simulate a sequence of challenges {(ai.x⊕
bi.y⊕νi, f(ai).x

′⊕f(bi).y
′⊕ν ′

i)}i∈I of successive rounds of the HB++ protocol
between R and a tag Tx,y,x′,y′ . Thus his ability to cryptanalyse the HB++

protocol allows A to recover the value of x, y, x′ and y′ given a sufficiently
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large number of challenges, and so to gain the knowledge of the secrets of
the original tag Tx,y. 2

If A needs to use an active attack for this last point, the only constraint
is to obtain the sequence S of challenges by applying the same modification
on a and b during the rounds of HB+ as if he was trying the attack on HB++.

Hence the model of active security standing for the HB+ protocol in [19]
can be translated to HB++.

4.3.3 Security reduction to the LPN problem in the passive ad-
versarial model

The reduction to the Learning Parity with Noise problem, which ensures
the security of HB and HB+ against a passive attack, is always true for the
HB++ protocol.

Let wtH stand for the hamming weight.

Definition 2 (LPN problem) Let A be a random q×k binary matrix, let
X be a random k-bit vector, let η be a constant noise parameter, and let ~ν
be a random q-bit vector such that wtH(~ν) ≤ ηq.

Given A, η, and ~z = AX⊕~ν, find a k-bit vector X ′ such that wtH(AX ′⊕
~z) ≤ ηq.

Proposition 6 If a “passive” attacker has the capacity of breaking HB++

with 4 secrets of size k, he can also solve a random instance of the LPN
problem of size 2k.

Proof. The attacker A can recover the secrets given a sufficiently large
sequence.

Let A a random q × 2k binary matrix, X a random 2k-bit vector, ~ν
a random q-bit vector such that wtH(~ν) ≤ ηq and ~z = AX ⊕ ~ν. A can
construct the k-bit vectors x, y, ai, bi for i ∈ {1, . . . , q} such that:

X =

(

x
y

)

and

A =

















a1 b1
...

...
ai bi

...
...

aq bq
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The attacker A can interpret ~z = (ai.x⊕ bi.y⊕ νi)i=1...q as challenges of
the HB+ protocol. As in the HB++ protocol the errors νi are independant
of the errors ν ′

i, by taking random vectors x′, y′, ~ν ′ and by computing ~z′ =

(f(ai).x
′⊕f(bi).y

′⊕ν ′
i)i=1...q, then (~z, ~z′) can be viewed as challenges of the

HB++ protocol which allows A to recover X =

(

x
y

)

. 2

5 Conclusion

The main contribution of this paper is to present HB++, a new identification
protocol which can be used as a replacement of HB+ for low-cost pervasive
computing devices. At the price of making twice more computations than
in HB+, it allows to achieve security in a stronger adversarial model than
HB+ as it is resistant to the attack [10] and at least as secure as HB+ in its
adversarial model. This point was left as “an essential line for future work”
in [19]. In fact, with HB++, we switch from the “detection security model”
to a more classical one (i.e. a “prevention-based” model).

The way we improve HB+, i.e. forcing challenges to a specific form, is,
to the best of our knowledge, new.

Its security reduction, against any man-in-the-middle attack, to a hard
problem is left as an open question.

Acknowledgments. The authors thank Jonathan Katz for his comments
on a preliminar version of this paper.
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A An example of construction of f

Let k = 225. This corresponds to the actual key length of HB, HB+ and
HB++; as for k ≥ 224, the best known algorithm to solve the relying LPN
problem has a computational runtime greater than 280 [19].

Let k1 = 5, j = 45 and (α1, . . . , αk1
) be a basis of F2k1

over F2, and
ϕ : F

k1

2 → F2k1
, (xi)i=1..k1

7→
∑

i xiαi the associated isomorphism.
We construct f : F

k
2 → F

k
2 thanks to the power function

g : F2k1
→ F2k1

x 7→ x3

by
f(a1, . . . , aj) = (g̃(a1), . . . , g̃(aj)),

for a = (a1, . . . , aj) ∈ (Fk1

2 )j and g̃(x) = ϕ−1 ◦ g ◦ ϕ(x).
As explained in Sect. 4.2, g is a permutation and ∆g = 2 (s = 3 is a

Gold exponent, so g is an APN function). Hence, f is a permutation and

∆f = 2(j−1)k1+1 = 2k−4.

Thus, the probability for an active attack, like the one described in [10],
to succeed is lower than (2−4)r. For r ≥ 20, the probability of success is
smaller than 2−80.

One remaining constraint has to be checked: f must have a low com-
plexity.

We set the representation of the field F2k1
as F2k1

= F2[X]/(P ) where
P = X5 + X2 + 1 is an irreducible polynomial over F2. For α a root of P
in F2k1

, let (α1, . . . , αk1
) = (1, α, α2, α3, α4) be the canonical basis of F2k1

.
For this basis, a description of g̃ : F

5
2 → F

5
2 is given below.

g̃ : (x0, x1, x2, x3, x4) 7−→ (x0 ⊕ x1x3 ⊕ x1x2 ⊕ x2x3 ⊕ x0x4,

x0x1 ⊕ x2 ⊕ x0x3 ⊕ x3 ⊕ x3x4 ⊕ x4,

x0x2 ⊕ x0x1 ⊕ x1x2 ⊕ x2x4 ⊕ x0x4 ⊕ x3x4 ⊕ x4,

x1 ⊕ x2 ⊕ x2x4 ⊕ x2x3 ⊕ x3 ⊕ x0x4 ⊕ x4,

x0x4 ⊕ x1x2 ⊕ x0x2 ⊕ x2x3 ⊕ x1x3 ⊕ x3 ⊕ x3x4 ⊕ x1x4 ⊕ x2x4)

The computation of g̃ requires the evaluation of 10 AND and 29 XOR.

Remark 5 It is even possible to construct a function f with a smaller com-
plexity, by taking k1 = 3. The corresponding power function g̃ defined over
F8 would take only 3 AND and 7 XOR. The induced probability for an active
attack to succeed would still be lower than (2−2)r.
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B Case of f−1

When f is chosen to thwart the attack, as described previously, the resistance
of f−1 is the same, i.e.

∆f = ∆f−1 .

Indeed, for u, v ∈ F
k
2 , as f is a permutation of F

k
2 , we have the following

equalities

{a ∈ F
k
2 |f(a+u)+f(a)=v} = {b ∈ F

k
2 |f(f−1(b) + u) + f(f−1(b)) = v}

= {b ∈ F
k
2 |f(f−1(b) + u) + b = v}

= {b ∈ F
k
2 |f(f−1(b) + u) = b + v}

= {b ∈ F
k
2 |f

−1(f(f−1(b) + u))=f−1(b + v)}

= {b ∈ F
k
2 |f

−1(b) + u = f−1(b + v)}

= {b ∈ F
k
2 |f

−1(b + v) + f−1(b) = u}.

Hence δf (u, v) = |{a ∈ F
k
2 |f(a + u) + f(a) = v}| = δf−1(v, u), ∀u, v ∈ F k

2 .

Moreover, note that δf (0, v) = |{a ∈ F
k
2 |f(a) + f(a) = v}| = 0 if v 6= 0, so

∆f = max
u6=0,v

δf (u, v)

= max
(u,v)6=(0,0)

δf (u, v).

The same holds for f−1. Then,

∆f = max
(u,v)6=(0,0)

δf (u, v) = max
(u,v)6=(0,0)

δf−1(v, u) = ∆f−1 .
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