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Abstract. We construct three new signatures and prove their securities without random oracles.
They are motivated, respectively, by Boneh and Boyen [9]’s, Zhang, et al. [45]’s, and Camenisch
and Lysyanskaya [14]’s signatures without random oracles. The first two of our signatures are as
short as [9, 45]’s state-of-the-art short signatures. Our third signature is reducible to a modified
LRSW Assumption [31] but without the LRSW Assumption’s hypothesized external signing ora-
cle. New and interesting variants of the q-SDH Assumption, the q-SR (Square Root) Assumption
are also presented. New and independently interesting proof techniques extending the two-mode
technique of [9] are used, including a combined three-mode simulation and rewinding in the
standard model.

1 Introduction

The random oracle has been a popular technique in provable security before and after its
formal introduction by Bellare and Rogaway [5]. The results of [20, 21, 36] used rewindings of
hashings with observable hashing input-output pairs. The Schnorr signature and many other
signatures and Poofs-of-Knowledge (PoK’s) results [6, 7] used the Fiat-Shamir paradigm in
their reductionist security proofs [33, 23, 32]. The random oracle rewinding technique [38, 37]
is a particularly powerful proof technique.

Recently, the results of Barak, et al. [2, 3] and Goldwasser and Kalai [27] proved the
insecurity of the random oracle model as it is commonly used in the Fiat-Shamir paradigm.
The core contradiction is in the predictability of the random oracle, how much can the hash
outputs be predicted based on prior computation transcripts. On one hand, proofs in the
random oracle model for the Fiat-Shamir paradigm depends on this predictability to simulate
the signing oracle. On the other hand, too much predictability enables the attackers to forge.
[2, 27] were able to formalize the notion of predictability and prove that zero-knowledge cannot
exist in the Fiat-Shamir paradigm for a very wide range of real-world hashing families. [3]
proceeded to define an essentially necessary and sufficient condition for the existence of real-
world hashing families that will enable zero-knowledge proofs in the Fiat-Shamir paradigm.
However, [3] expressed pessimism of the construction of such qualified hashing families.

The research on signatures whose reductionist security proofs do no use random oracles
has had a long history, and it received renewed vigor since the insecurity proof of the random
oracles [2, 27, 3]. The signatures without random oracles in [25, 26, 35, 19, 16, 17, 22, 30, 12]
contained various inefficiencies. See [12]’s Table 1 for a good summary.

Cramer and Shoup [18] presented three signatures which achieved good efficiency in O(λs)-
bit signature length, O(λs)-bit public key length, servicing any number of Signing Oracle
queries, and supporting the generation of any number of signatures in the Real World. Its
existential unforgeability against adaptive-chosen-plaintext attackers (ACP-UF) is reducible
to the Strong RSA Assumption. The signature consists of three elements from ZN , where the
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RSA modulus N is 1024 (resp. 2048) bits for security level λs = 128 (resp. 256) bits, resulting
in 3072-bit (resp. 6144-bit) signatures.

Boneh and Boyen [9] presented short signatures whose ACP-UF is reducible to the q-SDH
(Strong Diffie-Hellman) Assumption without random oracles. The signature length is roughly
4λs bits.

Zhang, Chen, Susilo, and Mu [45] presented short signatures whose ACP-UF is reducible
to the q-SR (Square Root) Assumption without random oracles. The signature length is also
roughly 4λs bits.

Camenisch and Lysyanskaya [14] presented three short signatures without random oracles
and reduced their ACP-UF to the LRSW Assumption [31]. Their signature lengths are higher,
around 6λs bits or more.

The proofs of [9, 45] are in the standard model, except the attacker must pre-announce the
maximum number of Signing Oracle queries it will make. The proof of [14] is in the standard
model, except that it assumes the availability of an external (hypothesized) Signing Oracle to
the Simulator. This requirement makes the model weak. However, the security of the LRSW
Asumption remains plausible against even assuming the attacker has several attack oracles,
such as the chosen-target discrete logarithm collision oracle [4], the ROS oracle [39], and the
generalized birthday oracle[40].

Rougly speaking, the Chosen-Target Discrete Logarithm Collision Oracle outputs nonzero
(a1, · · · , aq) satisfying

∏
i g

ai
i = 1 given random g1, · · · , gq. A related oracle, the Chosen-Target

Discrete Logarithm Oracle [4] outputs nonzero (ai1 , · · · , ai′q), q
′ ≤ q, such that logg gij = aij

for all j, given random g, g1, · · · , gq. The ROS (Randomized Oversampled System) Oracle
[39] outputs nonzero (a1, · · · , aq) such that

∏
i g

ai
i = 1 and

∑
i aibi = 0, given random (g1, b1),

· · · , (gq, bq). The Generalized Birthday Oracle is solves the Generalized Birthyday Problem
described in [40].

The signatures of [9, 45] also remain plausible against an attacker in possession of a Chosen-
Target Discrete Logarithm Collision Oracle. The signature of Boneh, Lynn, and Shacham
[11] can be proven ACP-UF given the hypothesis that the Simulator has an external Signing
Oracle similar to [14]. But it is broken if the attacker has a Chosen-Target Discrete Logarithm
Collision Oracle.

Our Contributions are
1. We construct three new signatures without random oracles, i.e. the correctness and the

existential unforgeability against adaptive-chosen-plaintext attackers (ACP-UF) of each
is reducible to intractability assumptions without random oracles. The proof for each sig-
nature is in the standard model except the attacker pre-announces the maximum number
of Signing Oracle queries it will make, just like Boneh and Boyen [9] and Zhang, Chen,
Susilo, abd Mu [45] but not like the LRSW Assumption [31].

2. Our three signatures are respectively motivated by the short signatures without random
oracles in Boneh and Boyen [9], in Zhang, Chen, Susilo, and Mu [45], and in Camenisch
and Lysyanskaya [14]. The security of our three signatures are respectively reducible to
the q-SDH’ Assumption which is a slight alteration of the q-SDH Assumption [34, 44, 9],
the (q, `)-SR (Square Root) Assumption which is modified from [45]’s q-SR Assumption,
and the q-wholesale LRSW Assumption which is modified from the LRSW Assumption
[31]. These new assumptions are interesting in their own rights.

3. The first two of our new signatures without random oracles are roughly 4λs bits long, as
short as the state-of-the-art from [9, 45].
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4. Our third new signature is a modification of [14]’s Signature B. We improve the signature
such that its security is proved without the external Signing Oracle used in the LRSW
Assumption. Our signature is provably secure in the standard model except that the
attacker must pre-announce the maximum number of Signing Oracle queries just like [9,
45] but not like [14, 31].

5. During our proofs, we introduce new proof techniques which extend Boneh and Boyen [9]’s
two-mode proof technique. For example, we introduce a proof technique which combines
three-mode, and rewind simulation in the standard model. These new proof techniques
are powerful and are interesting in their own right.

2 Security Model

We review security models [9, 23] for signatures.
Syntax: A signature is a tuple (KGen,Sign,Vf) where

– Protocol KGen accepts input the security parameter 1λs , outputs system parameters param,
and sk-pk pair (sk, pk).

– Protocol Sign accepts inputs message m and secrete key sk, outputs a signature σ.
– Protocol Vf accepts inputs a message m, a signature σ, and a public key pk, outputs 1 or

0 for valid or invalid.

Definition 1. (Correctness) A signature is correct if, for arbitrary message m, we have

Pr[Vf(m,Sign(m, sk), pk) = 1] = 1

Oracles: maximum attacker cabilities. The Signing Oracle SO accepts input public
key pk and a message m, outputs a valid signature.

Security notions: The existential unforgeability against adaptive-chosen-plaintext at-
tackers is defined in terms of the following security game:

The ACP-UF Game
1. (Setup Phase) Simulator S sets up system parameters and public keys.
2. (Probe Phase) Attacker A queries the Signing Oracle SO in arbitrary interleaf.
3. (End Game) A delivers a valid message-signature pair (m∗, σ∗) which is not an SO query

output.

The Attacker A is said to (qS , T, ε)-forge if it makes qS queries to SO, has running time T ,
and has success probability ε where the probability is taken over random choices of system
parameters, public keys, and the random bits it consumes.

Definition 2. A signature scheme is (qS , T, ε)-ACP-UF (existentially-unforgeable against
adaptive-chosen-plaintext attackers), if no algorithm A can (qS , T, ε)-forge. It is ACP-UF
provided it is (qS , T, ε)-ACP-UF for some (with respect to the security parameter λs) polyno-
mially growing qS, T , and non-negligible ε .

3 New short RO-free signatures from the q-SDH Assumption

We present the first of our three short signatures without random oracles. It is motivated
by Boneh and Boyen [9]’s state-of-the-art short signature without random oracles. Below,
we discuss intractability assumptions, then review [9]’s signature, before presenting our new
signature.
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3.1 Intractability assumptions

We present both existing and new intractability assumptions needed in this paper. There are
two categories of intractability assumptions: those in the SDH (Strong Diffie-Hellman) family
of assumptions, and those assumptions involving hash functions.

3.1.1 SDH-family of intractability assumptions. Let ê : G1 × G1 → G3 be a pairing,
order(G1) = q1 is a prime, g1 (resp. g2) be a generator of G1 (resp. G2). The original SDH
(Strong Diffie-Hellman) Assumption [10] is as follows:

Definition 3. The q-SDH (Strong Diffie-Hellman) Problem [10] is that, given g1 ∈ G1, gxi

2 ∈
G2, 0 ≤ i ≤ q, output (c, g1/(x+c)

1 ). An algorithm A is said to (T, ε)-solves the q-SDH Problem
if

Pr[A(g1, g2, gx
2 , · · · , g

(xq)
2 ) = (c, g1/(x+c)

1 )] ≥ ε

with running time T , where the probability is over the random choice of x and the random
bits consumed by A. The (q, T, ε)-SDH Assumption is that no algorithm can (q, T, ε)-solve the
q-SDH Problem.

Wei [42] presented the following variant, the SDH’ Assumption, which better suits our
purposes in this paper.

Definition 4. The q-SDH’ (Strong Diffie-Hellman’) Problem [42] is that, given g2, gx
2 ∈ G2,

gxi

1 ∈ G1, 0 ≤ i ≤ q, output (c, g1/(x+c)
1 ). An algorithm A is said to (T, ε)-solves the q-SDH’

Problem if

Pr[A(g2, gx
2 , g1, g

x
1 , · · · , g

(xq)
1 ) = (c, g1/(x+c)

1 )] ≥ ε

with running time T , where the probability is over the random choice of x and the random
bits consumed by A. The (q, T, ε)-SDH’ Assumption is that no algorithm can (q, T, ε)-solve
the q-SDH’ Problem.

The following relationship between the q-SDH Assumption and the q-SDH’ Assumption
is straightforward, and its proof is omitted.

Lemma 1 Assume a homomorphic map ψ : G2 → G1 with ψ(g2) = g1 is given. Then the
(q, T, ε)-SDH Assumption implies the (T, q, ε)-SDH’ Assumption.

3.1.2 Intractability assumptions about hash functions.

Definition 5. Let H be a mapping. The H-Collision Problem is to output (m,m′) satisfying
m 6= m and H(m) = H(m′). An algorithm A is said to (T, ε)-solve the H-Collision Problem
if

Pr[A(H) = (m,m′) ∧m 6= m ∧H(m) = H(m′)] = ε

with running time T, and the probability is over random bits A consumes. H is called a (T, ε)-
Collision Resistant hash function if no algorithm can (T, ε)-solve the H-Collision Problem.
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Definition 6. Let H : {0, 1}` → {0, 1}` \ {0`} be a mapping. The (H, q, `)-Sum Second Pre-
Image ((H, q, `)-SSPI) Problem is, given distinct nonzero a1, · · · , aq ∈ {0, 1}` \ {0`}, output
b and (i, j), 1 ≤ i < j ≤ q, satisfying H(b) = ai ⊕ aj. An algorithm A is said to (T, ε)-solve
the (H, q, `)-SSPI Problem if

Pr[A(H, q, a1, · · · , aq) = (b, i, j) ∧ 1 ≤ i < j ≤ q ∧H(b) = ai ⊕ aj 6= 0] = ε

with running time T, and the probability is over random choices of distinct nonzero a1, · · · ,
aq and random bits A consumes. A mapping H is called a (q, `, T, ε)-SSPIR ((q, `, T, ε)-Sum
Second Pre-Image Resistant) hash function if H : {0, 1}` → {0, 1}\{0`} and the (H, q, `, T, ε)-
SSPI Assumption holds.

3.2 Review: The SDH Signature from Boneh and Boyen [9]

We review Boneh and Boyen [9]’s short signature without random oracles. Let ê : G1×G2 →
G3 be a pairing, order(G1) = order(G2) = q1, g2 is a generator of G2. Let ψ : G2 → G1

be a homomorphic mapping with ψ(g2) = g1. Let {0, 1}`1 be the space of messages, and
H : {0, 1}`1 → Zq1 be a hash function from the message space to Zq1 .

The following is the signature from [9]. We quote their long-message version to suit the
purpose of this paper.

Signature SigSDH [9]:
1. sk = (x, y), pk = (g1, g2, gx

2 , g
y
2 , ê,H).

2. Signing Protocol Given sk, pk, and message m, randomly generate R ∈ Z∗
q1

. Output the

signature (m,σ = g
1/(x+H(m)+Ry)
1 ).

3. Verification Protocol Upon receiving a signature (R, σ) for message m, verify ê (σ,
g

x+H(m)+Ry
2 ) =ê (g1, g2).

Boneh and Boyen [9] proved that the SDH Assumption implies the unforgeability of SigSDH.
Again we use their long-message version.

Theorem 2. [9] Assume a homomorphic map ψ : G2 → G1 with ψ(g2) = g1 is known. Then
signature scheme SigSDH is correct and (qS , T, ε)-ACP-UF provided the (qS , T +O(q2s), (ε/4)−
(qS/q1))-SDH Assumption holds and H is (T +O(q2s), (ε/4)− (qS/q1))-collision resistant.

Note O(q2S) is the time cost to convert an SDH Problem instance to the public parameters of
the signature. Using a similar proof, we can also easily reduce the unforgeability of SigSDH to
the SDH’ Assumption:

Theorem 3. Assume a homomorphic map ψ : G2 → G1 with ψ(g2) = g1 is known. The
signature scheme SigSDH is correct and (qS , T, ε)-ACP-UF provided the (qS , T +O(q2S), (ε/2)−
(qS/q1))-SDH’ Assumption holds and H is (T +O(q2s), (ε/4)− (qS/q1))-collision resistant.

3.3 New short signature: the Product SDH Signature

We present the first of our three new short signatures without random oracles. It is motivated
by Boneh and Boyen [9]’s state-of-the-art short signature. Let ê : G1 × G1 → G3 be a
pairing, order(G1) = q1 is a prime, g is a generator of G1. Let {0, 1}`1 be the message space,
H : {0, 1}`1 → {0, 1}` \ {0`}, ` < log2 q1.
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Signature SigPSDH:
1. sk = (x, y), pk = (g, gx, gy, gxy, ê,H).
2. Signing Protocol Given sk, pk, and message m ∈ {0, 1}`1 , randomly generate nonzero
m1,m2 ∈ {0, 1}` with m1 ⊕m2 = H(m). Output the signature

(m1, σ = g1/((x+m1)(y+m2)))

3. Verification Protocol Upon receiving a signature (m1, σ) for message m, compute m2 =
H(m)⊕m1, verify m1 6= 0, m2 6= 0, and ê(σ, g(x+m1)(y+m2)) = ê(g, g).

The unforgeability of SigPSDH is reducible to the SDH’ Assumption:

Theorem 4. The signature scheme SigPSDH is correct and (qS , T, ε)-ACP-UF provided the
following all hold:

1. the (qS , T +O(q2S), ε/6− qS/q1)-SDH’ Assumption holds;
2. H is a (qS , `, T + O(q2S), ε/6 − qS/q1)-SSPIR (Sum Second Pre-Image Resistant) hash

function;
3. H is a (T +O(q2S), ε/6− qS/q1)-Collision Resistant hash function.

Combining with Lemma 1, we reduce the unforgeability of SigPSDH to the SDH Assump-
tion:

Corollary 5 Assume a homomorphic mapping ψ(g2) = g1 is given. The signature scheme
SigPSDH is correct and (qS , T, ε)-ACP-UF provided the following all hold:

1. the (qS , T +O(q2S), ε/6− qS/q1)-SDH Assumption holds;
2. H is a (qS , `, T +O(q2S), ε/6− qS/q1)-SSPIR hash function;
3. H is a (T +O(q2S), ε/6− qS/q1)-Collision Resistant hash function.

Proof of Theorem 4: The correctness is trivial. Next we use an ACP-UF attacker to build
a Simulator S to solve the intractability problems.

Setting up: Simulator S receives a qS-SDH’ Problem instance: a2, aw
2 , {awi

1 : 0 ≤ i ≤ qS}.
S flips a fair coin cmode and proceeds below:

1. If cmode = 1, S randomly picks distinct nonzero m̂1, · · · , m̂qS ∈ {0, 1}`, computes g =
a

f2(w)
1 where f2(w) =

∏qS
i=1(w + m̂i), and computes σ̂i = a

1/(w+m̂i)
1 , 1 ≤ i ≤ qS . Note

the complexity of the above transformation of the problem instance is O(q2S). S randomly
picks y, sets x = w, publishes pk = (g, gx, gy, gxy).

2. If cmode = 2, S randomly picks distinct nonzero m̂1, · · · , m̂qS ∈ {0, 1}`, computes g =
a

f2(w)
1 where f2(w) =

∏qS
i=1(w + m̂i), and computes σ̂i = a

1/(w+m̂i)
1 , 1 ≤ i ≤ qS . Then it

randomly picks x, sets y = w, publishes pk = (g, gx, gy, gxy).

Simulating SO: If cmode = 1, do the following: Upon the τ -th SO query input mτ ,
1 ≤ τ ≤ qS , abort if H(mτ ) = mτ . Else set m1,τ = m̂τ , m2,τ = H(mτ )⊕m1,τ and output the
signature (m1,τ , στ = (σ̂τ )1/((y+m2,τ ))).

If cmode = 2, do the following: Upon the τ -th SO query input mτ , 1 ≤ τ ≤ qS , abort if
H(mτ ) = mτ . Else set m2,τ = m̂τ , m1,τ = H(mτ )⊕m2,τ and output the signature (m1,τ , στ =
(σ̂τ )1/((x+m1,τ ))).
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The simulation deviation [24]: It can be shown that any pairwise simulation deviation
among (1) Real World, (2) Ideal World-1 where cmode = 1, and (3) Ideal-World-2 where
cmode = 2, is negligible. The proof is tedious and mechanical. We omit it here.

The extractions: With probability ε, Attacker A eventually delivers a valid message-
signature pair ( m∗, (m∗

1, σ
∗) ), m∗ 6= mτ , ∀τ . Compute m∗

2 = H(m∗) ⊕m∗
1. When the pair

is valid, one of the following events must happen:

– Event A1: m∗
1 6= m1,τ for any τ . If also cmode = 1, then the SDH’ Problem instance is

solved by the tuple (m∗
1, (σ∗)(y+m∗

2,τ )).
– Event A2: m∗

2 6= m1,τ for any τ . If also cmode = 2, then the SDH’ Problem instance is
solved by the tuple (m∗

2, (σ∗)(x+m∗
1,τ )).

– Event B: m∗
1 = m̂τ and m∗

2 = m̂τ ′ for some 1 ≤ τ, τ ′ ≤ qS , τ 6= τ ′. The (H, qS , `)-SSPI
Problem is solved by (m∗, τ, τ ′) where H(m∗) = m̂τ ⊕ m̂τ ′ .

– Event C: m∗
1 = m̂τ and m∗

2 = m̂τ ′ for some 1 ≤ τ, τ ′ ≤ qS , τ = τ ′. Then m∗ 6= mτ ,
H(m∗) = H(mτ ) and H is not collision-resistant.

The Exact Security: The probability of each event is independent of the value of cmode,
due to the negligibility of the simulation deviation. The sum of the probabilities of all events
above is greater than or equal to ε. Let probability Event A denote probability Event A1
or probability Event A2. Then at least one of the following composite event has probability
lower bounded by ε/6− qS/q1

1. { {Event A1 ∧ cmode = 1} ∨ {Event A2 ∧ cmode = 2} } ∧ A forges
2. Event B ∧ A forges
3. Event C ∧ A forges

Note the total probability of aborting during SO simulation is qS/q1. The Theorem is ob-
tained. ut

Efficiency discussions We have in mind, in SigPSDH, to use log2 q1 ≈ 2λs and ` ≈ 2λs.
Justifications below: Using high-security pairings suggested by Koblitz and Menezes [29],
with security level λs = 128, 192, 256 bits, q1 should be at least 2λs bits to ward off the
Pollard-ρ attack. The value of ` should be at least λs to ward off the birthday attack on
second pre-image resistance. To ward off hash collisions with probability ε ≈ 2−λs , the output
of H should be at least 2λs bits, relative to contemporary hashing technology and taking care
to mitigate Wang, Xiaoyun’s attacks.

The signature length is 4λs bits, similar to the state-of-the-art in [9, 45].

4 Another new short signature: Product Square Root (PSR) signature

We present the second of our three new short signatures without random oracles. It is mo-
tivated by Zhang, et al. [45]’s state-of-the-art short signature from the q SR (Square Root)
Assumption. Below, we discuss intractability assumptions both new and old, then review
Zhang, et a;. [45]’s signature, before presenting our new signature.

Let ê : G1 ×G1 → G3 be a pairing, order(G1) = q1 is a prime, g is a generator of G1.
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4.1 Intractability Assumptions

We present several needed assumptions. The q-SR Assumption is from [45]. The other as-
sumptions are new.

Definition 7. The q-Square Root (q-SR) Problem is, given random g, gx, Zτ , aτ satisfying
ê(Zτ , Zτ ) = ê(gx+aτ , g), 1 ≤ τ ≤ q, output (a, Z), satisfying ê(Z,Z) = ê(gx+a, g), a /∈
{a1, · · · , aq}. An algorithm A is said to (T, ε)-solve the q-SR Problem if

Pr[A(g, gx, g(x+a1)1/2
, · · · , g(x+aq)1/2

)

= (a, g(x+a)1/2
) ∧ a is distinct from all ai’s] ≥ ε

with running time T , where the probability is taken over qualified random choices of x, a1,
· · · , aq, and random bits consumed by A. The (q, T, ε)-SR Assumption is that no algorithm
can solve the (T, ε)-solve the q-SR Problem.

Definition 8. The (q, `) Short Input Square Root Problem, abbreviated the (q, `)-SR Problem
is, given random g, gx, distinct nonzero {a1, · · · , aq}, and {Z1 = g(x+a1)1/2

, · · · , Zq =
g(x+aqS

)1/2}, to output (a, Z), satisfying ê(Z,Z) = ê(gx+a, g), a ∈ {0, 1}` \ {a1, · · · , aq}. An
algorithm A is said to (T, ε)-solve the (q, `)-SR Problem if

Pr[A(g, gx, a1, g
(x+a1)1/2

, · · · , aq, g
(x+aq)1/2

)

= (a, g(x+a)1/2
) ∧ a ∈ {0, 1}` \ {a1, · · · , aq}] ≥ ε

with running time T , where the probability is taken over qualified random choices of x, {a1,
· · · , aq}⊂ {0, 1}`, and random bits consumed by A. The (q, `, T, ε)-SR Assumption is that no
algorithm can solve the (T, ε)-solve the (q, `)-SR Problem.

Definition 9. The (q, `) Short Input Square Root Quadratic Non-Residue Problem, abbre-
viated the (q, `)-SRQNR) Problem is, given random g, gx, distinct nonzero {a1, · · · , aq},
and {Z1 = g(x+a1)1/2

, · · · , Zq = g(x+aqS
)1/2}, to output (a, Z, γ), satisfying γ ∈ QNR(q1),

ê(Z,Z) = ê(gx+a, gγ), a ∈ {0, 1}` \ {a1, · · · , aqS}. An algorithm A is said to (T, ε)-solve the
(q, `)-SRQNR Problem if

Pr[A(g, gx, a1, g
(x+a1)1/2

, · · · , aq, g
(x+aq)1/2

) = (a, Z, γ) ∧ γ ∈ QNR(q1)
∧ ê(Z,Z) = ê(gx+a, gγ) ∧ a ∈ {0, 1}` \ {a1, · · · , aqS}] ≥ ε

with running time T , where the probability is taken over qualified random choices of x, {a1,
· · · , aq}⊂ {0, 1}`, and random bits consumed by A. The (q, `, T, ε)-SRQNR Assumption is
that no algorithm can solve the (T, ε)-solve the (q, `)-SRQNR Problem.

Intractability assumptions about hash functions.

Definition 10. Let H be a mapping, H : {0, 1}` → {0, 1}`. The H-Iterated Collision Problem
is to output (m,m′, k, k′) ∈ ({0, 1}`)2 × (Z+)2 satisfying m 6= m and Hk(m) = Hk′(m′). An
algorithm A is said to (T, ε)-solve the H-Iterated Collision Problem if

Pr[A(H) = (m,m′, k, k′) ∈ ({0, 1}`)2 × (Z+)2 ∧m 6= m ∧Hk(m) = Hk′(m′)] ≥ ε

with running time T, and the probability is over random bits A consumes. H is called a (T, ε)-
Iterated Collision Resistant hash function if no algorithm can (T, ε)-solve the H-Iterated
Collision Problem.
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Definition 11. Let H : {0, 1}` → {0, 1}` be a mapping. The (H, q, `)-Sum Iterated Second
Pre-Image Problem ((H, q, `)-SISPI Problem) is, given random distinct nonzero a1, · · · , aq

∈ {0, 1}`, to output (b, i, j, k), 1 ≤ i, j ≤ q, k is a positive integer, satisfying Hk(b) = ai⊕aj 6=
0. An algorithm A is said to (T, ε)-solve the (H, q, `)-SISPI Problem if

Pr[A(H, q, a1, · · · , aq)
= (b, i, j, k) ∧ 1 ≤ i ≤ j ≤ q ∧Hk(b) = ai ⊕ aj 6= 0] = ε

with running time T, and the probability is over random choices of distinct nonzero a1, · · · ,
aq and random bits A consumes. A mapping H is called a (q, `, T, ε)-SISPIR hash function
((q, `, T, ε)-Sum Iterated Second Pre-Image Resistant hash function) if no algorithm can (T, ε)-
solve the (H, q, `)-SISPI Problem.

4.2 Review: Zhang, et al. [45]’s q-Square Root signature

We review Zhang, et al. [45]’s short signature without random oracles from the q-SR Assump-
tion. Let ê : G1 × G1 → G3 be a pairing, order(G1) = q1 is a prime. Let the message space
be {0, 1}`1 , H : {0, 1}`1 → Z∗

q1
. For simplicity, let `1 = `.

Signature SigSR:
1. sk = x, pk = (g, gx, ê,H).
2. Signing Protocol Given sk, pk, and messagem, randomly generate R satisfying x+H(m)y+
R ∈ QR(q1). Output the signature (R, σ = g(x+H(m)y+R)1/2

). Randomly choose either
square root of x+H(m)y +R.

3. Verification Protocol Upon receiving a signature (R, σ) for message m, verify ê(σ, σ) =
ê(gx+H(m)y+R, g).

Note we use a long-message variant above. Zhang, et al. [45] reduced the unforgeability of
SigSR to the q-SR Assumption:

Theorem 6. [45] The signature scheme SigSR is correct and (qS , T, ε)-ACP-UF provided the
(q, T+O(qS), (ε/4)−(qS/q1))-SR Assumption holds and H is a (q, T+O(qS), (ε/4)−(qS/q1))-
collision resistant hash function.

4.3 New signature from the Product Square-Root (PSR) Assumption: SigPSR

We present the second of our three new short signatures without random oracles. This signa-
ture is modified from Zhang, et al. [45]’s short signature without random oracles.

Let ê : G1 ×G1 → G3 be a pairing, order(G1) = q1 is a prime. Let the message space be
{0, 1}`1 . Let ` < log2 q1. For simplicity let `1 = `.

Signature SigPSR:
1. sk = (x, y), pk = (g, gx, gy, ê,H), where H : {0, 1}` → {0, 1}`.
2. Signing Protocol: Given sk, pk, and message m, do the following:

(a) Initialize k = 0.
(b) If Hk+1(m) 6= 0, randomly pick nonzero m1, m2 from {0, 1}` satisfying m1 ⊕ m2 =

Hk+1(m) and go to next Step. Else increment k by one and go to the beginning of this
Step.
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(c) If x+m1, y+m2 ∈ QR(q1), then output the signature (m1, ′0k1′, σ = g(x+m1)1/2(y+m2)1/2
)

by randomly choosing either square root in each case, and terminate. Else increment k
by one and go back to the previous step. Note ′0k1′ is the string with k zeros followed
by a ′1′.

3. Verification Protocol: Upon receiving a signature (m1, ′0k1′, σ) for message m, parse
the signature, recover k from the second entry, compute m2 = Hk+1(m) ⊕ m1, verify
m1,m2 ∈ {0, 1}λs \ {0}, m1 6= m2, and ê(σ, σ) = ê(gx+m1 , gy+m2).

Theorem 7. The signature scheme SigPSR is correct and (qS , T, ε)-ACP-UF provided the
following all hold:

1. the (qS , `, T +O(qS), (ε/8)− (8qS/q1))-SR (Square Root) Assumption holds;
2. the (qS , `, T + O(qS), (ε/8) − (8qS/q1))-SRQNR (Square Root Quadratic Non-Residue)

Assumption holds;
3. H is a (qS , `, T/2 + O(qS), ((ε/8) − (8qS/q1))-SISPIR (Sum Iterated Second Pre-Image

Resistant) hash function;
4. H is a (`, T/2 +O(qS), ((ε/8)− (8qS/q1))-Iterated Collision Resistant hash function;

where qS is the number of signing oracle queries.

Proof: The correctness is trivial. Next we use a successful ACP-UF attacker to build a
solver of the intractability problem.

Setting up: Simulator S receives, simultaneously, the following problem instances:

1. a (q, `)-SR Problem instance: g′, (g′)w′ , distinct nonzero {m̂1, · · · , m̂qS}, {σ̂1 = (g′)(w
′+m̂1)1/2

,
· · · , σ̂qS = (g′)(w

′+m̂qS
)1/2

.
2. a (q, `)-SRQNR Problem instance: g′′, (g′′)w′′ , distinct nonzero {m̂1, · · · , m̂qS}, {σ̂1 =

(g′′)(w
′′+m̂1)1/2

, · · · , σ̂qS = (g′′)(w
′′+m̂qS

)1/2
.

S flips a four-way fair coin cmode and proceeds below:
If cmode = 1, S sets g = g′ and gx = (g′)w′ , randomly picks y, publishes pk = (g, gx, gy).
If cmode = 2, S sets g = g′ and gy = (g′)w′ , randomly picks x, publishes pk = (g, gx, gy).
If cmode = 3, S sets g = g′′ and gx = (g′′)w′′ , randomly picks y, publishes pk = (g, gx, gy).
If cmode = 4, S sets g = g′′ and gy = (g′′)w′′ , randomly picks x, publishes pk = (g, gx, gy).
Simulating SO: Upon receiving the query message mτ , proceed as follows:
If cmode = 1, do the following:

1. Initialize kτ = 0.
2. Set m1,τ = m̂τ , compute m2,τ = Hkτ+1(mτ ) ⊕m1,τ . Abort the entire simulation process

if m2,τ = 0 or m2,τ = m2,τ (for the preservation of the negligibility of the simulation
deviation). Else flip a fair coin coinτ,kτ and go to next Step.

3. If coinτ,kτ = 1 and y + m2,τ ∈ QR(q1), then output the signature (m1,τ , ′0kτ 1′, σ =

σ̂
(x+m1,τ )1/2(y+m2,τ )1/2

τ ) and exit this SO query. (Randomly choose either square root in
each case.) Else increment kτ by one and return to Step (2) above.

If cmode = 2, simulate SO similarly to the case cmode = 1, except with the roles of x and
y swapped. If cmode = 3, simulate as in the case cmode = 1. If cmode = 4, simulate as in the
case cmode = 2.

Simulation deviation: There are three worlds to consider: (1) Real World, (2) Ideal
World-1 where cmode = 1, and (3) Ideal-World-2 where cmode = 2. The simulation deviation
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between the two Ideal Worlds is negligible due to symmetry. That the simulation deviation
between the Real World and either Ideal World is negligible is proved below.

Without loss of generality, let cmode = 1. Given any SO output for query mτ , denoted
(m1,τ ,

′ 0kτ 1′, σ = g(x+m1,τ )1/2(y+m2,τ )1/2
), there exists a sequence of random bits consumed by

Signer in the Real World that produces the same output with the same probability, as follows:
Real World Signer, for each k, 0 ≤ k < kτ , randomly generates nonzero m̃1,k, m̃2,k ∈ {0, 1}`

satisfying Hk+1(mτ ) = m̃1,k⊕m̃2,k. But it occurs that (x+m̃1,k, y+m̃2,k) /∈ QR(q1)2 for each
k < kτ . Then Real World Signer generates, in the kτ -th try, (m̃i,kτ , m̃2,kτ ) = (m̂τ ,m2,τ ) ∈
QR(q1)2. The probability of the above event equals the probability of SO outputting the
same signature, i.e. (3/4)kτ (1/4). Therefore the simulation deviation between Real World and
Ideal World-1 is negligible.

Extractions: With probability ε, AttackerA eventually delivers a valid message-signature
pair ( m∗, (m∗

1, 0k1′, σ∗) ), m∗ 6= mτ , ∀τ . Compute m∗
2 = Hk∗(m)⊕m∗

1. At least one of the
following event occurs:

– Event A1:m∗
1 6= m1,τ for any τ . If also cmode = 1 and y+m∗

2 ∈ QR(q1), then (m∗
1, (σ

∗)y+m∗
2)

solves the SR Problem instance. Else if also cmode = 3 and y + m∗
2 ∈ QNR(q1), then

(m∗
1, σ

∗, y +m∗
2) solves the SRQNR Problem instance.

– Event A2:m∗
2 6= m2,τ for any τ . If also cmode = 2 and x+m∗

1 ∈ QR(q1), then (m∗
2, (σ

∗)x+m∗
1)

solves the SR Problem instance. Else if also cmode = 4 and x + m∗
1 ∈ QNR(q1), then

(m∗
2, σ

∗, x+m∗
1) solves the SRQNR Problem instance.

– Event B: m∗
1 = m1,τ ′ and m∗

2 = m2,τ ′′ for some τ ′ 6= τ ′′. Then Hk∗+1(m∗) = m̂τ ′ ⊕ m̂τ ′′

and (m∗, τ ′, τ ′′, k∗ + 1) solves the SISPI Problem.
– Event C: m∗

1 = m1,τ ′ and m∗
2 = m2,τ ′′ for some τ ′ = τ ′′. Then Hk∗+1(m∗) = Hkτ+1(mτ )

and the tuple (m∗,mτ , k
∗ + 1, kτ + 1) solves the H Iterated Collision Problem.

The Exact Security: The probability of each event is independent of the value of cmode,
due to the negligibility of the simulation deviation. The sum of the probabilities of all events
above is greater than or equal to ε. Let probability Event A denote probability Event A1
or probability Event A2. Then at least one of the following composite event has probability
lower bounded by ε/8− 8qS/q1
1. {Event A1 ∧ cmode = 1} ∨ {Event A2 ∧ cmode = 2} (then S solves the SR Problem)
2. {Event A1 ∧ cmode = 3} ∨ {Event A2 ∧ cmode = 4} (then S solves the SRQNR Problem)
3. Event B (then S solves the SISPI Problem)
4. Event C (then S solves the H Iterated Collision Problem)

Note the total probability of aborting during SO simulation is 〈k〉2qS/q1, where the expected
value 〈k〉 =

∑∞
k=1(3/4)k(1/k) = 4. The Theorem is obtained. ut

Efficiency discussions We have in mind, in SigPSR, to use log2 q1 ≈ 2λs and ` ≈ 2λs. This
signature length is 4λs bits, similar to the state-of-the-art in [9, 45]. Justifications are similar
to those for SigPSDH and omitted.

Verification’s online complexity: Verifying SigPSR costs one pairing and one multi-base
exponentiations in G3: ê(gx+m1 , gy+m2) = ê(gx, gy)ê(gx, g)m2 ê(g, gy)m1 ê(g, g)m1m2

5 Yet another RO-free signature: the CL04B-wh Signature

Camenisch and Lysyanskaya [14] presented three signatures without random oracles, Schemes
A, B, and C. We modify their Scheme B, hereby named SigCL04B, into a variant we name
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SigCL04B-wh. We prove the security of SigCL04B-wh without random oracles and without the
external signing oracle OX,Y (·) used in all previous results containing the LRSW Assumption.

Let ê : G1 ×G1 → G3 be a pairing, order(G1) = q1 is a prime, g is a generator of G1.

5.1 Intractability assumptions

First we review some existing, and define some new, intractability assumptions:

Definition 12. [31] The LRSW Problem is: Given random g,X = gx, Y = gy, and an
oracle OX,Y (·) which, upon input m, returns a random tuple (m,a, b, c) satisfying ê(b, g) =
ê(a, Y ), ê(c, g) = ê(abm, X); output (m∗, a∗, b∗, c∗) satisfying ê(b∗, g) = ê(a∗, gy), ê(c∗, g) =
ê(a∗(b∗)m∗

, gx), m∗ has never been queried to OX,Y . The LRSW Assumption is that no PPT
algorithm can solve the LRSW Problem with non-negligible probability.

The following new variant of the LRSW Assumption will be useful. Note its formulation
is without the external signing oracle OX,Y (·).

Definition 13. The q-wholesale LRSW (q-whLRSW) Problem is: Given random g, gx, gy,
random (mτ , aτ , bτ , cτ ) satisfying ê(bτ , g) = ê(aτ , g

y), ê(cτ , g) = ê(aτ b
mτ
τ , gx), 1 ≤ τ ≤ q;

output (m∗, a∗, b∗, c∗) satisfying ê(b∗, g) = ê(a∗, gy), ê(c∗, g) = ê(a∗(b∗)m∗
, gx), m∗ 6= mτ ∀τ .

An algorithm A is said to (T, ε)-solve the q-whLRSW Problem if

Pr[A(g, gx, gy, (m1, a1, b1, c1), · · · , (mq, aq, bq, cq)) = (m,a, b, c)
∧ ê(b, g) = ê(a, gy) ∧ ê(c, g) = ê(abm, gx) ∧m 6= mτ∀τ ] = ε

with running time T , where the probability is taken over qualified random choices of x, y,
(m1, a1, b1, c1), · · · , (mq, aq, bq, cq) and random bits consumed by A. The (q, T, ε)-whLRSW
Assumption is that no algorithm can (T, ε)-solve the q-whLRSW Problem.

5.2 Review: The CL04B signature [14]

Signature SigCL04B:
1. sk = (x, y, z), pk = (g, gx, gy, gz, ê).
2. Signing Protocol Given sk, pk, and message m = (m1,m2), randomly generate a, com-

pute A = az, b = ay, B = ayz, c = ax+m1xy+m2xyz. Output the signature (a,A, b,B, c).
3. Verification Protocol Upon receiving a signature (a,A, b,B, c) for message m, verify

ê(A, g) = ê(a, gz), ê(b, g) = ê(a, gy), ê(B, g) = ê(A, gy),
ê(B, g) = ê(b, gz), ê(c, g) = ê(abm1Bm2 , gx)

Camenisch and Lysyanskaya [14] supplied the following security result:

Theorem 8. [14] Signature SigCL04B is correct and ACP-UF provided the LRSW Assumption
holds.
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5.3 New RO-free signature: The CL04B-wh Signature

Camenisch and Lysyanskaya [14]’s second signature, SigCL04B, is provable in the plain model
provided the LRSW Assumption holds. But the LRSW Assumption is formulated with an
(external) oracle OX,Y (·). Below, we prove a slightly modified version of SigCL04B, which we
name SigCL04B-wh, to be secure in the plain model provided the q-whLRSW Assumption holds.
Note the q-whLRSW Assumption is specified without any oracle similar to OX,Y (·).

Signature SigCL04B-wh:
1. sk = (x, y, z), pk = (g, gx, gy, gz, ê).
2. Signing Protocol Given sk, pk, and message m, randomly generate a, compute A = az,
b = ay, B = ayz, c = ax+(m+zR)xy. Output the signature (R, a,A, b, B, c).

3. Verification Protocol Upon receiving a signature (R, a,A, b, B, c) for message m, verify

ê(A, g) = ê(a, gz), ê(b, g) = ê(a, gy), ê(B, g) = ê(A, gy),
ê(B, g) = ê(b, gz), ê(c, g) = ê(abmBR, gx)

Theorem 9. The signature scheme SigCL04B-wh is correct and (qS , T, ε)-ACP-UF provided the
(qS , 2T +O(qS), (2ε2/9)− (q2S + qS)/q1)-whLRSW Assumption holds.

Proof: The correctness is trivial. Next we use a successful ACP-UF attacker to build a
solver of the intractability problem. In a nutshell. assume a PPT attacker A who can win the
ACP-UF Game in average time T and probability ε. We use A to build a Simulator S who
can solve the qS-whLRSW Problem.

Setup: S received a qS-whLRSW Problem instance: g, gu, gv, (m̂τ , âτ , b̂τ , ĉτ ), 1 ≤ τ ≤ qS .
S aborts if there are duplicates among m̂τ ’s. Note the probability of this abort is q2s/q1. If it
does not abort, S flips a three-way fair coin cmode and sets up as follows:

1. If cmode = 1, S randomly picks z, sets pk = (gu, gv, gz).
2. If cmode = 2, S picks x, y, sets pk = (gx, gy, gu).
3. If cmode = 3, S picks x, y, sets pk = (gx, gy, gv).

Simulating SO: If cmode = 1, do the following: Upon the τ -th SO query input mτ , 1 ≤
τ ≤ qS , solve for Rτ in m̂τ = mτ +Rτz. Output the signature (Rτ , aτ = âτ , bτ = b̂τ , cτ = ĉτ ).

If cmode = 2 or 3, do the following: Upon the τ -th SO query input mτ , 1 ≤ τ ≤ qS , ran-
domly pick ατ , Rτ . Output the signature (Rτ , aτ = gατ , bτ = gατ y, cτ = gατ (1+(mτ+Rτ z)xy) =
(gz)Rτ xygατ (1+mτ xy)).

The simulation deviation: It can be shown that the pairwise simulation deviation be-
tween any two of the following worlds are negligible: (1) Real World, (2) Ideal World-1 where
cmode = 1, (3) Ideal-World-2 where cmode = 2, and (4) Ideal-World-3 where cmode = 3. The
proof is tedious but mechanical. We omit it.

Extraction: With probability ε, Attacker A eventually delivers a valid message-signature
pair ( m∗, (a∗, A∗, b∗, B∗, c∗) ), m∗ 6= mτ , ∀τ . There are two events:

– Event A: m∗ +R∗z 6= m̂τ , ∀τ .
– Event B: m∗ +R∗z = m̂τ , form some τ .

For i = 1, 2, 3, let εi,A (resp. εcmode,B) denote the probability that cmode = i and Event A (resp.
Event B). The negligibility of simulation deviations implies that ε1,A = ε2,A = ε3,A = εA and
ε1,B = ε2,B = ε3,B = εB. Note ε = 3εA + 3εB.
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In Event A, the tuple (m∗ + R∗z, a∗, b∗, c∗) solves the qS-whLRSW Problem instance at
hand. In Event B, we have m∗+R∗z = m̂τ = mτ +Rτz, m∗ 6= mτ , and the discrete logarithm
z = −(R∗ −Rτ )−1(m∗ −mτ ) is solved where z = u if cmode = 2, and z = v if cmode = 3.

Finally, we rewind A to the beginning and resimulate it with a new randomness tape but
with the same inputs of system parameters and qS-whLRSW Problem instance, and flipping
a new three-way fair coin c′mode. Combining the result of both simulation forks, we obtain

1. The probability of Event A and cmode=1 in the first fork or the second fork is 1 − (1 −
εA/3)2 = (2/3)εA − (1/9)ε2A. With this probability, we solve the qS-whLRSW Problem
instance at hand.

2. The probability of Event B in the first fork and the second fork, and (cmode, c
′
mode) = (2, 3)

or (3,2) is (2/9)ε2B. With this probability, we obtains both u and v, and consequently solve
the qS-whLRSW Problem instance.

Exact Security In summary, we have a probability at least (2/9)ε2 of solving the qS-whLRSW
Problem instance, with time complexity twice that of the attacker algorithm A plus O(qS).
The constant coefficient 2/9 can be further optimized, but we forgo that pursuit in order to
simplify our core presentation. ut

Efficiency discussions The length of signature SigCL04B-wh is 5 G1 elements and one Zq1

element, for a total of 5(5/2)λs+2λ2 = (29/2)λs bits according to [29]. The online verification
complexity is 10 pairings, plus one exponentiation.

6 Discussions

Several signature schemes can be provably ACP-UF if the Simulator S is given an external
Signing Oracle. We provide the details for two such signatures below: Boneh, Lynn, and
Shacham [11]’s signature, and Zhang, Chen, Susilo, and Mu [45]’s second signture.

6.1 Zhang, Chen, Susilo, and Mu [45]’s second signture

Using our variable-length coding technique for k in SigPSR, we can improve the efficiency
of Zhang, et al. [45]’s second signature with the modification below, named SigSR∗ . Let ê :
G1×G1 → G3 be a pairing, order(G1) = q1 be a prime, g be a generator of G1. The Common
Reference String is denoted crs = r1r2r3 · · · , each ri ∈ {0, 1}.

Signature SigSR∗ :
1. sk = x, pk = (g, gx, ê,H, crs, `).
2. Signing Protocol: Upon inputs sk and message m ∈ {0, 1}`, compute the smallest nonneg-

ative integer k such that x + (m||r1 · · · rk) ∈ QR(q1). Output the signature (′0k1′, σ =
g(x+(m||r1···rk))1/2

). Randomly choose either square root. Note the binary string ′0k1′ con-
sists of k zeros followed by a one.

3. Verification Protocol: Upon receiving signature (′0k1′, σ) for message m, recover k from
the first entry, and verify ê(σ, σ) = ê(gx+(m||r1···rk), g).

Below, we define a new intractability assumption, and then reduce the security of SigSR∗

to it.
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Definition 14. The Oracled Square Root (OSR) Problem is: Given random g,X = gx,
random common reference string crs, and the Square Root Oracle SROX(·) which, upon
input m, returns the tuple (′0k1′, g(x+(m||r1···rk))1/2

) such that k is the smallest nonnega-
tive integer satisfying x + (m||r1 · · · rk) ∈ QR(q1); output (m∗,′ 0k∗1′, g(x+(m∗||r1···rk∗ ))1/2

),
x + (m∗||r1 · · · rk) ∈ QR(q1), m∗ has never been queried to SROX(·). An algorithm A is
said to (qS , T, ε)-solve the OSR Problem if

Pr[ASROX(·)(g,X, crs) = (m∗,′ 0k∗1′, g(x+(m∗||r1···rk∗ ))1/2
)

∧x+ (m∗||r1 · · · rk) ∈ QR(q1) ∧m∗ has never been queried to SROX(·)] = ε

with running time T , the number of queries to SROX(·) is qS, and the probability is taken all
random choices of g, X, crs and the random bits A consumes. The (qS , T, ε)-OSR Assumption
is that no PPT algorithm can (qS , T, ε)-solve the OSR Problem.

Theorem 10. The signature scheme SigSR∗ is correct and (qS , T, ε)-ACP-UF provided the
(qS , T +O(qS), ε)-OSR Assumption holds.

The proof is straightforward and omitted. Note O(qS) is the cost to simulate qS Signing Or-
acle queries. Note the OSR Assumption remains plausible with respect to many contemporary
attack technologies even if the attacker has a Chosen-Target Discrete Logarithm Collision [4]
oracle and an ROS (Randomized Oversampled System) oracle [39] and a Generalized Birthday
oracle [40].

Its correctness is straightforward. Its ACP-UF (existential unforgeability against adaptive-
chosen-plaintext attackers) can be proved similar to [45]’s Theorem 2. The expected value of
k is 〈k〉 =

∑∞
i=1 k2

−k = 2. The signature length is one G1 element plus 1 + 〈k〉 = 3 bits, or
(5/2)λs +3 bits according to [29]. The Signing complexity is two square-root tests in Zq1 and
one exponentiation in G1. The Verification complexity can be optimized by this technique

ê(gx+(m||r1···rk), g) = ê(gx, g)ê(g, g)(m||r1···rk)

= ê(gx, g)((((ê(g, g)m)2ê(g, g)r1)2ê(g, g)r2) · · · )2ê(g, g)rk

The online complexity consists of one exponentiation in G3, for ê(g, g)m, plus 〈k〉 square-and-
multiply’s in G3, plus one multiplication in G3, plus one pairing. for ê(σ, σ). Other parts can
be precomputed. For λs = 128 (resp. 256), signature SigSR∗ is 323 (resp. 643) bits long, and
its online verification costs is one pairing with 320-bit (resp. 640-bit) G1 elements and one
exponentiation with 3072-bit (resp. 15360-bit) G3 elements according to [29]’s Table 1.

6.2 Boneh, Lynn, and Shacham [11]’s signature without random oracles

Here we prove the security of Boneh, Lynn, and Shacham [11]’s signature without random
oracles. The signature is reviewed first:

signature scheme SigBLS:
1. sk = x, pk = (g, gx, ê,H).
2. Signing Protocol: Given message m and sk, output σ = H(m)x.
3. Verification Protocol: Given signature σ for message m, verify ê(σ, g) = ê(H(m), gx).
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Security analysis We define an intractability assumption, and prove the security of SigBLS.
First, an intractability assumption:

Definition 15. The Oracled Hashed Computational Diffie-Hellman (OCDH(H)) Problem
is: Given random g,X = gx, hash function H, and the Oracled Hashed CDH (OCDH(H))
Oracle CDHOH,X(·) which, upon input m, returns the tuple H(m)x. An algorithm A is said
to (qS , T, ε)-solve the OCDH(H) Problem if

Pr[ACDHOH,X(·)(g,X) = (m∗,H(m∗)x)
∧ m∗ has never been queried to CDHOH,X(·)] = ε

with running time T , the number of queries to CDHOH,X(·) is qS, and the probability is
taken all random choices of g, X, and the random bits A consumes. The (qS , T, ε)-OCDH(H)
Assumption is that no PPT algorithm can (qS , T, ε)-solve the OCDH(H) Problem.

The following Theorem is straightforward, and we omit its proof.

Theorem 11. The signature scheme SigBLS is correct and (qS , T, ε)-ACP-UF provided the
(qS , T +O(qS), ε)-OCDH(H) Assumption holds.

Note O(qS) is the cost to simulate qS Signing Oracle queries.
The length of SigBLS is (5/2)λs bits, using high-security pairings parameters suggested

by Koblitz and Menezes [29]. The online verification complexity consists of two pairings, or
alternatively one pairing and one exponentiation in G3. The size of a G3 element is 3072 (resp.
15360) bits for λs = 128 (resp. 256) [29].

A necessary condition for ACP-UF of SigBLS To improve understanding, we present a
necessary condition for the ACP-UF of SigBLS, based on a property of the hashing function
H. However, we cannot prove the condition is sufficient.

Definition 16. Let p and q be primes, q|(p− 1), g ∈ Zp, order(g) = q. A hash function H :
{0, 1}` → 〈g〉 ⊂ Zp, is a (p, q, g, T, ε)-Chosen-Target Discrete Logarithm Collision Resistant
((T , ε)-CTDLCR(p, q, g)) Hashing Function if no algorithm A(p, q, g) can output a1, · · · ,
an ∈ {0, 1}`, and (b1, · · · , bn), not all bi = 0 mod q, satisfying

∏n
i=1H(ai)bi = 1 in running

time T and success probability ε, where the probability is taken over random choices of g ∈ Zp,
order(g) = q, and random bits A consumes.

The following relationship between the above two intractability assumptions is trivial:

Theorem 12. Given primes p and q, q|(p − 1), the The (qS , T, ε)-OCDH(H) Assumption
implies that H is a ((T − qSTSO, ε)-CTDLCR(p, q)) Hashing Function, where TSO is the
running time of the Hashed CDH Oracle CDHOH,X(·).

Combining Theorems 11 and 12, we easily obtain:

Corollary 13 If SigBLS is (qS , T, ε)-ACP-UF, then H is a ((T − qSTSO, ε)-CTDLCR(p, q))
Hashing Function, where TSO is the running time of the Hashed CDH Oracle CDHOH,X(·).

Therefore, solving the Chosen-Target Discrete Logarithm Collision Problem implies the
forgery of SigBLS. But it does not imply the forgery of any of SigSDH, SigPSDH, SigSR, SigPSR,
SigCL04B, SigCL04B-wh, SigSR∗ – not yet, that is.
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6.3 Even shorter versions of SigPSDH and SigPSR

We can further shorten SigPSDH, shown below. Let the message space be {0, 1}` and select
collision-resistant hash functions H : {0, 1}` → {0, 1}` and H′ : {0, 1}` → {0, 1}`.

Signature SigPSDH∗ :
1. sk = (x, y), pk = (g, gx, gy, gxy, ê,H,H′).
2. Signing Protocol Given sk, pk, and message m ∈ {0, 1}`1 , output the signature

σ = g(x+m1)−1(y+m2)−1

where m2 = H′(m) and m1 = m2 ⊕H(m).
3. Verification Protocol Upon receiving a signature σ for message m, compute m2 =
H′(m), m1 = m2 ⊕H(m), and verify ê(σ, g(x+m1)(y+m2)) = ê(g, g).

We can also further shorten SigPSR, shown below. Select two hash functions H and H′. Let
the message space be {0, 1}` and select collision-resistant hash functions H : {0, 1}` → {0, 1}`

and H̄ : {0, 1}` → {0, 1}`.

Signature SigPSR∗ :
1. sk = (x, y), pk = (g, gx, gy, ê,H, H̄).
2. Signing Protocol: Given sk, pk, and message m, do the following:

(a) Initialize k = 0.
(b) Compute m2 = H̄k+1, m1 = m2 ⊕Hk+1(m).
(c) If x+m1, y+m2 ∈ QR(q1), then output the signature (′0k1′, σ = g(x+m1)1/2(y+m2)1/2

)
and terminate. (Randomly choosing either square root in each case.) Else increment k
by one and go back to the previous step.

3. Verification Protocol: Upon receiving a signature (′0k1′, σ) for message m, parse the sig-
nature, recover k, compute m2 = H̄k+1, m1 = m2 ⊕Hk+1(m), verify ê(σ, σ) = ê(gx+m1 ,
gy+m2).

The signature length of SigPSDH∗ (resp. SigPSR∗) is similar to that of SigSR∗ (resp. SigBLS).
The security level of SigPSDH (resp. SigPSR∗) should be similar to that of Boneh and Boyen [9]’s
shorter signature (resp. SigSR∗). Detailed security proofs and detailed efficiency comparisons
are omitted.

7 Conclusions

We presented three new signatures without random oracles, and reduced their securities to
new or old intractability assumptions. Two of our signatures are as short as state-of-the-art
short signatures without random oracles.

The following remain interesting open problems: more varieties of efficient ordinary sig-
natures without random oracles, and efficient signatures for specific applications without
random oracles, such as ring signatures [15, 8], group signatures [1, 13], blind signatures [28],
group-oriented signatures [41], hierarchical identity-based signatures [43], ..., etc.
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Kong Earmarked Grants 4232-03E and 4328-02E for financial support.
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