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#### Abstract

In 2006, Blake, Murty and Xu proposed three refinements to Miller's algorithm for computing Weil/Tate Pairings. In this paper we extend their work and propose a generalized algorithm, which integrates their first two algorithms. Our approach is to pre-organize the binary representation of the involved integer to the best cases of Blake's algorithms. Further, our refinement is more suitable for Solinas numbers than theirs. We analyze our algorithm and show that our refinement can perform better than the original algorithms.


## 1. Introduction

The Weil/Tate pairing is a mapping with nondegenerate and bilinear properties, which will map a special pair of points on elliptic curves to a certain multiplicative subgroup of a finite field. In 1993, Menezes, Okamoto and Vanstone [9] found that the Weil pairing could be applied to reduce the elliptic curves discrete logarithm problem on supersingular elliptic curves into a discrete logarithm problem of the multiplicative subgroup of a finite field. Their result shows that supersingular elliptic curves are unsuitable for many cryptographic schemes.

Since then, The Weil/Tate pairing exactly provide a constructive tool for cryptography. Indeed, many cryptographic applications based on pairings have been proposed, such as identity-based encryption system [2], digital signature [1, 3, 13], signcryption $[8,12]$, key agreement [ 7,15 ], and so on. As a result, the application of pairings plays an important role in modern cryptography. Therefore, the computation of pairings is a critical issue for those applications based on pairings. The first efficient algorithm for computing pairing was proposed by Miller in 1986 [11]. The main idea of Miller's algorithm is to use lines to integrate the divisors, which the algorithm has processed (see section 2, for details). Many researches are directed in many different aspects in order to enhance the efficiency of the computation $[5,6]$.

In 2006 Blake, Murty and Xu [4] proposed a brand new concept based on the conjugate of a line, to reduce the total number of lines in Miller's algorithm. Though this concept does not dramatically decrease the cost of points adding, but it is novel and can be applied to decrease the number of field multiplications. They proposed three different algorithms for three cases: when there are relatively more

[^0]zero bits (or average cases) of the integer $n$ (see section 2 , for details), when there are relatively more one bits, and when the characteristic of the field is three.

In this paper, we continue their work and suggest a generalized algorithm, which can reduce more lines than the first two algorithms in average cases. Even in the extreme cases, our algorithm still performs as well as the best one of Blake's algorithms. In our algorithm, we use the same technique as Blake et al., but we consider the bits globally. We divide the binary representation integer $n$, which is a constant in every pairing base cryptosystem, into fragments. In accordance with these fragments, we design an algorithm to further reduce lines.

The rest of the paper is organized as follows. We briefly describe the mathematical preliminaries of Miller and Blake et al.'s algorithms in section 2. In section 3, we describe our proposed algorithm. Its analysis is given in section 4. Finally, some concluding remarks are given in section 5 .

## 2. Mathematical preliminaries

2.1. Weil/Tate pairing and Miller's algorithm. Let $q=p^{k}$ with a prime $p$, then $\mathbb{F}_{q}$ is a finite field with $q$ elements and $p$ is the characteristic of $\mathbb{F}_{q}$. An elliptic curve $E$ define over $\mathbb{F}_{q}$, can be described as the set of points $(x, y)$ satisfying the Weierstrass equation $y^{2}+a_{1} x y+a_{3} y=x^{3}+a_{2} x^{2}+a_{4} x+a_{6}$, where $a_{i} \in \mathbb{F}_{q}$. If $K$ is an extension of $\mathbb{F}_{q}$, the set of $K$-rational points of $E$ together with with an additional point at infinity, denoted as $\infty$. There exists an abelian group law on E. Explicit formulas for computing the coordinates of a point $R=P+Q$ from the coordinates of $P$ and $Q$ are well know $[10,14]$.

A divisor $D$ is a formal sum with symbols on $E$ and with integer coefficients, denote as $D=\sum_{P \in E} n_{P}(P)$. The set of all divisors, denoted by $\operatorname{Div}(E)$, is a free abelian group generated by $E(\bar{K})$. The degree and the sum of a divisor $D$ are defined as $\operatorname{deg}(D)=\sum_{P \in E} n_{P}$ and $\operatorname{sum}(D)=\sum_{P \in E} n_{P} P$, respectively. Let $\operatorname{Div}^{0}(E)=\{D \in \operatorname{Div}(E) \mid \operatorname{deg}(D)=0\}$. Then the sum function is a surjective homomorphism from $\operatorname{Div}^{0}(E)$ to $E$.

Define the divisor of a nonzero rational function $f$ as $\operatorname{div}(f)=\sum_{P \in E} \operatorname{ord}_{P}(f)(P)$, where $\operatorname{ord}_{P}(f)$ is the order of $f$ at $P$. Then $\operatorname{div}(f) \in \operatorname{Div}^{0}(E)$ and it is called a principle divisor. It is well known that the set of principle divisors is the kernel of sum. The quotient group $\operatorname{Div}^{0}(E) /($ principle divisors $)$ is called the Picard group of $E$. Moreover, two divisors $D_{1}$ and $D_{2}$ are said to be equivalent, denoted as $D_{1} \sim D_{2}$, iff $D_{1}-D_{2}$ is principle, i.e. there exists a nonzero rational function $f$ such that $D_{1}=D_{2}+\operatorname{div}(f)$. The support of a divisor $D$ is the set of points with nonzero coefficients, that is, $\operatorname{supp}(D)=\left\{P \in E \mid n_{P} \neq 0\right\}$. If $\operatorname{div}(f)$ and $D$ have disjoint support, then we can evaluate $f(D)=\prod_{P \in E} f(P)^{n_{P}}$.

Let $n$ be an integer relatively prime to $q$. Points $P, Q \in E[n]$, where $E[n]$ is the $n$-torsion subgroup of $E(K)$. Then there exist divisors $D_{P}$ and $D_{Q}$ such that $D_{P} \sim(P)-(\infty)$ and $D_{Q} \sim(Q)-(\infty)$. Further, there exist functions $f_{P}$ and $f_{Q}$ such that $\operatorname{div}\left(f_{P}\right)=n D_{P}$ and $\operatorname{div}\left(f_{Q}\right)=n D_{Q}$. If $D_{P}$ and $D_{Q}$ have disjoint supports, then we can define the Weil pairing as

$$
e_{n}(P, Q)=\frac{f_{P}\left(D_{Q}\right)}{f_{Q}\left(D_{P}\right)}
$$

And the Tate pairing of order $n$ is the map

$$
\tau_{n}: E\left(F_{q}\right)[n] \times E\left(F_{q^{k}}\right) / n E\left(F_{q^{k}}\right) \rightarrow F_{q^{k}}
$$

defined as

$$
\tau_{n}(P, Q)=f_{P}\left(D_{Q}\right)^{\left(q^{k}-1\right) / n}
$$

Hence, computing the Weil/Tate pairing can be reduced to the evaluation of $f_{P}(S)$, for each point $S$ in the support of $D_{Q}$. In 1986, an unpublished manuscript by Miller [11] showed how to do this efficiently. The main idea of Miller's algorithm is using lines to integrate the divisors which has been processed. We briefly describe it as follows:

Let $D_{P}=(P+R)-(R)$ with an auxiliary point $R$, and define $D_{P}^{j}=j(P+R)-$ $j(R)-(j P)+(\infty)$ then there is a rational function $f_{j}$ such that $\operatorname{div}\left(f_{j}\right)=D_{P}^{j}$, for each integer $j$, in particular, $f_{n}=f_{P}$. Let $L_{S, T}$ be the line through points $S$ and $T$, if $T \notin\{S,-S\}$ then $L_{S, T}$ is a chord, else if $T=S$ then $L_{S, S}$ is a tangent, else if $T=-S$ then $L_{S,-S}$ a vertical line through points $S$ and $-S$. We will denote $L_{S,-S}$ as $L_{S}$. Then we have

$$
\begin{aligned}
& \operatorname{div}\left(L_{j P, k P}\right)=(j P)+(k P)+(-(j+k) P)-3(\infty) \text { and } \\
& \operatorname{div}\left(L_{(j+k) P}\right)=((j+k) P)+(-(j+k) P)-2(\infty) . \text { Hence } \\
& \operatorname{div}\left(f_{j+k}\right)=\operatorname{div}\left(f_{j}\right)+\operatorname{div}\left(f_{k}\right)+\operatorname{div}\left(L_{j P, k P}\right)-\operatorname{div}\left(L_{(j+k) P}\right), \text { and } \\
& f_{j+k}=f_{j} f_{k} \frac{L_{j P, k P}}{L_{(j+k) P}}
\end{aligned}
$$

We can compute $f_{n}(S)$ recursively with initial values ${ }^{1} f_{0}=1$ and $f_{1}=L_{P+R} / L_{P, R}$. We describe the following algorithm, which is similar to the algorithm proposed in $[4,5]$. Note that we can perform Miller's algorithm to compute Tate pairing by changing the initial value $f_{1}=1$, see [5] for details.

Algorithm 1 (Miller's algorithm).
InPUT: Elliptic curve $E$, integer $n=\sum_{i=0}^{t} b_{i} 2^{i}$ with $b_{i} \in\{0,1\}$ and $b_{t}=1$, and points $P, S \in E$ where $P$ has order $n$.
Output: $f=f_{n}(S)$.
$f \leftarrow f_{1} ; Z \leftarrow P ;$
for $j \leftarrow t-1$ down to 0 do
$f \leftarrow f^{2} \frac{L_{Z, Z}(S)}{L_{2} Z(S)} ; Z \leftarrow 2 Z ;$
if $b_{j}=1$ then

$$
f \leftarrow f_{1} f \frac{L_{Z, P}(S)}{L_{Z+P}(S)} ; Z \leftarrow Z+P
$$

return $f$
2.2. Blake's algorithms. As we have seen above, the double-and-add method is used in Miller's algorithm. Two lines or four lines must be used if the bit is zero, or one respectively, in the binary expansion of $n$. From the analysis in [4], we know that the more lines we use, the more field multiplications are required in Miller's algorithm. For this reason, Blake et al. propose three algorithms to reduce the number of lines. The first algorithm, referred to as $B M X-1$, is suitable for every case. The second algorithm, referred to as $B M X-2$, can work well if the Hamming weight of $n$ (the number of one bits in the binary expansion of $n$, denote as $H(n))$ is high. The third algorithm is proposed for field of characteristic 3. We are interested in the first two algorithms since it is possible to combine them to
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Lemma 2.1. If the line $L(x, y)=0$ intersects with $E$ at points $P=(a, b), Q=$ $(c, d)$ and $-(P+Q)=(\alpha, \beta)$, then $L(x, y) \bar{L}(x, y)=-(x-a)(x-c)(x-\alpha)$, where $\bar{L}(x, y)$ is the conjugate of $L$ with $L(R)=\bar{L}(-R)$ for $R \in E$.

Lemma 2.2. Let $Q \in E[n]$ and $S \neq Q, 2 Q, \ldots, n Q$, then
(1)

$$
\frac{L_{Q, Q}(S)}{L_{Q}^{2}(S) L_{2 Q}(S)}=-\frac{1}{L_{Q, Q}(-S)}
$$

$$
\begin{equation*}
\forall k \in \mathbb{Z} \Rightarrow \frac{L_{(k+1) Q, k Q}(S)}{L_{(k+1) Q}(S) L_{(2 k+1) Q}(S)}=-\frac{L_{k Q}(S)}{L_{(k+1) Q, k Q}(-S)} \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
\frac{L_{Q, Q}(S) L_{2 Q, Q}(S)}{L_{2 Q}(S) L_{3 Q}(S)}=-\frac{L_{Q, Q}(S) L_{Q}(S)}{L_{2 Q, Q}(-S)} \tag{3}
\end{equation*}
$$

Notice that only the vertical lines can be reduced by lemma 2. Thus, all of the vertical lines can be eliminated in the best cases. In other word, one can only replace the tangents and chords by their conjugate to the denominator. We call the tangents and chords as necessary components of Miller's algorithm. There are totally $50 \%$ of lines are necessary, these components will appear in denominator or numerator depend on whether Lemma 2 is applied or not. Two of the applications of Lemma 2 are algorithms $B M X-1$ and $B M X-2$ which are given with initial value $f_{1}=L_{P+R} / L_{P, R}$ or $f_{1}=1$.

Algorithm 2 (BMX-1).
Input: Elliptic curve $E$, integer $n=\sum_{i=0}^{r} q_{i} 4^{i}$ with $q_{i} \in\{0,1,2,3\}$ and $q_{r} \neq 0$, and points $P, S \in E$ where $P$ has order $n$.
Output: $f=f_{n}(S)$.
$f \leftarrow f_{1} ; Z \leftarrow P ;$
if $q_{r}=2$ then
$f \leftarrow f^{2} \frac{L_{P, P}(S)}{L_{2 P}(S)} ; Z \leftarrow 2 P ;$
if $q_{r}=3$ then
$f \leftarrow f^{3} \frac{L_{P, P}^{2}(S) L_{P}(S)}{L_{2 P, P}(-S)} ; Z \leftarrow 3 P ;$
for $j \leftarrow r-1$ down to 0 do

$$
\text { if } q_{j}=0 \text { then }
$$

$$
f \leftarrow f^{4} \frac{L_{Z, Z}^{2}(S)}{L_{2 Z, Z Z}(-S)} ; Z \leftarrow 4 Z
$$

if $q_{j}=1$ then
$f \leftarrow f_{1} f^{4} \frac{L_{Z, Z}^{2}(S) L_{4 Z, P}(S)}{L_{2 Z, 2 Z}(-S) L_{4 Z+P}(S)} ; Z \leftarrow 4 Z+P ;$
if $q_{j}=2$ then
$f \leftarrow f_{1}^{2} f^{4} \frac{L_{Z, Z}^{2}(S) L_{2 Z, P}^{2}(S)}{L_{2 Z}^{2}(S) L_{2 Z}+P, 2 Z+P(-S)} ; Z \leftarrow 4 Z+2 P ;$
if $q_{j}=3$ then
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$$
\begin{aligned}
& \quad f \leftarrow f_{1}^{3} f^{4} \frac{L_{Z, Z}^{2}(S) L_{2 Z, P}^{2}(S) L_{4 Z+2 P, P}(S)}{L_{2 Z}^{2}(S) L_{2 Z+P, 2 Z+P}(-S) L_{4 Z+3 P}(S)} ; Z \leftarrow 4 Z+3 P \text {; } \\
& \text { return } f
\end{aligned}
$$
\]

$B M X-1$ reduces the lines by processing a pair of consecutive bits together. The best case happened when the pair of bits is " 00 ", which can reduce $50 \%$ of lines. The worst case happened when the pair of bits is " 11 ", which can only reduce $25 \%$ of lines. Therefore, they suggest using this algorithm for lower $H(n)$ or average cases. However, we observe that $B M X-1$ is more suitable for cases with consecutive zeros. Similarly, $B M X-2$ described in the following, is more suitable for cases with consecutive ones.

Algorithm 3 ( $B M X-2$ ).
InPut: Elliptic curve $E$, integer $n=\sum_{i=0}^{t} b_{i} 2^{i}$ with $b_{i} \in\{0,1\}$ and $b_{t}=1$, and points $P, S \in E$ where $P$ has order $n$.
Output: $f=f_{n}(S)$.
if $b_{t-1}=0$ then
$f \leftarrow f_{1}^{2} L_{P, P}(S) ; Z \leftarrow 2 P ;$
else
$f \leftarrow f_{1}^{3} \frac{L_{P, P}(S) L_{2 P, P}(S)}{L_{2 P}(S)} ; Z \leftarrow 3 P ;$
for $j \leftarrow t-2$ down to 0 do
if $b_{j}=0$ then
$f \leftarrow f^{2} \frac{L_{2 Z}(S)}{L_{Z, Z}(-S)} ; Z \leftarrow 2 Z ;$
else

$$
f \leftarrow f_{1} f^{2} \frac{L_{2 Z, P}(S)}{L_{Z, Z}(-S)} ; Z \leftarrow 2 Z+P ;
$$

## return $f$

$B M X-2$ always delays the computation of the value of $L_{2 Z}(S)$ (or $L_{Z+P}(S)$, depending on the bit $b_{j}$ ) in Miller's algorithm at each iteration of the for loop. It is easy to see that $B M X-2$ can reduce $50 \%$ of lines if the bit is one. For this propose, every vertical line of zero bits must be reused. Unfortunately, the line reused at the cost of no line can be reduced when the bit is zero. This is why they suggest performing $B M X-2$ for higher $H(n)$.

## 3. Refinement of $B M X$ algorithms

In this section, we propose a refinement to the $B M X$ algorithms. We segment $n$ into different bit sequences. For each sequence, we carefully design the algorithm to reduce more lines. From Lemma 2(a), there are two different kinds of bit sequences which can reduce all of the vertical lines, and they are the best two cases presented in [4]. One is a sequence of even number of zero bits, denoted by $0^{2 r}$, and the other is a sequence of ones between two zeros, denoted $01^{m} 0$. In the following, we give two simple examples to explain why these two cases can reduce $50 \%$ of lines (all of the vertical lines can be reduced). Suppose the Miller's algorithm has performed up to a point where $f=\lambda$ and $Z=Q$ before processing these two cases.

The first example is the case of $q_{j}=0$ in $B M X-1$. Miller's algorithm performs the following two steps.
(a)

$$
f \leftarrow f^{2} \frac{L_{Z, Z}(S)}{L_{2 Z}(S)} ; Z \leftarrow 2 Z ; \text { and }
$$

(b)

$$
f \leftarrow f^{2} \frac{L_{Z, Z}(S)}{L_{2 Z}(S)} ; Z \leftarrow 2 Z ;
$$

Putting together, we have

$$
f \leftarrow\left(\lambda^{2} \frac{L_{Q, Q}(S)}{L_{2 Q}(S)}\right)^{2} \frac{L_{2 Q, 2 Q}(S)}{L_{4 Q}(S)}=\lambda^{4} \frac{L_{Q, Q}^{2}(S)}{L_{2 Q}^{2}(S)} \frac{L_{2 Q, 2 Q}(S)}{L_{4 Q}(S)}=\lambda^{4} \frac{L_{Q, Q}^{2}(S)}{L_{2 Q, 2 Q}(-S)}
$$

To simplify the notations, we use " 0 " to denote a line, which belongs to a zero bit, use " $\bullet$ " to denote a line of a one bit, and use "*" to denote a conjugate of a tangent or chord by Lemma 2. Such a representation of lines is called the corresponding dot notation of the lines. Note that, "०" or "•" which appear in denominator is a vertical line. It can be reduced by some suitable conjugate lines. And the others are necessary components, which are tangents or chords in numerator or the conjugate of them. Omitting the exponents and $\lambda$ will not affect the reductions because Miller's algorithm always performs squaring operations in each step. We can denote the deduction of " 00 " in terms of its corresponding dot notation as follows.

$$
\frac{\circ}{\circ} \frac{0}{\circ}-\frac{0}{\circ}=\frac{0}{*},
$$

and the reduction ratio of the lines of " 00 " is $(4-2) / 4=50 \%$.

The second example is the case of processing " 0110 ". Miller's algorithm performs:
(a)

$$
f \leftarrow f^{2} \frac{L_{Z, Z}(S)}{L_{2 Z}(S)} ; Z \leftarrow 2 Z ;
$$

(b)

$$
f \leftarrow f^{2} \frac{L_{Z, Z}(S)}{L_{2 Z}(S)} ; Z \leftarrow 2 Z ; \text { and } f \leftarrow f_{1} f \frac{L_{Z, P}(S)}{L_{Z+P}(S)} ; Z \leftarrow Z+P ;
$$

(c)

$$
f \leftarrow f^{2} \frac{L_{Z, Z}(S)}{L_{2 Z}(S)} ; Z \leftarrow 2 Z ; \text { and } f \leftarrow f_{1} f \frac{L_{Z, P}(S)}{L_{Z+P}(S)} ; Z \leftarrow Z+P ;
$$

(d)

$$
f \leftarrow f^{2} \frac{L_{Z, Z}(S)}{L_{2 Z}(S)} ; Z \leftarrow 2 Z ;
$$

And we have
(a)

$$
f \leftarrow \lambda^{2} \frac{L_{Q, Q}(S)}{L_{2 Q}(S)},
$$

(b)

$$
f \leftarrow \lambda^{4} \frac{L_{Q, Q}^{2}(S)}{L_{2 Q}^{2}(S)} \frac{L_{2 Q, 2 Q}(S)}{L_{4 Q}(S)} \text { and } f \leftarrow f_{1} \lambda^{4} \frac{L_{Q, Q}^{2}(S)}{L_{2 Q}^{2}(S)} \frac{L_{2 Q, 2 Q}(S) L_{4 Q, P}(S)}{L_{4 Q}(S) L_{4 Q+P}(S)}
$$

(c)

$$
\begin{aligned}
& f \leftarrow f_{1}^{2} \lambda^{8} \frac{L_{Q, Q}^{4}(S)}{L_{2 Q}^{4}(S)} \frac{L_{2 Q, 2 Q}^{2}(S) L_{4 Q, P}^{2}(S)}{L_{4 Q}^{2}(S) L_{4 Q+P}^{2}(S)} \frac{L_{4 Q+P, 4 Q+P}(S)}{L_{8 Q+2 P}(S)} \text { and } \\
& f \leftarrow f_{1}^{3} \lambda^{8} \frac{L_{Q, Q}^{4}(S)}{L_{2 Q}^{4}(S)} \frac{L_{2 Q, 2 Q}^{2}(S) L_{4 Q, P}^{2}(S)}{L_{4 Q}^{2}(S) L_{4 Q+P}^{2}(S)} \frac{L_{4 Q+P, 4 Q+P}(S) L_{8 Q+2 P, P}(S)}{L_{8 Q+2 P}(S) L_{8 Q+3 P}(S)}
\end{aligned}
$$

(d)

$$
f \leftarrow f_{1}^{6} \lambda^{16} \frac{L_{Q, Q}^{8}(S)}{L_{2 Q}^{8}(S)} \frac{L_{2 Q, 2 Q}^{4}(S) L_{4 Q, P}^{4}(S)}{L_{4 Q}^{4}(S) L_{4 Q+P}^{4}(S)} \frac{L_{4 Q+P, 4 Q+P}^{2}(S) L_{8 Q+2 P, P}^{2}(S)}{L_{8 Q+2 P}^{2}(S) L_{8 Q+3 P}^{2}(S)} \frac{L_{8 Q+3 P, 8 Q+3 P}(S)}{L_{16 Q+6 P}(S)} .
$$

Reducing $f$ by Lemma 2(a), we have:

$$
f \leftarrow f_{1}^{6} \lambda^{16} L_{Q, Q}^{8}(S) \frac{L_{4 Q, P}^{4}(S)}{L_{2 Q, 2 Q}^{4}(-S)} \frac{L_{8 Q+2 P, P}^{2}(S)}{L_{4 Q+P, 4 Q+P}^{2}(-S)} \frac{1}{L_{8 Q+3 P, 8 Q+3 P}(-S)}
$$

We can denote the corresponding dot notation of the reduction of " 0110 " as follows

$$
\frac{\circ \bullet \bullet \bullet}{\circ} \frac{\circ}{\circ}=\underset{* \bullet-\frac{\bullet}{*}}{*}
$$

and the reduction ratio of the lines is $(12-6) /(12)=50 \%$.
Inductively, the reduction of $0^{2 r}=(00)^{r}$ is

$$
\left(\underset{\circ}{\circ} \frac{0}{\circ} \frac{0}{\circ}\right)^{r}=\left(\frac{0}{*}\right)^{r},
$$

with reduction ratio of the lines is $2 r / 4 r=50 \%$, and the reduction of the other case " $01^{m} 0$ " is

$$
\frac{0}{\circ} \underbrace{\frac{\bullet \bullet \bullet \bullet}{\bullet \bullet} \ldots \frac{\bullet}{\bullet \bullet}}_{m} \frac{0}{\circ}=0 \underbrace{\frac{\bullet \bullet}{*} \cdots \frac{-}{*}}_{m} \frac{1}{*} \frac{1}{*}
$$

with the reduction ratio $(2 m+2) /(4 m+4)=50 \%$. As above, the two lines of bit zero can be reduced only with the lines of the previous or the next bit. But, the four lines of one bit can be reduced with both of the lines of the previous and next bit, if available. That is why BMX-2 can "cascading-cut" the lines of one bit by coercing the last line at denominator to be shifted to the next step, but the reduction ratio of zero bits is always $0 \%$. To summarize, there are at most $50 \%$ of lines, which can be reduced in Miller's algorithm by the concept of "conjugate".

In order to further reducing the number of lines in $B M X-1$ and $B M X-2$, we propose an algorithm [see Appendix] to segment $n$ from right to left into various patterns. It tries to find the longest chain of bit 1 s and distribute the bit 0 s carefully. There are four cases in this algorithm when scanning the binary expansion of $n$. There are described as follows.
(1) If the current two bits are " 00 " then find the first 1 bit, $b_{k}$, from right to left. The algorithm will collect all of the zero bits but the leftmost zero into a block. It produces a block of " $0^{m}$ ". The current two bits will become "10".
(2) If the current two bits are " 10 " then the algorithm will find the first 0 bit from right to left. It will collect all of them and produce a block of " $01^{m} 0$ ". Finally, the algorithm will move the pointer to the next two bits.
(3) If the current two bits are " 01 " then the algorithm will produce a block of $"(01)^{m} "$ and move the pointer to the next two bits.
(4) If the current two bits are " 11 " then the algorithm will find the first 0 bit from right to left. It will collect all of them to produce a block as " $01^{w "}$ and move the pointer to the next two bits.

In case 2 , if no zero bit can be found then it will produce a bloke of " $1^{m} 0$ ", and in case 4 , if no zero bit can be found then it will produce a block of " $1^{m}$ ". Therefore, we have six kinds of patterns $l_{0}=0^{m}, l_{1}=1^{m}, l_{2}=(01)^{m}, l_{3}=01^{w}, l_{4}=1^{m} 0$ and $l_{5}=01^{m} 0$, where $m \geq 1$ and $w \geq 2$. There are certain restrictions among the patterns, we state them as basic properties.
(1) $1^{m}$ and $1^{m} 0$ can only appear in the leftmost block. Every pattern can follow $1^{m} 0$, but only $(01)^{m}, 01^{w}$ and $01^{m} 0$ can follow $1^{m}$.
(2) If $i \geq 1$ and $B_{i} \in\left\{0^{m},(01)^{m}, 01^{w}\right\}$ then $B_{i-1} \in\left\{(01)^{m}, 01^{w}, 01^{m} 0\right\}$. But $(01)^{m}$ can never follow $(01)^{m}$.
(3) $(01)^{m}, 01^{w}$ and $01^{m} 0$ can follow any pattern.

The following is a simple example of the Segmentation algorithm.
Let $n=(1111100111000101010111)_{2}$. Then the output of Segmentation algorithm is " $\left\{\left(l_{4}, 4\right),\left(l_{5}, 3\right),\left(l_{0}, 1\right),\left(l_{2}, 3\right),\left(l_{3}, 3\right)\right\}$ ".

A bit pattern is said to be "perfect" if we can reduce $50 \%$ of lines of the corresponding lines in Miller's algorithm. It is said to be "standard" if we can reduce more than $25 \%$ of lines, in the other words, $50 \%$ of vertical lines are reduced. If we can not reduce any lines of a bit, then the bit is said to be "isolate". Hence $01^{m} 0$ and $0^{2 r}$ are two perfect patterns, both of $0^{2 r-1}$ and $1^{1}$ always have an isolate bit, and the others are standard.

Before describing the algorithm we illustrate the reduction rule and compute the reduction ratio for those imperfect patterns as follows.Note that, the last vertical line in Miller's algorithm is $L_{n P}=1$, therefore, we do not have to count it.

$$
\begin{equation*}
l_{0}=0^{2 r-1}: \underbrace{\left(\frac{\circ}{\circ} \frac{\circ}{\circ}\right) \ldots\left(\frac{\circ}{\circ}-\frac{\circ}{\circ}\right)}_{r-1} \frac{\circ}{\circ}=\underbrace{\frac{\circ \circ}{-\frac{\circ}{*} \ldots \frac{\circ}{*}} \frac{\circ}{\circ}}_{r-1} \text {, we need } 2 r \text { lines. } \tag{1}
\end{equation*}
$$

However, if it appears in the rightmost block then we need $2 r-1$ lines. Note that, the last zero bit is an isolate bit.
(2)

$$
l_{1}=1^{m}: \underbrace{\frac{\bullet \bullet}{\bullet \bullet \bullet}}_{m} \ldots \frac{\bullet \bullet}{\bullet \bullet} \left\lvert\,-\underbrace{\bullet}_{m-2}=\frac{\bullet}{\bullet \ldots \frac{\bullet}{*}} \frac{\bullet}{* \bullet}\right. \text {, we need } 2 m+2 \text { lines. }
$$

However, if the Segmentation algorithm produces of only one block " $1^{m "}$ then we need only $2 m+1$ lines. If $m=1$ then there is an isolated bit and the corresponding dot notation is $\stackrel{\bullet \bullet}{\bullet \bullet}$.
(3)

$$
l_{2}=(01)^{m}: \underbrace{\left(\frac{0 \bullet \bullet}{\circ} \frac{\bullet \bullet}{}\right) \ldots\left(\frac{\circ \bullet \bullet}{\circ} \frac{\bullet \bullet}{}\right)}_{m}=\underbrace{\left(\frac{\circ \bullet}{* \bullet}\right) \ldots\left(\frac{\circ \bullet}{* \bullet}\right)}_{m} \text {, we need } 4 m \text { lines. }
$$

However, if it appears in the rightmost block then we need $4 m-1$ lines. Note that it is similar to the cases $q_{r}=1$ or $q_{r}=2$ in $B M X-1$.
(4)

$$
l_{3}=01^{w}: \underbrace{\frac{\circ}{\circ} \underbrace{\bullet \bullet} \frac{\bullet \bullet}{\bullet \bullet} \ldots \frac{\bullet \bullet}{\bullet \bullet}}_{w}=\underbrace{\circ}_{w-1} \underbrace{\bullet} \ldots \frac{\bullet}{*} \frac{\bullet}{*}, \text { we need } 2 w+2 \text { lines. }
$$

However, if it appears in the rightmost block then we need $2 w+1$ lines.
(5)

$$
l_{4}=1^{m} 0: \underbrace{\frac{\bullet \bullet}{\bullet \bullet} \frac{\bullet}{\bullet \bullet} \ldots \frac{\bullet \bullet}{\bullet \bullet}}_{m} \frac{\circ}{\circ}=\frac{\bullet \bullet}{\bullet} \underbrace{\bullet}_{m-2} \ldots \frac{\bullet}{*} \frac{\bullet}{* *} \text {, we need } 2 m+2 \text { lines. }
$$

As we have seen above, cases (2) and (5) always appear in the leftmost part of $n$, as a result, there is a vertical line which cannot be reduced in the leftmost bit in Miller's algorithm. All of the cases from (1) to (4) have a vertical line at the final bit. There are $m$ vertical lines in total which cannot be reduced in case (3). This is the worst case. Fortunately, in practically interesting cases, such as, when $n$ is Solinas number of the form $2^{a} \pm 2^{b} \pm 1[4,11]$, the cases $(01)^{m}$ are rare. Therefore, our refinement is more suitable for Solinas numbers than $B M X$ algorithms. The following algorithm is designed based on these rules to minimize the number of lines in Miller's algorithm. As usual, the initial value is $f_{1}=\frac{L_{P+R}}{L_{P, R}}$ or 1 .

Algorithm 4 (Refinement of $B M X$ algorithm).
Input: Elliptic curve $E$, integer $n=\left\{B_{t}, B_{t-1}, \ldots, B_{1}, B_{0}\right\}$ where $B_{j} \in\left\{\left(l_{0}, m_{0}\right),\left(l_{1}, m_{1}\right),\left(l_{2}, m_{2}\right)\left(l_{3}, w\right),\left(l_{4}, m_{4}\right),\left(l_{5}, m_{5}\right)\right\}$ and $m_{i}, w \in \mathbb{N}, w \geq 2$ and points $P, S \in E$ where $P$ has order $n$.
Output: $f=f_{n}(S)$.
$f \leftarrow f_{1} ; Z \leftarrow P ;$
for $j \leftarrow t$ down to 0 do
if $B_{j}=\left(l_{0}, m\right)$ then $\quad \triangleright$ case 1.
if $m$ is even then
$m \leftarrow m / 2 ;$
for $k \leftarrow 1$ to $m$ do

$$
f \leftarrow f^{4} \frac{L_{Z, Z}^{2}(S)}{L_{2 Z, Z Z}(-S)} ; Z \leftarrow 4 Z ;
$$

else
$m \leftarrow(m-1) / 2 ;$
for $k \leftarrow 1$ to $m$ do
$f \leftarrow f^{4} \frac{L_{Z, Z}^{2}(S)}{L_{2 Z, 2 Z}(-S)} ; Z \leftarrow 4 Z ;$
$f \leftarrow f^{2} \frac{L_{Z, Z}(S)}{L_{2 Z}(S)} ; Z \leftarrow 2 Z ;$
if $B_{j}=\left(l_{1}, m\right)$ then $\quad \triangleright$ case 2.

$$
\text { if } m=1 \text { then }
$$

$$
f \leftarrow f_{1}^{3} \frac{L_{P, P}(S) L_{2 P, P}(S)}{L_{2 P}(S) L_{3 P}(S)} ; Z \leftarrow 3 P ;
$$

else if $m=2$ then

$$
f \leftarrow f_{1}^{7} \frac{L_{P, P}^{2}(S) L_{2 P, P}^{2}(S) L_{6 P, P}(S)}{L_{2 P}^{2}(S) L_{3 P, 3 P}(-S) L_{7 P}(S)} ; Z \leftarrow 7 P ;
$$

else

$$
\begin{aligned}
& f \leftarrow f_{1}^{3} \frac{L_{P, P}(S) L_{2 P, P}(S)}{L_{2 P}(S)} ; Z \leftarrow 3 P \\
& \text { for } k \leftarrow 1 \text { to } m-2 \text { do } \\
& \quad f \leftarrow f_{1} f^{2} \frac{L_{2 Z, P}(S)}{L_{Z, Z}(-S)} ; Z \leftarrow 2 Z+P ; \\
& f \leftarrow f_{1} f^{2} \frac{L_{Z Z, P}(S)}{L_{Z, Z}(-S) L_{2 Z+P}(S)} ; Z \leftarrow 2 Z+P ;
\end{aligned}
$$

$$
\text { if } B_{j}=\left(l_{2}, m\right) \text { then } \quad \triangleright \text { case } 3 .
$$

for $k \leftarrow 1$ to $m$ do

$$
f \leftarrow f_{1} f^{4} \frac{L_{Z, Z}^{2}(S) L_{4 Z, P}(S)}{L_{2 Z, 2 Z}(-S) L_{4 Z+P}(S)} ; Z \leftarrow 4 Z+P
$$

$$
\text { if } \begin{aligned}
& B_{j}=\left(l_{3}, w\right) \text { then } \quad \text { case } 4 \text {. } \\
& \quad f \leftarrow f^{2} L_{Z, Z}(S) ; Z \leftarrow 2 Z ; \\
& \quad \text { for } k \leftarrow 1 \text { to } w-1 \text { do } \\
& \quad f \leftarrow f_{1} f^{2} \frac{L_{2 Z, P}(S)}{L_{Z, Z}(-S)} ; Z \leftarrow 2 Z+P \\
& \quad f \leftarrow f_{1} f^{2} \frac{L_{2 Z, P}(S)}{L_{Z, Z}(-S) L_{2 Z+P}(S)} ; Z \leftarrow 2 Z+P
\end{aligned}
$$

if $B_{j}=\left(l_{4}, m\right)$ then $\quad \triangleright$ case 5. if $m=1$ then

$$
f \leftarrow f_{1}^{6} \frac{L_{P, P}^{2}(S) L_{2 P, P}^{2}(S)}{L_{2 P}^{2}(S) L_{3 P, 3 P}(-S)} ; Z \leftarrow 6 P ;
$$

else
$f \leftarrow f_{1}^{3} \frac{L_{P, P}(S) L_{2 P, P}(S)}{L_{2 P}(S)} ; Z \leftarrow 3 P ;$
for $k \leftarrow 1$ to $m-1$ do $f \leftarrow f_{1} f^{2} \frac{L_{2 Z, P}(S)}{L_{Z, Z}(-S)} ; Z \leftarrow 2 Z+P ;$
$f \leftarrow f^{2} \frac{1}{L_{Z, Z}(-S)} ; Z \leftarrow 2 Z ;$
if $B_{j}=\left(l_{5}, m\right)$ then $\quad \triangleright$ case 6.
$f \leftarrow f^{2} L_{Z, Z}(S) ; Z \leftarrow 2 Z ;$
while $m \neq 1$ do

$$
f \leftarrow f_{1} f^{2} \frac{L_{2 Z, P}(S)}{L_{Z, Z}(-S)} ; Z \leftarrow 2 Z+P ; m \leftarrow m-1 ;
$$

$$
f \leftarrow f_{1}^{2} f^{4} \frac{L_{2 Z, P}^{2}(S)}{L_{Z, Z}^{2}(S) L_{2 Z+P, 2 Z+P(-S)}^{2}} ; Z \leftarrow 4 Z+2 P ;
$$

## return $f$

## 4. Analysis

We denote $N_{A l g}(n)$ to be the number of lines used by the algorithm $A l g$ with input integer $n$. For example, $N_{\text {Ref }}(n)$ is the number of lines used in our refinement. We will show $N_{R e f}(n) \leq N_{B M X-1}(n)$ in section 4.1 and $N_{R e f}(n) \leq N_{B M X-2}(n)$ in section 4.2. That is, our algorithm can reduce more lines than both of the $B M X$ algorithms. To simplify the analysis, we count the number of lines based on the
corresponding dot notations introduced in section 3. Suppose $n$ is a $k+1$ bits integer, that is $n=\sum_{i=0}^{k} b_{i} 2^{i}$ with $b_{k} \neq 0$, and we can segment $n$ into $t+1$ blocks, denoted as $\left\{B_{t}, B_{t-1}, \ldots, B_{0}\right\}$ where $B_{i} \in\left\{(01)^{m}, 01^{w}, 01^{m} 0,0^{m}, 1^{m} 0,1^{m}\right\}$, with $t \geq 0, m \geq 1$ and $w \geq 2$. Then $N_{\text {Ref }}(n)=\sum_{i=0}^{t} N_{R e f}\left(B_{i}\right)$ and $N_{B M X-2}(n)=$ $\sum_{i=0}^{t} N_{B M X-2}\left(B_{i}\right)$.
4.1. Comparison of $\boldsymbol{B M X} \mathbf{- 1}$ and the Refinement. There are four cases performed in $B M X-1$, namely $q_{j}=0, q_{j}=1, q_{j}=2$ and $q_{j}=3$. We will show that our refinement requires no more lines than $B M X-1$ in each case. Hence $N_{R e f}(n) \leq N_{B M X-1}(n)$.
(1) The case $q_{j}=(3)_{4}=(11)_{2}$ is obvious. There are six lines needed in $B M X-1$. In our refinement, the best location of $(11)_{2}$ is when it is part of $01^{m} 0,1^{m}$, $1^{m} 0$ and $01^{w}$, in these cases only four lines are needed. And the worst case is when $(11)_{2}$ located in the first block, which needs six lines. Note that our refinement and Miller's algorithm always neglect the leftmost bit, but $B M X-1$ must consider this bit. Therefore, $B M X-1$ needs 6 lines in this case.
(2) Four lines are required in the case $q_{j}=(2)_{4}=(10)_{2}$ when we perform $B M X-1$. The zero bit in $(10)_{2}$ can never be an isolate bit in our algorithm, and it will be reduced with the previous or the next bit, so that four lines are needed in our algorithm.
(3) Similarly, four lines are required in the case $q_{j}=(1)_{4}=(01)_{2}$ when we perform $B M X-1$. In our algorithm, it is part of the pattern $(01)^{m}$. We do it better when $(01)_{2}$ interlaces with $(10)_{2}$. For example, when $(01)_{2}$ is part of the pattern $(0110)_{2}$. In $B M X-1,(0110)_{2}$ will be reduced as

$$
\frac{\circ \bullet \bullet \bullet \bullet}{\circ} \frac{\circ}{\bullet \bullet} \frac{\circ}{\circ}=\frac{\circ \bullet \bullet}{* \bullet *}
$$

whereas it is reduced as

$$
\circ \frac{\bullet}{*} \frac{\bullet}{* *}
$$

in our refinement.
(4) The case $q_{j}=(0)_{4}=(00)_{2}$ is the most complicated one. We need to show that the isolate zero bits do not affect the total number of lines. By the way the bit sequence is divided into patterns, the isolate zero bits will appear in the block $\left(0^{2 r-1}\right)_{2}$ between $(\ldots 10)_{2}$ and $(01 \ldots)_{2}$, by the properties of the patterns we have described in session 3 , except that it is in the front or tail. Because there are odd number of zeros in $\left(0^{2 r-1}\right)_{2}$. If we encode the binary notation $[\ldots 10)\left(0^{2 r-1}\right)(01 \ldots]_{2}$ in tetral, then there are two possible cases to deal with the zero chain. One is to aggregate the leftmost zero bit to another zero bit which in the previous block, the other is to aggregate the rightmost zero bit to another zero bit which in the next block. In both cases, there are even number of zero bits remained. As we know, all the vertical lines of the even number zero bits can be reduced by $B M X$ 1 and our algorithm. Therefore, we can simplify $[\ldots 10)\left(0^{2 r-1}\right)(01 \ldots]_{2}$ to $[\ldots 10)(0)(01 \ldots]_{2}$. And it is easy to see that, we can do better than $B M X-1$ in the case of $[\ldots 110)(0)(011 \ldots]_{2}$. Therefore, we consider the two sub-cases
when dividing the sequence $[\ldots 010)(0)(010 \ldots]_{2}$.
(a)

$$
[\cdots \underline{10}(0) 0 \underline{10} \cdots]_{2}=[\cdots \underline{2} \underline{2} \cdots]_{4} \Rightarrow \ldots\left(\stackrel{\bullet \bullet}{\bullet \bullet} \frac{\circ}{\circ}\right)\left(\frac{\circ}{\circ} \frac{\circ}{\circ}-\frac{\bullet}{\circ}\left(\frac{\bullet \bullet}{\bullet} \frac{\circ}{\circ}\right) \cdots\right.
$$

$B M X-1$ reduces it to $" \ldots\left(\frac{\bullet \bullet}{\bullet *}\right)\left(\frac{0}{*}\right)\left(\frac{\bullet \bullet}{\bullet *}\right) \ldots$ ", and the number of
lines for the corresponding bits is ten.
The dot notation for the corresponding bits of our refinement is
$\left." \ldots \frac{\bullet}{* *}\right)\left(\frac{\circ}{\circ}\right)\left(\circ \frac{\bullet}{* *}\right) \ldots, "$ which has only nine lines.
Note that, if the location of the first one bit is $k-1$, then we need ten lines, too.
(b)

$$
(\ldots \underline{010}(0) \underline{01} \cdots)_{2}=(\ldots \underline{101} \ldots)_{4}=\ldots\left(\frac{0}{\circ} \frac{\bullet \bullet}{\bullet \bullet}\right)\left(\frac{0}{\circ} \frac{0}{\circ}\right)\left(\frac{0 \bullet \bullet}{\circ} \frac{0}{\bullet \bullet}\right) \ldots
$$

The dot notation for the corresponding bits of $B M X-1$ is

$$
" \ldots\left(\frac{0 \bullet}{* \bullet}\right)\left(\frac{0}{*}\right)\left(\frac{0^{\bullet}}{* \bullet}\right) \ldots ",
$$

and the number of lines of the corresponding bits is ten.
The dot notation for the corresponding bits of our refinement is

$$
" \ldots\left(\frac{0 \bullet}{* *}\right)\left(\frac{0}{0}\right)\left(\stackrel{\bullet}{*} \ldots " \text { or } " \ldots\left(\frac{0 \bullet}{* *}\right)\left(\frac{0}{0}\right)\left(\frac{0 \bullet}{* \bullet}\right) \ldots " .\right.
$$

Therefore, we need nine lines in the general cases and ten lines in the worst cases. Note that if the last one bit is the right most bit then the number of lines required in our refinement and $B M X-1$ is nine.
Since our refinement requires no more lines in each case, we have $N_{\text {Ref }}(n) \leq$ $N_{B M X-1}(n)$.
4.2. Comparison of $\boldsymbol{B M X} \mathbf{- 2}$ and the Refinement. Before the comparison, we describe the requirement of the number of lines for each bit of $n$ in $B M X-2$. It is easy to see that, every bit, $b_{i}$, needs two lines in the for loop. Before the iteration, $B M X-2$ needs only one line if the first bit, $b_{k-1}$, is zero, otherwise it needs three lines. And if the last bit, $b_{0}$, is zero, it needs one line. Therefore, we can compute the total number of lines of a sequence of bits. Based on the number of lines of our refinement by the corresponding dot notations in section 3, we summarize them in the following table.

Table 1. $N_{R e f}\left(B_{i}\right)$ and $N_{B M X-2}\left(B_{i}\right)$

| $B_{i}$ | $N_{B M X-2}\left(B_{i}\right)$ | $N_{B M X-2}\left(B_{t}\right)$ | $N_{\text {Ref }}\left(B_{i}\right)$ | $N_{\text {Ref }}\left(B_{0}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| $(01)^{m}$ | $4 m$ | $4 m-1$ | $4 m$ | $4 m-1$ |
| $01^{w}$ | $2 w+2$ | $\underline{2 w+1}$ | $\underline{2 w+2}$ | $2 w+1$ |
| $01^{m} 0$ | $2 m+4$ | $2 m+3$ | $2 m+2$ | $2 m+2$ |
| $0^{m}$ | $2 m$ | $\underline{2 m-1}$ | $\lceil m / 2\rceil \times 2$ | $m$ |
| $1^{m} 0$ | - | $\underline{2 m+2}$ | $\underline{2 m+3}$ | $2 m+2$ |
| $1^{m}$ | - | $\underline{2 m+1}$ | $\underline{2 m+2}$ | $2 m+1$ |

From those underlined items in Table 1, we have $N_{R e f}\left(B_{t}\right)=N_{B M X-2}\left(B_{t}\right)+$ 1 , when $B_{t} \in\left\{01^{w}, 0,1^{m} 0,1^{m}\right\}$ and $1 \leq t$. For the remaining blocks, we have $N_{R e f}\left(B_{i}\right) \leq N_{B M X-2}\left(B_{i}\right)$ for $0 \leq i<t$. Therefore,

$$
\sum_{i=0}^{t-1} N_{R e f}\left(B_{i}\right) \leq \sum_{i=0}^{t-1} N_{B M X-2}\left(B_{i}\right) .
$$

If $B_{t} \notin\left\{01^{w}, 0,1^{m} 0,1^{m}\right\}$ or $t=0$ then we have

$$
N_{R e f}(n)=\sum_{i=0}^{t} N_{R e f}\left(B_{i}\right) \leq \sum_{i=0}^{t} N_{B M X-2}\left(B_{i}\right)=N_{B M X-2}(n)
$$

Therefore, to show $N_{R e f}(n) \leq N_{B M X-2}(n)$ with integer $n$ segmented into $t+1$ blocks $\left\{B_{t}, B_{t-1}, \ldots, B_{0}\right\}$ where $B_{t} \in\left\{01^{w}, 0,1^{m} 0,1^{m}\right\}$ and $1 \leq t$, we only need to prove $\sum_{i=0}^{t-1} N_{\text {Ref }}\left(B_{i}\right)<\sum_{i=0}^{t-1} N_{B M X-2}\left(B_{i}\right)$ since $N_{R e f}\left(B_{t}\right)=N_{B M X-2}\left(B_{t}\right)+1$. First we show the following two properties.
(1) If $B_{k}=01^{m} 0$ for some $k$ and $0 \leq k \leq t$ then $N_{R e f}(n) \leq N_{B M X-2}(n)$.
(2) If $B_{k} \in\left\{(01)^{m}, 01^{w}\right\}$ for some $k$ and $0 \leq k<t$ then $\sum_{i=0}^{t-1} N_{\text {Ref }}\left(B_{i}\right)<$ $\sum_{i=0}^{t-1} N_{B M X-2}\left(B_{i}\right)$.
Property (1) can be verified by a straightforward calculation. We prove the case for $B_{k}=(01)^{m}$ in (2) as follows. The other case, $B_{k}=01^{w}$, can be proved similarly.

As we have seen in Table 1, if $1 \leq t$ and $B_{0} \in\left\{(01)^{m}, 01^{w}, 01^{m} 0,0^{m}\right\}$ then we have $N_{\text {Ref }}\left(B_{0}\right)<N_{B M X-2}\left(B_{0}\right)$. Therefore, suppose $j$ is the minimal index such that $B_{j}=(01)^{m}$. If $j=0$ then we are done. Otherwise, by the properties stated in section $3, B_{j-1} \in\left\{01^{w}, 01^{m} 0\right\}$. If $j-1=0$ or $B_{j-1}=01^{m} 0$ then we have $\sum_{i=0}^{t-1} N_{R e f}\left(B_{i}\right)<\sum_{i=0}^{t-1} N_{B M X-2}\left(B_{i}\right)$. Otherwise, $B_{j-1}=01^{w}$, and $B_{j-2} \in\left\{01^{w},(01)^{m}, 01^{m} 0\right\}$. Since $j$ is the minimal index for $B_{j}=(01)^{m}$, $B_{j-2} \in\left\{01^{w}, 01^{m} 0\right\}$. Therefore, we are left with only two cases $B_{0}=01^{w}$ and $B_{l}=01^{m} 0$ for some $l$ and $0 \leq l \leq j-2$. Both of them we have $\sum_{i=0}^{t-1} N_{R e f}\left(B_{i}\right)<$ $\sum_{i=0}^{t-1} N_{B M X-2}\left(B_{i}\right)$, if there exists $B_{k}=(01)^{m}$ for some $k$ and $0 \leq k<t$.

Now we are ready to show $N_{\text {Ref }}(n) \leq N_{B M X-2}(n)$ when $n$ is segmented into $t+1$ blocks $\left\{B_{t}, B_{t-1}, \ldots, B_{0}\right\}$ with $1 \leq t$ and $B_{t} \in\left\{01^{w}, 0,1^{m} 0,1^{m}\right\}$. As we have known, if $B_{t} \in\left\{01^{w}, 0,1^{m}\right\}$ then $B_{t-1} \in\left\{(01)^{m}, 01^{w}, 01^{m} 0\right\}$. From properties (1) and (2), we have $N_{R e f}(n) \leq N_{B M X-2}(n)$. And if $B_{t}=(01)^{m}$ then $B_{t-1} \in$ $\left\{01^{w}, 01^{m} 0\right\}$. Based on the same argument we have $N_{\text {Ref }}(n) \leq N_{B M X-2}(n)$.
4.3. Examples. We give three examples to show the strength of our refinement. The first two examples come from [4]. $B M X-1(B M X-2)$ has a good result in the first example (respectively, the second example). We will use the best of $B M X-1$ and $B M X-2$ to compare with our refinement. The third example shows that our refinement is better than both of $B M X-1$ and $B M X-2$. We shorten the symbols $L_{a P, b P}, L_{a P}$ as $L_{a, b}, L_{a}$ respectively, and denote $L_{a P, b P}(-S)$ as $\bar{L}_{a, b}$. In the following tables, "o" stands for Miller's algorithm, "i" stands for BMX-1, "ii" stands for $B M X-2$, "iii" stands for our refinement and "NL" stands for the number of lines required in the corresponding algorithm.

Example 4.1. Compute $f_{257}$ :

| $n:$ | $257=(100000001)_{2}=(10001)_{4} \Rightarrow\left\{\left(l_{0}, 6\right),\left(l_{2}, 1\right)\right\}$ | NL |
| :--- | :--- | :--- |
| o: | $f_{1}^{257} \frac{L_{1,1}^{128}}{L_{2}^{128}} \frac{L_{2,2}^{64}}{L_{4}^{64}} \frac{L_{4,4}^{32}}{L_{8}^{32}} \frac{L_{8,8}^{16}}{L_{16}^{16}} \frac{L_{16,16}^{8}}{L_{32}^{8}} \frac{L_{32,32}^{4}}{L_{64}^{4}} \frac{L_{64,64}^{2}}{L_{128}^{2}} \frac{L_{128,128}^{2}}{L_{256}} \frac{L_{256,1}}{L_{257}}$ | 17 |
| i: | $f_{1}^{257} \frac{L_{1,1}^{128}}{\bar{L}_{2,2}^{64}} \frac{L_{4,4}^{32}}{\bar{L}_{8,8}^{16}} \frac{L_{16,16}^{8}}{\bar{L}_{32,32}^{4}} \frac{L_{64,64}^{2}}{\bar{L}_{128,128}} \frac{L_{256,1}}{L_{257}}$ | 9 |
| iii: | $f_{1}^{257} \frac{L_{1,1}^{128}}{\bar{L}_{2,2}^{64}} \frac{L_{4,4}^{32}}{\bar{L}_{8,8}^{16}} \frac{L_{16,16}^{8}}{\bar{L}_{32,32}^{4}} \frac{L_{64,64}^{2}}{\bar{L}_{128,128}^{2}} \frac{L_{256,1}}{L_{257}}$ | 9 |

Example 4.2. Compute $f_{191}$ :

| $n$ : | $191=(10111111)_{2} \Rightarrow\left\{\left(l_{3}, 6\right)\right\}$ | NL |
| :---: | :---: | :---: |
| o: | $f_{1}^{191} \frac{L_{1,1}^{64}}{L_{2}^{64}} \frac{L_{2,2}^{32}}{L_{4}^{32}} \frac{L_{4,1}^{32}}{L_{5}^{32}} \frac{L_{5,5}^{16}}{L_{10}^{16}} \frac{L_{10,1}^{16}}{L_{11}^{16}} \frac{L_{11,11}^{8}}{L_{22}^{8}} \frac{L_{22,1}^{8}}{L_{23}^{8}} \frac{L_{23,23}^{4}}{L_{46}^{4}} \frac{L_{44}^{4}}{L_{3}^{4}}$ | 25 |
| ii: | $f_{1}^{191} L_{1,1}^{64} \frac{L_{4,1}^{32}}{\bar{L}_{2,2}^{32}} \frac{L_{10,1}^{16}}{L_{5,5}^{16}} \frac{L_{22,1}^{8}}{\bar{L}_{11,11}^{8}} \frac{L_{46,1}^{4}}{\bar{L}_{23,23}^{4}} \frac{L_{94,1}^{2}}{\bar{L}_{47,47}^{2}} \frac{L_{190,1}}{L_{95,95}}$ | 13 |
| iii: | $f_{1}^{191} L_{1,1}^{64} \frac{L_{4,1}^{32}}{L_{2,2}^{32}} \frac{L_{10,1}^{10}}{\bar{L}_{5,5}^{16}} \frac{L_{2,5}^{8}}{\bar{L}_{11,11}^{8}} \frac{L_{46,1}^{4}}{\bar{L}_{23,23}^{4}} \frac{L_{94,1}^{2}}{\overline{L_{47,47}^{2}}} \frac{L_{190,1}}{\overline{L_{95,95} L_{191}}}$ | 13 |

Example 4.3. Compute $f_{1567}$ :

| $n:$ | $1567=(11000011111)_{2}=(120133)_{4} \Rightarrow\left\{\left(l_{3}, 1\right),\left(l_{0}, 2\right)\left(l_{3}, 5\right)\right\}$ | NL |
| :--- | :--- | :--- |

o: $\quad f_{1}^{1567} \frac{L_{1,1}^{512}}{L_{2}^{512}} \frac{L_{2,1}^{512}}{L_{3}^{512}} \frac{L_{3,3}^{256}}{L_{6}^{256}} \frac{L_{6,6}^{128}}{L_{12}^{128}} \frac{L_{12,12}^{64}}{L_{24}^{64}} \frac{L_{24,24}^{32}}{L_{48}^{32}} \frac{L_{48,48}^{16}}{L_{96}^{16}} \frac{L_{96,1}^{16}}{L_{97}^{16}} \frac{L_{97,97}^{8}}{L_{194}^{8}} \frac{L_{194,1}^{8}}{L_{195}^{8}} \frac{L_{195,195}^{4}}{L_{390}^{4}} \frac{L_{390,1}^{4}}{L_{391}^{4}}$
$\frac{L_{391,391}^{2}}{L_{782}^{2}} \frac{L_{782,1}^{2}}{L_{783}^{2}} \frac{L_{783,783}}{L_{1566}} \frac{L_{1566,1}}{L_{1567}}$
i: $\quad f_{1}^{1567} \frac{L_{1,1}^{512}}{L_{2}^{512}} \frac{L_{2,1}^{512}}{\bar{L}_{3,3}^{565}} \frac{L_{6,6}^{128}}{\bar{L}_{12,12}^{64}} \frac{L_{48,48}^{32}}{\bar{L}_{4,24}^{16}} \frac{L_{96,1}^{16}}{L_{97}^{16}} \frac{L_{97,97}^{8}}{L_{194}^{8}} \frac{L_{194,1}^{8}}{\bar{L}_{195,195}^{4}} \frac{L_{390,1}^{4}}{L_{391}^{4}} \frac{L_{391,391}^{2}}{L_{782}^{2}} \frac{L_{782,1}^{2}}{L_{783,783}} \frac{L_{1566,1}}{L_{1567}} \quad 21$
ii: $\quad f_{1}^{1567} \frac{L_{1,1}^{512} L_{2,1}^{512}}{L_{2}^{512}} \frac{L_{6}^{256}}{\bar{L}_{3,3}^{256}} \frac{L_{12}^{128}}{\frac{L_{6,6}}{128}} \frac{L_{24}^{64}}{\bar{L}_{12,12}^{64}} \frac{L_{48}^{32}}{\bar{L}_{24,24}^{32}} \frac{L_{96,1}^{16}}{\bar{L}_{48,48}^{16}} \frac{L_{194,1}^{8}}{L_{97,97}^{8}} \frac{L_{390,1}^{4}}{\bar{L}_{195,195}^{4}} \frac{L_{782,1}^{2}}{\bar{L}_{391,391}^{2}} \frac{L_{1566,1}}{\bar{L}_{783,783}} \quad 21$
iii: $\quad f_{1}^{1567} \frac{L_{1,1}^{512}}{L_{2}^{512}} \frac{L_{2,1}^{512}}{L_{3,3}^{256}} \frac{L_{6,6}^{128}}{L_{12,12}^{64}} L_{24,24}^{32} \frac{L_{96,1}^{16}}{L_{48,48}^{16}} \frac{L_{994,1}^{8}}{\bar{L}_{97,97}^{8}} \frac{L_{390,1}^{4}}{\bar{L}_{195,195}^{4}} \frac{L_{782,1}^{2}}{\overline{L_{391,391}^{2}}} \frac{L_{1566,1}}{\overline{L_{783,783} L_{1567}}} \quad 17$
There is a typo of "Compute $f_{191}$ " in [4] where $f_{1}^{191} h_{1,1}^{64} \frac{h_{4,1}^{32}}{\bar{h}_{2,2}^{32}} \frac{h_{5,5}^{16}}{h_{10}^{16}} \frac{h_{10,1}^{16}}{h_{5,5}^{16}} \frac{h_{22,1}^{8}}{\bar{h}_{11,11}^{8}} \frac{h_{46,1}^{4}}{\bar{h}_{23,23}^{4}}$ $\frac{h_{94,1}^{2}}{\overline{h_{47,47}^{2}}} \frac{h_{190,1}}{\bar{h}_{95,95}}$ should be $f_{1}^{191} h_{1,1}^{64} \frac{h_{4,1}^{32}}{\bar{h}_{2,2}^{2}} \frac{h_{10,1}^{16}}{\bar{h}_{5,5}^{16}} \frac{h_{2,1}^{8}}{\bar{h}_{11,11}^{8}} \frac{h_{46,1}^{4}}{\bar{h}_{23,23}^{4}} \frac{h_{94,1}^{2}}{\bar{h}_{47,47}^{2}} \frac{h_{190,1}^{2}}{\bar{h}_{95,95}}$.

## 5. Concluding Remarks

We have proposed a refinement to the $B M X$ algorithms. Roughly speaking, our refinement can reduce more vertical lines than $B M X-1$ ( $B M X-2$ ) by an amount of $H(n)\left(H_{0}(n)\right.$, respectively) in the best cases. Therefore, the saving in the number of multiplications of our algorithm is more than that of the $B M X$ algorithms. Moreover, if $n$ is a Solinas number then our refinement has better performance than
$B M X$ algorithms. We believe that our refinement is optimal in the sense that no other segment of the order $n$ can reduce more lines.
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## 6. Appendix A

Algorithm 5 (Segmentation).
Input: Integer $n=\sum_{i=0}^{m} b_{i} 2^{i}$ with $b_{i} \in\{0,1\}$ and $b_{m}=1$.
Output: $\left\{B_{i}, B_{i-1}, \ldots, B_{0}\right\}, B_{t} \in\left\{l_{0}, l_{1} \ldots, l_{5}\right\} \times \mathbb{N}$.
Function Tracker $(x, y)$
while $x \neq m$ and $b_{x} \neq y$
do $x \leftarrow x+1$;
if $x=m$ then return $\mathbf{- 1}$
else return $x$
$i \leftarrow 0 ; j \leftarrow 0 ; k \leftarrow 0 ;$
while $j<m-1$ do if $\left(b_{j+1}, b_{j}\right)=(0,0)$ then $\quad \triangleright$ case 1 .
$k \leftarrow \operatorname{Tracker}(j+2,1) ;$
if $k=-1$ then
$B_{i} \leftarrow\left(l_{0}, m-j\right) ; j \leftarrow m ;$
else
$B_{i} \leftarrow\left(l_{0}, k-j-1\right) ; j \leftarrow k-1 ; i \leftarrow i+1 ;$

```
    if \(\left(b_{j+1}, b_{j}\right)=(0,1)\) then \(\quad \triangleright\) case 2.
    if \(i-1>0\) and \(B_{j-1}=\left(l_{2}, \alpha\right)\) then
            \(B_{i-1} \leftarrow\left(l_{2}, \alpha+1\right) ; j \leftarrow j+2 ;\)
            if \(j=m\) then \(i \leftarrow i-1\);
        else
            \(B_{i} \leftarrow\left(l_{2}, 1\right) ; j \leftarrow j+2 ;\)
            if \(j \neq m\) then \(i \leftarrow i+1\);
    if \(\left(b_{j+1}, b_{j}\right)=(1,0)\) then \(\quad \triangleright\) case 3.
        \(k \leftarrow \operatorname{Tracker}(j+2,0) ;\)
        if \(k=-1\) then
            \(B_{i} \leftarrow\left(l_{4}, m-j-1\right) ; j \leftarrow m ;\)
        else
            \(B_{i} \leftarrow\left(l_{5}, k-j-1\right) ; j \leftarrow k+1 ;\)
            if \(j \neq m\) then \(i \leftarrow i+1\);
        if \(\left(b_{j+1}, b_{j}\right)=(1,1)\) then \(\quad \triangleright\) case 4.
        \(k \leftarrow \operatorname{Tracker}(j+2,0) ;\)
        if \(k=-1\) then
            \(B_{i} \leftarrow\left(l_{1}, m-j\right) ; j \leftarrow m ;\)
    else
        \(B_{i} \leftarrow\left(l_{3}, k-j\right) ; j \leftarrow k+1 ;\)
        if \(j \neq t\) then \(i \leftarrow i+1\);
end-while;
if \(j=m\) then return \(\left\{B_{i}, B_{i-1}, \ldots, B_{0}\right\}\)
else if \(b_{m-1}=1\) then \(B_{i} \leftarrow\left(l_{1}, 1\right)\);
    else \(B_{i} \leftarrow\left(l_{0}, 1\right)\);
return \(\left\{B_{i}, B_{i-1}, \ldots, B_{0}\right\}\)
```
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