
A method of construction of balanced functions

with optimum algebraic immunity

Abstract

Because of the recent algebraic attacks, a high algebraic immunity
is now an absolutely necessary (but not sufficient) property for Boolean
functions used in stream ciphers. A difference of only 1 between the
algebraic immunities of two functions can make a crucial difference with
respect to algebraic attacks. Very few examples of (balanced) functions
with high algebraic immunity have been found so far. These examples
seem to be isolated and no method for obtaining such functions is known.
In this paper, we introduce a general method for proving that a given
function, in any number of variables, has a prescribed algebraic immunity.
We deduce an algorithm for generating balanced functions in any odd
number of variables, with optimum algebraic immunity. We also give
an algorithm, valid for any even number of variables, for constructing
(possibly) balanced functions with optimum (or, if this can be useful, with
high but not optimal) algebraic immunity. We also give a new example of
an infinite class of such functions. We study their Walsh transforms. To
this aim, we completely characterize the Walsh transform of the majority
function.

Keywords: Boolean Function, Algebraic attack, Algebraic immunity.

1 Introduction

The two main models of pseudo-random generators using Boolean functions in
stream ciphers - the combiner model, in which the outputs to several LFSRs
are combined by the nonlinear Boolean function to produce the keystream,
and the filter model, in which the content of some of the flip-flops in a single
(longer) LFSR constitute the input to the function - have been the objects of a
lot of cryptanalyses. This has led to design criteria for these functions, mainly:
balancedness, a high algebraic degree, a high nonlinearity and, in the case of the
combiner model, a high correlation immunity (the filter model is theoretically
equivalent to the combiner model, but the attacks do not work similarly on
each system). A recent attack uses the fact that it is possible to obtain a very
over-defined system of multivariate nonlinear equations whose unknowns are the
bits of the initialization of the LFSR(s). This improvement of an idea due to C.
Shannon [29] uses the existence of low degree multiples of the nonlinear function.
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It is called algebraic attack [5, 14, 17, 18, 15, 25, 27] and has deeply modified the
situation with Boolean functions in stream ciphers. Given a Boolean function
f on n variables, different kinds of scenarios related to low degree multiples of
f have been studied in [18, 27]. The core of the analysis is to find out minimum
(or low) degree nonzero annihilators of f or of 1 + f , that is, functions g such
that f ∗ g = 0 or (1 + f) ∗ g = 0, where ”∗” is the multiplication of functions
inheritated from the multiplication in F2.

Since the introduction of algebraic attacks on stream ciphers [18], the re-
search of Boolean functions that can resist them has not given fully satisfactory
results. It has produced only a small number of examples (if we exclude those
results of [9] which may be false; see how these results have been modified in
[6]) and no method for obtaining such functions. The two main results are:
1. In [19], an iterative construction of a 2k-variable Boolean function with alge-
braic immunity provably equal to k (that is, optimal). The produced function
has been further studied in [13]. It has very high algebraic degree and there
exists an algorithm giving a very fast way (whose complexity is linear in the
number of variables) of computing the output to the function, given its input.
But the function is not balanced and its nonlinearity is weak.
2. In [20] and [9], examples of symmetric functions (that is, of functions whose
outputs depend only on the Hamming weight of their input) achieving optimum
algebraic immunities. Being symmetric, they present a risk if attacks using this
peculiarity can be found in the future. Moreover, they do not have high non-
linearities either.
Last but not least drawback of all these functions: they do not behave well with
respect to fast algebraic attacks [3, 15, 8]: see [2, 21].

In the present paper, we completely change the situation by giving in Section
3 a general way of proving that a given function has algebraic immunity at least
k, where k is any integer upper bounded by dn

2 e, leading to a way of designing
Boolean functions, which can be balanced, and whose algebraic immunity is at
least k. We deduce that any function, whose value at every vector of weight
strictly smaller than n/2 (n even) is null (resp. equals 1), and whose value at
every vector of weight strictly greater than n/2 equals 1 (resp. is null), has
algebraic immunity n/2. This is the first example of a class of functions with
optimal algebraic immunity, which includes many elements for every (even)
number of variables1. However, these functions are not much different from
symmetric functions and we also show that they cannot have good nonlinearity.
We then specify our general construction to obtain an algorithm for designing
numerous functions in even number of variables n and with optimal algebraic
immunity n/2, among which exist balanced functions. We also exhibit an infinite
class of such functions. We study the Walsh transforms of these functions in
Section 6: we completely characterize the Walsh transform of the majority
function and we deduce the Walsh transforms of these functions.

1It has been independently shown in [4] that some functions of this class have optimum
algebraic immunity (in a slightly stronger sense). These functions have a property similar to
the existence of a linear structure, which is a potential weakness.

2



2 Preliminaries

A Boolean function on n variables is a mapping from Fn
2 into F2, the finite

field with two elements. We denote by Bn the set of all n-variable Boolean
functions. The basic representation of a Boolean function f(x1, . . . , xn) is by
the output column of its truth table, i.e., a binary string of length 2n, f =
[f(0, 0, . . . , 0), f(1, 0, . . . , 0), f(0, 1, . . . , 0), f(1, 1, . . . , 0), . . . , f(1, 1, . . . , 1)].

The Hamming weight wt(f) of a Boolean function f on n variables is the
weight of this string, that is, the size of the support supp(f) = {x ∈ Fn

2 ; f(x) =
1} of the function. The Hamming distance d(f, g) between two Boolean func-
tions f and g is the Hamming weight of their difference f + g (by abuse of
notation, we use + to denote the addition in F2, i.e., the XOR). We say that
a Boolean function f is balanced if its truth table contains an equal number of
1’s and 0’s, that is, if its Hamming weight equals 2n−1.

The truth table does not give an idea of the algebraic complexity of the
function. This is why another representation is used. Any Boolean function
has a unique representation as a multivariate polynomial over F2, called the
algebraic normal form (ANF),

f(x1, . . . , xn) =
∑

I⊆{1,...,n}

aI

∏
i∈I

xi,

where the aI ’s are in F2. The algebraic degree, deg(f), is the number of variables
in the highest order term with non zero coefficient.
A Boolean function is affine if it has degree at most 1 and the set of all affine
functions is denoted by An.

Boolean functions used in cryptographic systems must have high nonlinearity
to withstand linear and correlation attacks [22, 10]. The nonlinearity of an n-
variable function f is its distance from the set of all n-variable affine functions,
i.e.,

nl(f) = min
g∈An

(d(f, g)).

This parameter can be expressed by means of the Walsh transform. Let x =
(x1, . . . , xn) and a = (a1, . . . , an) both belonging to Fn

2 and x · a = x1a1 + . . . +
xnan. Let f(x) be a Boolean function on n variables. Then the Walsh transform
of f(x) is an integer valued function over Fn

2 which is defined as

Wf (a) =
∑

x∈F n
2

(−1)f(x)+x·a.

A Boolean function f is balanced if and only if Wf (0) = 0. The nonlinearity of
f is given by nl(f) = 2n−1 − 1

2 maxa∈F n
2
|Wf (a)|.

Any Boolean function should have also high algebraic degree to be crypto-
graphically secure [22]. In fact, it must keep high degree even if a few output
bits are modified. In other words, it must have high nonlinearity profile [12].

Another notion plays a role for the combiner model. A function is m-resilient
(respectively m-th order correlation immune) if and only if its Walsh transform
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satisfies Wf (a) = 0, for 0 ≤ wt(a) ≤ m (respectively 1 ≤ wt(a) ≤ m). Any
combining function should be highly resilient to withstand correlation attacks
[30].

Recently, it has been identified that any combining or filtering function
should not have a low degree multiple. More precisely, it is shown in [18] that,
given any n-variable Boolean function f , it is always possible to get a Boolean
function g with degree at most dn

2 e such that f ∗ g has degree at most dn
2 e.

While choosing a function f , the cryptosystem designer should avoid that the
degree of f ∗ g falls much below dn

2 e with a nonzero function g whose degree
is also much below dn

2 e. Indeed, otherwise, resulting low degree multivariate
relations involving key/state bits and output bits of the combining or filtering
function f allow a very efficient attack [18]. In fact, as observed in [27], it is
enough to check that f and f +1 do not admit nonzero annihilators of such low
degrees.

Definition 1 Given f ∈ Bn, define AN(f) = {g ∈ Bn| f ∗ g = 0}. Any
function g ∈ AN(f) is called an annihilator of f .

To check that a function has good algebraic immunity, it is necessary and suffi-
cient to check that f and f +1 do not admit nonzero annihilators of low degrees.
Indeed, if f or f +1 has an annihilator g of low degree d, then f ∗g either is null
or equals g and therefore has degree at most d; conversely, if we have f ∗ g = h
where g 6= 0 and where g and h have degrees at most d, then either g = h, and
then g is an annihilator of f + 1, or g 6= h, and we have then f ∗ g = h ∗ g
by multiplying both terms of the equality f ∗ g = h by g, which proves that
f ∗ (g + h) = 0 and shows that g + h is a nonzero annihilator of f of degree at
most d.

Definition 2 Given f ∈ Bn, the algebraic immunity of f is the minimum degree
of all nonzero annihilators of f or f + 1. We denote it by AI(f).

Note that AI(f) ≤ deg(f), since f ∗ (1 + f) = 0. Note also that the algebraic
immunity and the degree, as well as the nonlinearity, are affine invariant (i.e.
are invariant under composition by an affine automorphism). Because of the
observation made in [18] and recalled above, we have AI(f) ≤ dn

2 e.
If a function has optimal algebraic immunity dn/2e with n odd, then it is

balanced. If it has low nonlinearity, then it must have a low value of AI(f),
whatever is n (see [13]). This implies that if one chooses a function with good
value of AI(f), this will automatically provide a nonlinearity which is not low.
However, it does not assure that the nonlinearity is very high. Hence, the alge-
braic immunity property takes care of three fundamental properties of a Boolean
function, balancedness, algebraic degree and nonlinearity (and more generally
nonlinearity profile, see [12]), but it does this incompletely in the case of non-
linearity (and also in the case of balancedness when n is even).

As shown in [3, 15, 8, 2], a high algebraic immunity is a necessary but not
sufficient condition for robustness against all kinds of algebraic attacks. Indeed,

4



suppose that one can find g of low degree and h 6= 0 such that f ∗ g = h, then,
even if h has not low degree, a fast algebraic attack is feasible if the degree of
h is not too high, see [15, 5, 24]. This has been exploited in [16] to present an
attack on SFINKS [7]. Since f ∗ g = h implies f ∗ h = f ∗ f ∗ g = f ∗ g = h, we
see that h is then an annihilator of f +1 and its degree is then at least equal to
the algebraic immunity of f . This means that having high algebraic immunity
is not a property that allows resisting all kinds of algebraic attacks, but that it
is a necessary condition for a resistance to fast algebraic attacks as well.

3 The general method

The idea of our method is simple but efficient. We use the fact that, if a function
has degree strictly less than k and if it is null on a flat of dimension at least k,
except maybe at one vector of this flat, then it must be null on the whole flat.
We can exploit this idea for the annihilators of f and f + 1: to show that f
has no nonzero annihilator of degree strictly less than k, we can try to exhibit
a sequence of flats of dimensions at least k, such that each of them contains at
most one vector lying outside the support of f and outside all those flats which
come previously in the sequence (if any), and such that with such vectors, we
cover all the complement of the support of f . This leads to the following:

Proposition 1 Let k be any positive integer such that k ≤ dn/2e. A sufficient
condition for a function f to have no non-zero annihilator of degree strictly less
than k is that there exists a sequence of flats (i.e. of affine subspaces of Fn

2 )
(Ai)1≤i≤r of dimensions at least k, such that:

∀i ≤ r, card(Ai \ [supp(f) ∪
⋃
i′<i

Ai′ ]) ≤ 1 (1)

Fn
2 \ supp(f) ⊆

⋃
i≤r

Ai. (2)

Proof: Relation (1) allows proving by induction on i that any annihilator g of
degree at most k− 1 of f is null on Ai for every i, since we know that, for every
flat A of dimension at least k, we have

∑
x∈A g(x) = 0. Then (2) shows that g

must be null on Fn
2 . �

We obtain by applying Proposition 1 to f and to f +1 (exhibiting a sequence
of flats (Ai)1≤i≤r for f and a sequence of flats (A′

i)1≤i≤r for f + 1) a sub-class
of the class of functions with algebraic immunity at least k. We do not know
if this sub-class is in fact the whole class and we leave it as an open problem.
Note that both classes are affine invariant.

Example 1 The simplest known example of a function with optimal algebraic
immunity (whatever is n) is the majority function, which takes value 1 at all
vectors of weights at least n/2 (that is, at least dn/2e) and 0 at all the other
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vectors2. For instance, let us take n = 5. The support of the majority function
is then the set of vectors of weights at least 3. We consider an annihilator of
degree at most 2. By hypothesis, it is null at every vector of weight at least 3.
We look for a sequence of flats Ai of dimensions at least 3 and such that, at
each step, it contains exactly one new vector of weight at most 2, and which
covers the set of all vectors of weights at most 2. We can take the set of all
flats of the form {x ∈ Fn

2 /supp(a) ⊆ supp(x)} where a has weight at most 2
and where the order on the a’s is by decreasing weights (whatever is the or-
der for a fixed weight). By induction we see that the annihilator is also null
at every vector of weight at most 2 and therefore is trivial. We look also for
a sequence of flats A′

j of dimension at least 3 and such that, at each step, it
contains exactly one new vector of weight at least 3, and which covers the set
of all vectors of weight at least 3. We can take the set of all vector spaces of the
form {x ∈ Fn

2 /supp(x) ⊆ supp(a)} where a has weight at least 3 and where the
order on the a’s is by increasing weights.
In the general case, we can take for the A′

j ’s the vector spaces {x ∈ Fn
2 / supp(x) ⊆

supp(a)} where a ranges over the set of vectors of weights at least k = dn/2e,
the order being by increasing weights (with any order for vectors of the same
weight), and for the Ai’s the flats {x ∈ Fn

2 / supp(a) ⊆ supp(x)} where a ranges
over the set of vectors of weights at most n − k, the order being by decreasing
weights. Then, for every i, the set Ai \

⋃
i′<i Ai′ being a subset of Ai, the set

Ai \ [supp(f)∪
⋃

i′<i Ai′ ] is a singleton if Ai has dimension n−k, and otherwise
Ai \

⋃
i′<i Ai′ equals the singleton containing the vector of minimum weight in

Ai. Similarly, for every j, the set A′
j \

⋃
j′<j A′

j′ being a subset of A′
j , the set

A′
j \ [supp(f +1)∪

⋃
j′<j A′

j′ ] is a singleton if A′
j has dimension k, and otherwise,

A′
j \

⋃
j′<j A′

j′ equals the singleton containing the vector of maximum weight in
A′

j . �

Remark 1 The flats in Example 1 are the simplest possible ones that can be
used in Proposition 1: the flats A′

i are the vector spaces of equations xj = 0
(where j ranges over a set depending on i and of size at most bn/2c) and the
flats Ai are their translates by the vector (1, . . . , 1). �

Open problems:
1. Find an example of application of Proposition 1 to a function f (resp. to the
function f +1) in which some flats Ai (resp. A′

i) are vector spaces and some are
not, and which leads to a function affinely inequivalent to the majority function.
2. Find an example of application of Proposition 1 in which some of the flats
Ai and A′

i have equations of the form xj + xk = ε (ε ∈ F2) and which is
not affinely equivalent to functions related through Proposition 1 to flats of
equations xj = ε. Note that, more generally, the Ai’s can be chosen as the cosets
of the kernels of linear mappings φ : Fn

2 → Fm
2 where m ≤ bn/2c; for instance,

2Another possible choice of a majority function, which has been considered in [20], takes
value 1 at all vectors of weights strictly greater than n/2; when n is even, this gives a function
which is different, but which equals f(x + (1, . . . , 1)) + 1 where f is the majority function
considered here; this alternate majority function is therefore affine equivalent to f + 1.
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using the structure of the field F2n , some of the flats Ai, A
′
j could have equations

trn/m(ax) = b, where m ≥ 2 is a divisor of n, trn/m(x) =
∑n/m−1

i=0 x2im

, a ∈ F2n

and b ∈ F2m . �

4 Constructing functions with optimum algebraic
immunity, in odd numbers of variables

In [1], A. Canteaut has observed that, if a balanced function f in an odd num-
ber n of variables admits no non-zero annihilator of degree at most n−1

2 , then it
has optimum algebraic immunity n+1

2 (this means that we do not need to check
also that f + 1 has no non-zero annihilator of degree at most n−1

2 for showing
that f has optimum algebraic immunity). For self-completeness, let us recall
the reasons why this is true. Consider the Reed-Muller code of length 2n and of
order n−1

2 . This code is self-dual (i.e. is its own dual) [26]. Let G be a generator
matrix of this code. Each column of G is labeled by a vector of Fn

2 . Saying
that f has no non-zero annihilator of degree at most n−1

2 is equivalent to saying
that the matrix obtained by selecting those columns of G corresponding to the
elements of the support of f has full rank

∑n−1
2

i=0

(
n
i

)
= 2n−1. Since f has weight

2n−1, this is also equivalent to saying that the support of the function is an in-
formation set, that is (assuming for simplicity that the columns corresponding
to the support of f are the 2n−1 first ones), that we can take G = (Id |M).
Then the complement of the support of f is also an information set (otherwise
there would exist a vector (z | 0), z 6= 0, in the code and this is clearly impossible
since G is also a parity-check matrix of the code).

This simplifaction in the research of functions with optimum algebraic im-
munity leads to the following algorithm:

Algorithm

1. For i from 1 to 2n−1:
- choose an n+1

2 -dimensional flat Ai such that the set Ai \ [
⋃

i′<i Ai′ ] is
non-empty and has minimum size among all n+1

2 -dimensional flats having
this property;
- choose a vector ai in Ai \ [

⋃
i′<i Ai′ ];

2. Output the function whose support equals {ai, 1 ≤ i ≤ 2n−1}.

If, for 2n−1 times, we can apply step 1, then we end up with a balanced function
with optimum algebraic immunity, according to Proposition 1 and to Canteaut’s
result. The condition that the set Ai \ [

⋃
i′<i Ai′ ] has minimum size optimizes

the probability that this can be possible.
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5 Constructing functions with optimum algebraic
immunity, in even numbers of variables

Note that, if the support S of a function (in any number of variables) satisfying
the hypotheses of Proposition 1 contains a k-dimensional flat A (resp. is disjoint
of a k-dimensional flat A), then if we take off one vector belonging to A from S
(resp. if we include such vector in S), we obtain a function which still satisfies
the hypotheses of Proposition 1: we can consider this flat as being the first item
of the sequence of the Ai’s (resp. the A′

i’s) and shift all the other flats in the same
sequence (r, resp. s, being increased by 1). This can be applied iteratively. In
the case that n is even, this implies that the method of Proposition 1 illustrated
in Example 1 works more generally for any function taking value 0 at all vectors
of weights strictly smaller than n/2 and value 1 at all vectors of weights strictly
greater than n/2, whatever are its values at the vectors of weight n/2.

Corollary 1 Let f be any function in an even number of variables n, such that
f(x) = 0 if wt(x) < n/2 and f(x) = 1 if wt(x) > n/2 (or conversely). Then f
has optimum algebraic immunity n/2.

Remark 2 A similar result has been independently obtained in [4] and is com-
plementary of ours. The functions obtained there are those of Corollary 1
above, such that the set of vectors of weight n/2 in their support is stable
under translation by (1, . . . , 1). They satisfy then a somewhat stronger condi-
tion and are potentially more robust against algebraic attacks. Note that they
all have the property that f(x + (1, . . . , 1)) = f(x) + 1 if wt(x) 6= n/2 and
f(x + (1, . . . , 1)) = f(x) if wt(x) = n/2. This looks like a linear structure (a
function f has the linear structure a if f(x+a) equals f(x) plus a constant, see
[23, 11]) though it is different; it may however be a weakness. �

Some of the functions of Corollary 1 are balanced. We show in Section 6 that
these functions cannot have good nonlinearities.
These functions are not symmetric, but they are almost symmetric in the sense
that their outputs vary, for a given fixed weight, only when this weight is n/2.
This may be a weakness (see [2]). We shall give below further examples which
do not present such almost symmetry.

In the case that n is even, it has been observed in [9] that the function equal
to the majority function for input vectors of weights at most n − 1 and null at
the vector of weight n has optimum algebraic immunity. This is quite obvious
with Proposition 1: we can take the same flats Ai and A′

j as for the majority
function, since A1 contains the vector of weight n and vectors of weights between
n/2 and n− 1, that is, belonging to the support of the function.
In fact, a much more general result can be stated.

Corollary 2 Let n be even and let a1, . . . , a( n
n/2) be an ordering of the set

of all vectors of weight n/2 in Fn
2 . For every i ∈

{
1, . . . ,

(
n

n/2

)}
, let us de-

note by Ai the flat {x ∈ Fn
2 / supp(ai) ⊆ supp(x)} and by A′

i the vector space
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{x ∈ Fn
2 / supp(x) ⊆ supp(ai)}. Let I, J and K be three disjoint subsets of{

1, . . . ,
(

n
n/2

)}
. Assume that, for every i ∈ I, there exists a vector bi 6= ai such

that bi ∈ Ai \
⋃

i′∈I;i′<i Ai′ . Assume that, for every i ∈ J , there exists a vector
ci 6= ai such that ci ∈ A′

i \
⋃

i′∈J;i′<i A′
i′ . Then the function whose support

equals:

{x ∈ Fn
2 / wt(x) > n/2} ∪ {ci, i ∈ J} ∪ {ai, i ∈ I ∪K} \ {bi, i ∈ I}

has algebraic immunity n/2.

Proof: Let the sequence of the flats Ai of Proposition 1 begin with the flats
Ai described above for i ∈ I and be completed by all the other flats {x ∈
Fn

2 / supp(a) ⊆ supp(x)}, ordered by decreasing weights of the vectors a of
weights at most n/2. Let the sequence of the flats A′

i begin with the vector
spaces A′

i described above for i ∈ J and be completed by all the other vector
spaces {x ∈ Fn

2 / supp(x) ⊆ supp(a) ordered by increasing weights of the vectors
a of weights at least n/2. Then, as for Example 1, the hypotheses of Propo-
sition 1 are satisfied. The only differences with Example 1 are that, for any
i ∈ I, the set Ai \ [supp(f) ∪

⋃
i′<i Ai′ ] equals {bi} and for any i ∈ J , the set

A′
i \ [supp(f + 1) ∪

⋃
i′<i A′

i′ ] equals {ci}. �

An alternate way of presenting the construction of Corollary 2 is, after choos-
ing an ordering of the set of vectors of weight n/2 in Fn

2 and two disjoint subsets
I, J of

{
1, . . . ,

(
n

n/2

)}
, allow bi ∈ Ai, i ∈ I (resp. ci ∈ A′

i, i ∈ J) to have also

weight n/2 (that is, to be equal to ai). The support of the constructed function
equals then the union of {x ∈ Fn

2 / wt(x) > n/2} ∪ {ci, i ∈ J} \ {bi, i ∈ I} and
of a set of vectors of weight n/2, including all the vectors ai such that bi has
not weight n/2 and excluding all those such that ci has not weight n/2. Note
that, whatever is the ordering of the set of vectors of weight n/2 in Fn

2 , there
is then, at each step, a possible choice of the vectors bi and ci since in any case
choosing bi = ai and ci = ai satisfies the condition that bi ∈ Ai \

⋃
i′∈I;i′<i Ai′

(resp. ci ∈ A′
i \

⋃
i′∈J;i′<i A′

i′). Hence, this viewpoint leads to an algorithm for
constructing (possibly balanced) functions in even number n of variables with
algebraic immunity n/2:

Algorithm

• Choose two positive integers k ≤ l ≤
(

n
n/2

)
;

• For i ranging from 1 to k, choose a vector ai of weight n/2, different from
a1, . . . , ai−1, and a vector bi such that supp(ai) ⊆ supp(bi) and ∀i′ < i,
supp(a′i) 6⊆ supp(bi);

• For i ranging from k + 1 to l, choose a vector ai of weight n/2, different
from a1, . . . , ai−1, and a vector ci such that supp(ci) ⊆ supp(ai) and
∀k + 1 ≤ i′ < i, supp(ci) 6⊆ supp(a′i);
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• Output the function whose support equals {x ∈ Fn
2 / wt(x) > n/2} \

{bi, i = 1, . . . , k} ∪ {ai, i = 1, . . . , k} ∪ {ci, i = k + 1, . . . , l}.

The weight of the function equals 2n−1− 1
2

(
n

n/2

)
, plus the number of bi of weight

n/2, plus l − k.
The number of functions with optimal algebraic immunity that we can obtain
this way is difficult to evaluate, but it seems large. It is upper bounded by(
21+n/2

)( n
n/2), but this upper bound is approximately in Ω

(
2
√

n√
2π

2n/2
)

, and is

therefore asymptotically huge. Note that it is easy to produce balanced func-
tions with this method.

In [9] is asserted that the function whose support equals the union of the
set of vectors of weight n/2− 4 and of the set of vectors of weights at least n/2
except those of weight n/2 + 4 has optimum algebraic immunity. This result is
probably false (see a correct version in [6]), but it is true up to some (even) value
of n which has to be determined. We give now an example of an infinite class of
functions, among which some differ slightly from the function just mentioned,
and for which we can prove that the algebraic immunity equals n/2, thanks to
Corollary 2. In this example, the ordering on the set of vectors of weight n/2
plays no role.

Corollary 3 Let n be even and let u be any nonzero vector of weight less than
n/2 in Fn

2 . Let f be any function whose support contains:
1. all vectors of weights strictly greater than n/2, except those of weight wt(u)+
n/2 and whose supports contain the support of u,
2. all vectors of weight n/2 − wt(u) and whose supports are disjoint of the
support of u,
3. all vectors of weight n/2 and whose supports are disjoint of the support of u,
4. any additional vectors of weight n/2 and whose supports neither are disjoint
of the support of u nor contain it.
Then f has algebraic immunity n/2.

Proof: For every vector a of weight n/2 and whose support is disjoint of the
support of u, let ba = a ∨ u be the vector whose support equals the union of
those of a and u. Obviously, ba has weight wt(u) + n/2 and its support con-
tains the support of u. For every vector a of weight n/2 and whose support
contains the support of u, let ca = a \ u be the vector whose support equals
the difference between those of a and u. Obviously, ca has weight n/2 − wt(u)
and its support is disjoint of the support of u. For two distinct vectors a and
a′ of weight n/2 and whose supports are disjoint of the support of u, we have
supp(a′) 6⊆ supp(ba), and for two distinct vectors a and a′ of weight n/2 and
whose supports contain the support of u, we have supp(ca) 6⊆ supp(a′). Corol-
lary 2, applied with Ai = {x ∈ Fn

2 / supp(ai) ⊆ supp(x)}, where ai is the
i-th vector of weight n/2 in some predetermined order (any order will work),
A′

i = {x ∈ Fn
2 / supp(x) ⊆ supp(ai)}, bi = ai ∨ u, ci = ai \ u, and taking for I

the indices of those vectors ai whose supports are disjoint of the support of u,
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for J the indices of those vectors ai whose supports contain the support of u,
and for K the indices of some extra vectors ai, proves then that f has algebraic
immunity n/2. �

Notation: We shall denote by fL the function described in Corollary 1, where
L is the set of those vectors of weight n/2 at which fL takes value 1, and by
fu,L the function described in Corollary 3, where L is the set of those vectors of
weight n/2, whose supports neither are disjoint of the support of u nor contain
it, and at which fu,L takes value 1.

Note that fu,L is not symmetric (it is “less” symmetric than fL, in the sense
that its distance to symmetric functions is greater). It can be balanced too:

Lemma 1 For every nonzero vector u of weight less than n/2 and every subset
L of the set of those vectors of weight n/2, whose supports neither are disjoint of
the support of u nor contain it, the weight of function fu,L equals 2n−1− 1

2

(
n

n/2

)
+(

n−wt(u)
n/2

)
+ |L|. Hence, fu,L is balanced if and only if |L| = 1

2

(
n

n/2

)
−

(
n−wt(u)

n/2

)
.

Given u 6= 0, there always exists such L.

Proof: The number of those vectors corresponding to case 1 in Corollary 3
equals

∑n
i=1+n/2

(
n
i

)
−

(
n−wt(u)

n/2

)
= 2n−1 − 1

2

(
n
i

)
−

(
n−wt(u)

n/2

)
; the number of

those corresponding to case 2 equals
(

n−wt(u)
n/2−wt(u)

)
=

(
n−wt(u)

n/2

)
and the number of

those corresponding to case 3 equals this same number. Hence, the number of
those corresponding to cases 1-3 equals 2n−1 − 1

2

(
n

n/2

)
+

(
n−wt(u)

n/2

)
. The number

|L| of those vectors corresponding to case 4 in Corollary 3 can be any non-
negative number upper bounded by

(
n

n/2

)
−

(
n−wt(u)

n/2

)
−

(
n−wt(u)

n/2−wt(u)

)
=

(
n

n/2

)
−

2
(
n−wt(u)

n/2

)
. Hence, a necessary and sufficient condition for the existence of

a balanced function fu,L is that 1
2

(
n

n/2

)
−

(
n−wt(u)

n/2

)
≥ 0 since we have then

1
2

(
n

n/2

)
−

(
n−wt(u)

n/2

)
≤

(
n

n/2

)
− 2

(
n−wt(u)

n/2

)
. And this condition is satisfied since

1
2

(
n

n/2

)
=

(
n−1
n/2

)
. �

6 Study of the Walsh transforms of the con-
structed functions

We study now the Walsh spectra of the functions fL and fu,L. In Appendix, we
determine the Walsh spectrum of the majority function f (only its nonlinearity
was investigated in [20]). The following lemma is obvious.

Lemma 2 Let L be any set of vectors of weight n/2. Let fL be the function
in an even number of variables n whose support equals the union of the set
{x ∈ Fn

2 / wt(x) > n/2} and of L (see Corollary 1). Let a be any vector and let
i = wt(a). Then

WfL
(a) = (−1)i+1Wf (a)− 2

∑
x∈L

(−1)a·x

11



where f is the majority function (whose support equals {x ∈ Fn
2 / wt(x) ≥ n/2}).

We can see now that all functions fL have bad nonlinearities. Indeed, according
to [20], we know that the maximum of |Wf (a)| is achieved when a has weight
1, that is, nl(f) = 2n−1 − 1

2 |Wf (a)| with wt(a) = 1. We have, for every vector

a of weight 1: Wf (a) = −(n/2 + 1)
((

n−1
n/2+1

)
−

(
n−1
n/2

))
= 2

(
n−1
n/2

)
, according to

[20] or to Lemma 4 (see Appendix). We also have
∑

wt(a)=1

∑
x∈L(−1)a·x =∑

x∈L(n − 2wH(x)) = 0. Hence, there exists at least one vector a of weight
1 such that

∑
x∈L(−1)a·x < 0 and the nonlinearity of fL is worse than the

nonlinearity of f .

Lemma 3 Let u be any nonzero vector of weight less than n/2 and L any set
of vectors of weight n/2 whose supports neither are disjoint of the support of u
nor contain it. Let fu,L be the function described in Corollary 3. Let a be any
vector and let i = wt(a). Then:
- if i is even, then Wfu,L

(a) equals

(−1)i+1Wf (a)− 2
∑

x∈F n
2 /wt(x)=n/2

supp(u)∩supp(x)=∅

(−1)a·x − 2
∑
x∈L

(−1)a·x,

- if i = wt(a) is odd and a · u = 0, then it equals

(−1)i+1Wf (a) + 2
∑

x∈F n
2 /wt(x)=n/2

supp(u)∩supp(x)=∅

(−1)a·x − 2
∑
x∈L

(−1)a·x,

- if i = wt(a) is odd and a · u = 1, then it equals

(−1)i+1Wf (a)− 6
∑

x∈F n
2 /wt(x)=n/2

supp(u)∩supp(x)=∅

(−1)a·x − 2
∑
x∈L

(−1)a·x.

Proof: The value at a ∈ Fn
2 of the Walsh transform of the indicator of vectors of

weights strictly greater than n/2 being equal to (−1)i+1Wf (a), where i = wt(a),
the Walsh transform of fu,L equals

(−1)i+1Wf (a) + 2
∑

x∈F n
2 /wt(x)=n/2+wt(u)
supp(u)⊆supp(x)

(−1)a·x

−2
∑

x∈F n
2 /wt(x)=n/2−wt(u)

supp(u)∩supp(x)=∅

(−1)a·x − 2
∑

x∈F n
2 /wt(x)=n/2

supp(u)∩supp(x)=∅

(−1)a·x − 2
∑
x∈L

(−1)a·x

= (−1)i+1Wf (a) + 2
∑

x∈F n
2 /wt(x)=n/2

supp(u)∩supp(x)=∅

[
(−1)a·(x+u) − (−1)a·(x+u) − (−1)a·x

]
−2

∑
x∈L

(−1)a·x,

12



where x = x + (1, . . . , 1). Indeed, for every vector x ∈ Fn
2 , the condition

(wt(x) = n/2+wt(u) and supp(u) ⊆ supp(x)) is equivalent to (wt(x+u) = n/2
and supp(u) ∩ supp(x + u) = ∅) and the condition (wt(x) = n/2 − wt(u) and
supp(u) ∩ supp(x) = ∅) is equivalent to (wt(x) = n/2 + wt(u) and supp(u) ⊆
supp(x)).
If wt(a) is even, then we have (−1)a·(x+u)−(−1)a·(x+u)−(−1)a·x = −(−1)a·x. If
wt(a) is odd, then we have (−1)a·(x+u)−(−1)a·(x+u)−(−1)a·x = 2(−1)a·(x+u)−
(−1)a·x. And if a · u = 0, then we have 2(−1)a·(x+u) − (−1)a·x = (−1)a·x; if
a ·u = 1, then we have 2(−1)a·(x+u)− (−1)a·x = −3(−1)a·x. This completes the
proof. �

Note that the argument used for proving that the functions fL have bad non-
linearities does not show that the functions fu,L cannot have good nonlinearities
either: for every reals λ and µ, we have

n∑
i=0

λ
∑

x∈F n
2 /wt(x)=n/2

supp(u)∩supp(x)=∅

(−1)a·x + µ
∑
x∈L

(−1)a·x

 =

λ
∑

x∈F n
2 /wt(x)=n/2

supp(u)∩supp(x)=∅

(n− 2wH(x)) + µ
∑
x∈L

(n− 2wH(x)) = 0.

Hence, there exists at least one vector a of weight 1 such that the number
λ

∑
x∈F n

2 /wt(x)=n/2
supp(u)∩supp(x)=∅

(−1)a·x + µ
∑
x∈L

(−1)a·x is negative. But in the formulae of

Lemma 3, the values of λ and µ differ according to whether a · u is null or
not.

We leave as an open problem the difficult question of determining whether
some of the balanced functions fu,L can achieve high nonlinearities and be robust
against fast algebraic attacks.
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Appendix:

Lemma 4 Let n be even. Set ω = e4π
√
−1/n and ω′ = e4π

√
−1/(n+2). The

Walsh transform of the majority function f equals, if wt(a) is even:

Wf (a) = −
min(wt(a),n/2)∑

j=0

(−1)j

(
wt(a)

j

)(
n− wt(a)
n/2− j

)

= 2− 2
n

n/2−1∑
j=0

(1− ωj)wt(a)(1 + ωj)n−wt(a);

and if wt(a) is odd:

Wf (a) = −n/2 + 1
wt(a)

min(wt(a),n/2+1)∑
j=0

(−1)j

(
wt(a)

j

)(
n− wt(a)

n/2 + 1− j

)

=
n/2 + 1
wt(a)

− 1
wt(a)

n/2∑
j=0

(1− ω′
j)wt(a)(1 + ω′

j)n−wt(a).

Proof: We know that, for every vector a of weight i 6= 0, we have

Wf (a) = −2
n∑

k=n/2

Kk(i, n) (3)

where Kk is the so-called Krawtchouk polynomial (see [26, Page 151]) defined
by

Kk(X, n) =
n∑

j=0

(−1)j

(
X

j

)(
n−X

k − j

)
, k = 0, 1, . . . n, (4)

since it is known that ∑
wt(x)=k

(−1)a·x = Kk(i, n).

The Krawtchouk polynomials can also be defined by means of their generating
function [28]: for all integer i ∈ {0, . . . , n} and z ∈ C,

n∑
k=0

Kk(i, n)zk = (1− z)i(1 + z)n−i. (5)
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• If i is even, then we have Kn−k(i, n) = Kk(i, n). Hence we have Wf (a) =
−

∑n
k=0 Kk(i, n)−Kn/2(i, n) = −Kn/2(i, n) (if i > 0), according to Relation (5)

applied with z = 1. Note that this had been already observed in [20] (the sign
was opposite since the majority function considered there was different from the
one considered here).
We deduce now an expression which can be easier to use, in some cases. We
have

∑n/2−1
j=0

∑n
k=0 Kk(i, n)ωjk =

∑n
k=0 Kk(i, n)(

∑n/2−1
j=0 ωjk) = n

2 K0(i, n) +
n
2 Kn(i, n) + n

2 Kn/2(i, n) = n
2 (2 + Kn/2(i, n)). We deduce, using Relation (5),

that Wf (a) = 2− 2
n

∑n/2−1
j=0 (1− ωj)i(1 + ωj)n−i.

• If i is odd, then the method (that we shall present whatever is the evenness
of i) is slightly more complex: we know (see [26, Page 152]) that, for every
k = 0, . . . , n− 2 and every i = 0, . . . , n we have:

(k + 2)Kk+2(i, n)− kKk(i, n) = n[Kk+1(i, n)−Kk(i, n)]− 2iKk+1(i, n). (6)

Summing up Relation (6) with k ranging from n/2 to n− 2 gives:

nKn(i, n) + (n− 1)Kn−1(i, n)− (
n

2
+ 1)Kn/2+1(i, n)− n

2
Kn/2(i, n) =

n
[
Kn−1(i, n)−Kn/2(i, n)

]
− 2i

 n∑
k=n/2

Kk(i, n)−Kn(i, n)−Kn/2(i, n)

 .

We deduce:
n∑

k=n/2

Kk(i, n) =

n/2 + 1
2i

Kn/2+1(i, n) +
2i− n/2

2i
Kn/2(i, n) +

2i− n

2i
Kn(i, n) +

1
2i

Kn−1(i, n) =

n/2 + 1
2i

Kn/2+1(i, n) +
2i− n/2

2i
Kn/2(i, n),

using that, for all i, we have K0(i, n) = 1,K1(i, n) = n − 2i and Kn−k(i, n) =
(−1)iKk(i, n), and therefore Kn(i, n) = (−1)i, Kn−1(i, n) = (−1)i(n − 2i). In
the case i is even, we checked that we obtain this way the same result as above.
Let us consider now the i odd case. We have Kn/2(i, n) = 0 and we deduce:

Wf (a) = −2
n∑

k=n/2

Kk(i, n) = −n/2 + 1
i

Kn/2+1(i, n).

We have:∑n/2
j=0

∑n
k=0 Kk(i, n)ω′jk =

∑n
k=0 Kk(i, n)(

∑n/2
j=0 ω′

jk) = (n/2 + 1)K0(i, n) +
(n/2 + 1)Kn/2+1(i, n) = (n/2 + 1)(1 + Kn/2+1(i, n)).
We deduce, using Relation (5):
Wf (a) = n/2+1

i − 1
i

∑n/2
j=0(1− ω′

j)i(1 + ω′
j)n−i. �
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Note that the Walsh spectrum of the function (considered in [20]) which takes
value 1 at all vectors of weights strictly greater than n/2 equals the opposite of
that of f when wt(a) is even and equals that of f when wt(a) is odd.

18


