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#### Abstract

The first distinguishing, forgery and second preimage attacks on step-reduced HMAC-SHA-1 have recently been presented by Kim et al. In this note we report on ongoing work to improve their data complexity and present new attacks on HMAC-SHA-1 covering more steps. Additionally, we show how a collision-based technique can be used to reduce the key entropy of NMAC-SHA-1. Finally we comment on the applicability of the used techniques for analyzing a recent randomized hashing proposal. We expect the improvements as well as the new key entropy reduction technique to be applicable to HMAC and NMAC instantiated with other hash functions of the MD4 family as well.


## 1 Introduction

HMAC [1] is a widely used message authentication code (MAC). In the pioneering work of Kim et al. [5] first distinguishing attacks, forgery and second preimage attacks on HMAC instantiated with full or step-reduced MD4, MD5, HAVAL, SHA-0 and SHA-1 are presented. Clearly, the case where HMAC is instantiated with SHA-1 is the most relevant one in practice since HMAC-SHA-1 is heavily used. Even more so, since NIST supports HMAC-SHA-1 also after 2010, whereas SHA-1 as a hash function will not be supported by NIST anymore [7].

We present improvements of this work by lowering the data complexity and extending the attack to more steps of HMAC-SHA-1. This note is not meant to be self-contained. For an introduction and description of the general attacks and differential attacks, we refer the reader to section 1-3 of [5]. Unless stated otherwise, we also adopt definitions and notation of [5].

In Section 2 of this note, we outline the idea behind the improvements. These improvements are subsequently applied to distinguishing attacks, forgery attacks, and second preimage attacks on HMAC-SHA-1 with a reduced number of steps in sections 3,4 , and 5 , respectively. In Section 6 we briefly describe a new way to reduce the key entropy of NMAC using a chosen message attack, and
apply it to step-reduced NMAC-SHA-1. We comment on the applicability of our results on a randomized hashing proposal in Section 7. Finally, we summarize and conclude in Section 8.

## 2 Improving the data complexity of existing attacks

Kim et al. present two novel types of distinguishers for HMAC. Differential distinguisher and rectangle distinguisher. As it will turn out in later sections that for HMAC-SHA-1, differential distinguishers are better suited than rectangle distinguishers, we will stick to that setting unless noted otherwise.

### 2.1 Add linear relations between message bits

The attacks by Kim et al. fix only the difference of the message pairs. Our approach is now to impose also conditions on the messages in order to obtain a higher probability for the differential. It was already observed in the early analysis of SHA [3] that some conditions for following the characteristic can be expressed as linear relations between the message bits. By choosing only messages that satisfy these relations, we reduce the degrees of freedom we have, but we improve the probability to find a collision, see also [6, Section 3].

Subsequently, we illustrate the improvement by considering the different step transformations in the compression function of SHA-1. Characteristics for SHA1 are built up of disturbances and their corresponding local collisions. Their probability and hence their contribution to the data complexity of distinguishers depends on the bit position in the word and the steps they cover. The reason is that the 3 -input Boolean function $f$ being used in the step transformation of SHA-1 changes with every round (group of 20 steps). Table 1 illustrates the different cases. The column 'total' refers to the number of conditions in the case where no relations between message bits are assumed. For all steps and for all bit positions it is possible to improve the results by fixing some relations between message bits (shown in column 'reduced'). The number of useful relations is actually the difference between both numbers. Note that Table 1 is simplified in the sense that local collisions at the border between rounds are not considered.

As an example, we can lower the data complexity for distinguishing 34 -step HMAC-SHA-1 using the same characteristic as presented in [5] from $2^{53}$ chosen messages to $2^{32}$ chosen messages. More details of this example are given in Section 4. For an overview of other results using this technique, refer to Table 3.

### 2.2 Add impact of less probable characteristics to improve the probability of the differential

In [5], it is noted that it is computationally infeasible to "sum the square of the probability of all differentials with message difference $\alpha$ ". Subsequently some experiments are mentioned to obtain a lower bound for this probability.

Table 1. Number of conditions for a local collision. Note that the given figures only hold if the five steps after the disturbance are within the same round.

| bit position | function | total | reduced |
| :---: | :---: | :---: | :---: |
| $0,2, \ldots, 30$ | $f_{I F}$ | 9 | 5 |
| 1 | $f_{I F}$ | 7 | 5 |
| 31 | $f_{I F}$ | 7 | 4 |
| $0,2, \ldots, 30$ | $f_{X O R}$ | 6 | 4 |
| 1 | $f_{X O R}$ | 3 | 2 |
| 31 | $f_{X O R}$ | 4 | 3 |
| $0,2, \ldots, 30$ | $f_{M A J}$ | 9 | 4 |
| 1 | $f_{M A J}$ | 6 | 4 |
| 31 | $f_{M A J}$ | 7 | 4 |

To obtain better estimates for the probability of all differentials with message difference $\alpha$, we derive better lower bounds for one differential. The techniques first presented in [6] prove to be useful. By considering less probable characteristics because of carries, an analytical method is derived to calculate a better lower bound for the probability of a differential in the SHA-1 compression function. As an example consider the forgery attack on 37 -step HMAC-SHA-1 described in Section 4. By considering the better lower bounds using the methods described above, we expect the forgery attack to be successful already after $2^{66}$ instead of $2^{68}$ chosen messages.

## 3 Revisiting distinguishing attacks on HMAC-SHA-1

Kim et al. present two novel types of distinguishers for HMAC. Differential distinguisher and rectangle distinguisher. In our analysis it turns out that differential distinguishers are better suited than rectangle distinguishers for HMAC-SHA-1. Nevertheless, to facilitate comparison, we give our results for both types.

### 3.1 Differential distinguishers

We first consider differential distinguishers. In Table 7 we give a suitable 53step characteristic with probability $2^{-98}$. For a reasonable success rate of the distinguisher, we need $2^{2} \cdot q^{-1}$ chosen messages [5], where $q$ is the probability of the used differential. An estimate for the data complexity of a distinguishing attack on HMAC-SHA-1 reduced to 53 steps would hence be $2^{100}$ chosen messages. By allowing also less probably characteristics for the same differential (see Section 2.2), the total probability is improved by a factor of 3. Thus the final estimate for the required chosen messages is about $2^{98.5}$.

### 3.2 Rectangle distinguishers

In Table 6 we give a 50 -step characteristic with probability $2^{-72}$ suitable for a rectangle distinguisher. If we consider only one characteristic, the feed-forward
operation amounts for another factor of $2^{-6}$. A very conservative estimate for the data complexity of a distinguishing attack on HMAC-SHA-1 reduced to 50 steps would hence be $2^{159.5}$ chosen messages.

Note that by removing 7 steps at the end of the characteristic, we can compare this distinguisher with the 43 -step distinguisher presented in Kimet al. Instead of $2^{154.9}$ chosen messages, we need only $2^{132.5}$ which is an improvement by a factor of $2^{22.4}$. Allowing more characteristics and more differentials will give better lower bounds for their probability. However, we do not expect better results than using the differential distinguisher presented in Section 3.1.

## 4 Revisiting forgery attacks on HMAC-SHA-1

The characteristic used for the forgery attack on 34 -step HMAC-SHA- 1 is given in the first 34 steps of Table 6 . The characteristic has a probability of $2^{-31}$. Since the characteristic is optimized for 50 and not for 34 steps, we can still improve the probability. By rotating the characteristic by 2 bit positions to the right, we can improve the probability to $2^{-30}$. Rotating is possible because of two reasons. Firstly, the linear code describing the SHA-1 message expansion is invariant with respect to word rotation. Secondly, the characteristic requires a linear behavior of the modular addition with respect to differences. Hence the probability is always $>0$, but the position within the word might change the probability. As a result, $2^{32}$ chosen messages are enough for a forgery attack with reasonable success probability.

As with the distinguishing attacks, the attack works only for $50 \%$ of the key space, since one condition in the chaining variable input to $h_{2}$ needs to be fulfilled. Note that the same analysis also applies to the 34 -step attack given by Kim et al.

Due to the improvements in data complexity, it is possible to describe a forgery attack for a (reduced) HMAC-SHA-1 with more steps. In Table 5, we give a suitable 37 -step characteristic with probability $2^{-66}$ which results in a forgery attack using $2^{68}$ chosen messages. By allowing also less probably characteristics for the same differential (see Section 2.2), the total probability is improved by a factor of 4 . Thus the final estimate for the required chosen messages is about $2^{66}$.

## 5 Revisiting second preimage attacks on HMAC-SHA-1

For a second preimage attack on 53 -step HMAC-SHA-1, we can reuse the characteristic presented in Table 7. However, since we do not have control over the signs of the differences, the probability is lower bounded by $2^{-153}$. Again we gain a factor of 3 by allowing less probably characteristics for the same differential as well. Hence the probability to generate a second preimage when given a first preimage by this attack can be estimated to be $q=2^{-151.5}$.

Note that the success probability of the second preimage attacks given above assume a single block (before padding). The longer the message, the higher the
success probability of this second preimage attack. If $k$ is the number of message blocks of the first preimage, the actual probability to find a second preimage is $q \cdot(k-1)$.

## 6 On key recovery attacks on NMAC

In this section we describe a new method to use chosen messages to reduce the key entropy of NMAC when instantiated with a specific cryptographic hash function. NMAC can be described as follows:

$$
\begin{equation*}
N M A C\left(k_{1}, k_{2}, m\right)=h\left(k_{2}, h\left(k_{1}, m\right)\right) \tag{1}
\end{equation*}
$$

The proposed key recovery attack on NMAC consists of two phases:

1. Online phase: in a chosen-message scenario, the attacker asks for $b$ ( $\mathrm{m}, \mathrm{NMAC}(\mathrm{m})$ ) pairs under the same unknown key of length $2 l$. Analyzing the results, $c$ linear relations between bits of $k_{1}$ are deduced.
2. Offline phase: The rest of the key is guessed in a brute force manner.

The attack is more efficient than brute force, if $b+2^{l-c}$ is smaller than $2^{l}$. Subsequently the online phase is described in more detail. Before that, some definitions are needed.

Let $\Gamma$ be a set of linear relations between bits in $k_{1}$, and let $p_{\Gamma}$ be the probability that a $k_{1}$ picked from a uniform distribution satisfies these linear relations. Likewise, let $\Delta$ be a set of linear relations in $m$.

Let $q$ be the probability that there is a collision at the output of the first application of $h$ if $m$ and $m+\alpha$ are input under the assumption that the unknown $k_{1}$ satisfies $\Gamma$ and $m$ satisfies $\Delta$. We write

$$
\begin{equation*}
q=\operatorname{Pr}\left(h\left(k_{1}, m\right)+h\left(k_{1}, m+\alpha\right)=0 \mid k_{1} \in \Gamma, m \in \Delta\right) . \tag{2}
\end{equation*}
$$

Note that the probability to observe a colliding MAC is higher, namely $q+$ $(1-q) \cdot 2^{-l}$. Likewise we define $q^{\prime}$ as the probability for the case that $k_{1}$ does not satisfy the relations given by $\Gamma$.

$$
\begin{equation*}
q^{\prime}=\operatorname{Pr}\left(h\left(k_{1}, m\right)+h\left(k_{1}, m+\alpha\right)=0 \mid k_{1} \notin \Gamma, m \in \Delta\right) . \tag{3}
\end{equation*}
$$

1. Collect $b$ MAC pairs under the unknown key with chosen messages $m$ and $m+\alpha$ where $m \in \Delta$.
2. If we observe at least one colliding MAC pair, then $k_{1} \in \Gamma$ with probability $1-\epsilon_{1}$. If we do not observe a colliding MAC pair, then $k_{1} \notin \Gamma$ with probability $1-\epsilon_{2}$.
3. Note that $\epsilon_{1}$ is small if $q^{\prime}$ is small and $2^{-l}$ is negligible. $\epsilon_{2}$ can be derived by the approach described in $\left[5\right.$, Section 6]. $\epsilon_{2}$ can be made sufficiently small by choosing a high enough $b . b=2 \cdot q^{-1}$ is enough for practical purposes. For the attack it is important that $q \gg q^{\prime}$ to ensure a small $\epsilon_{1}$. Note that given a sufficiently small $\epsilon_{2}, \epsilon_{1}$ can be estimated to be $q^{\prime} / q$. For simplicity we subsequently assume both $\epsilon_{1}$ and $\epsilon_{2}$ to be zero.
4. If $k_{1} \in \Gamma$, the possible key space is reduced by a factor $p_{\Gamma}^{-1}$. If $k_{1} \notin \Gamma$, the possible key space is reduced by a factor $\left(1-p_{\Gamma}\right)^{-1}$. For a given $p_{\Gamma}$ the reduction of key entropy is hence

$$
\begin{equation*}
p_{\Gamma} \cdot \log _{2}\left(p_{\Gamma}\right)+\left(1-p_{\Gamma}\right) \cdot \log _{2}\left(1-p_{\Gamma}\right) \tag{4}
\end{equation*}
$$

bits. Thus the expected reduction in key entropy in this step is at most one bit.

The above described key entropy reduction technique can be applied for any number $c$ of triples $\left(\alpha_{i}, \Gamma_{i}, \Delta_{i}\right)$. To optimize the computational complexity of recovering the full key we choose $c$ such that $2^{l-c}>2 \cdot \sum_{i=1}^{c} q_{i}^{-1}$. Note that this assumes the relations between bits in $k_{1}$ (i.e. $\Gamma$ ) to be linearly independent.

It remains to be described how to find triples $\left(\alpha_{i}, \Gamma_{i}, \Delta_{i}\right)$ for specific cryptographic hash functions. Again we choose SHA-1. In the following, we show how characteristics used for other purposes in this paper can be used as a building block for key-recovery attacks.

### 6.1 Chosen Message Key Recovery Attack on 34-step NMAC-SHA-1

As an example of the approach described above, we use the 34-step characteristic given in Table 6 to describe an attack to recover the 320 -bit key with a computational complexity of $2^{272}$. Message difference $\alpha$ and $\Delta$ are already given by the XOR difference in the message and the linear relations needed to fix all the signs of the message differences in the expanded message. For $\Gamma$, we exploit the fact that the relations $A_{0,4}=0$ and $A_{1,4}=1$ need to hold. Hence, $p_{\Gamma}=2^{-2}$. According to (4) we expect to reduce the key entropy by about 0.811 bits.

By slightly changing $\Delta$ we can have the same probability but relations $A_{0,4}=$ 1 and $A_{1,4}=0$ need to hold instead, whereas $A_{x, y}$ refers to bit $y$ in state variable $A$ in step $x$ and $x<1$ refers to the chaining input of the compression function of SHA-1. Both triples can be used to reduce the key entropy by 1.5 bits in total.

To generate more triples $\left(\alpha_{i}, \Gamma_{i}, \Delta_{i}\right)$, we simply rotate the characteristic which is for the same reason possible as explained in Section 4. By rotating the 34 -step characteristic given in Table 6 we arrive at the probabilities shown in Table 2. We note that key recovery attacks against variants with more steps are possible.

By using these 32 different characteristics (having 64 triples in total), we estimate the data complexity to reduce the key entropy by 48 bits to be about $2^{43.7}$ chosen messages. The remaining work factor to recover the full 320 -bit key is hence $2^{320} \cdot 2^{-48}=2^{272}$ trials.

## 7 A Note on Randomized Hashing

We briefly discuss the applicability of our results to the randomized mode of operation of hash functions as described in [4] when used with SHA-1.

Table 2. $\log _{2}$ of probabilities of word-wise shifted variants of the 34 step characteristic

| shift | probability $q$ |
| :---: | :---: |
| 0 | -31 |
| 1 | -37 |
| $2, \ldots, 25$ | -34 |
| 26 | -36.42 |
| $27, \ldots, 29$ | -34 |
| 30 | -30 |
| 31 | -40 |

Table 3. Old and new results on HMAC-SHA-1. Table entries either compare to the recent results of Kim et al. with ours, or give new results for variants with more steps.

|  | steps | distinguisher | data |
| :--- | :---: | :---: | :---: |
| Kim et al. $.43(00-42)$ | rectangle d. | $2^{154.9}$ |  |
| this paper | $43(00-42)$ | rectangle d. | $2^{132.5}$ |
| this paper | $50(00-49)$ | rectangle d. | $2^{159.5}$ |
| this paper | $53(20-72)$ | differential d. | $2^{98.5}$ |
|  | steps | forgery | data |
| Kim et al. | $34(0-33)$ | forgery | $2^{53}$ |
| this paper | $34(0-33)$ | forgery | $2^{32}$ |
| this paper | $37(20-56)$ | forgery | $2^{66}$ |
|  | steps | 2nd preimage | probability |
| Kim et al. | $34(0-33)$ | differential d. | $2^{-51}$ |
| this paper | $34(0-33)$ | differential d. | $2^{-43}$ |
| this paper | $53(20-72)$ | differential d. | $2^{-151.5}$ |

Indeed, our results on the second preimage resistance of HMAC-SHA-1 as described in Section 5 are applicable here. This implies that SHA-1 reduced to 53 steps is not $e-S P R$ resistant as required by the proof of security in [4].

## 8 Conclusions and Future Work

Kim et al. presented distinguishing and forgery attacks on HMAC instantiated with several hash functions, including reduced versions of SHA-1. In this ongoing work we improved upon their results by exploiting the fact that the characteristics impose simple, linear conditions on message and key. Secondly, by using additional characteristics, we can reduce the chosen plaintext requirements of the attacks. This leads to the results presented in Table 3 and Table 4. We conjecture that these improvements are applicable to HMAC when instantiated with older hash functions like SHA-0 or MD5 as well.

It turns out that for the purpose of forgery and second preimage attacks on HMAC-SHA-1, differential distinguishers are better suited than rectangle distinguishers. Note that all our results regarding distinguishing, forgery and second preimage attacks on HMAC-SHA-1 apply to NMAC-SHA-1 in exactly

Table 4. Summary of key recovery attack on NMAC-SHA-1

$$
\begin{array}{|c|c|c|c|}
\hline & \text { steps } & \text { data } & \text { reduction } \\
\hline \text { this paper } & 34(0-33) & 2^{43} & 48 \mathrm{bits} \\
\hline
\end{array}
$$

the same way. For differential distinguisher and forgery attacks, a venue for future improvements could be the use of multi-block characteristics.

In Table 4 we summarize the results of the newly developed key recovery technique when applied to step-reduced HMAC-SHA-1. Note that stronger attack models might lead to additional improvements in all presented cases. Adaptive techniques for choosing messages as well as allowing related keys are possible.
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## A Notation

For the characteristics, we use the notation introduced in [2]. In short, ${ }^{\prime} x{ }^{\prime}$ denotes XOR difference of unknown sign, ' $n$ ' and ' $u$ ' denote differences of known sign, ' $-{ }^{\prime}$ refers to no difference and ${ }^{\prime} 1$ ' and ' 0 ' refer to a setting where not only there is no difference, but also the actual value for the bit is fixed. Column $A_{i}$ shows the state variables und $W_{i}$ the expanded message words. The values in the column $P_{c}(i)$ denote $-\log _{2}\left(p_{i}\right)$, where $p_{i}$ is the probability to be paid at each step.

## B Characteristics

Table 5. Characteristic used for the 37-step attack


Table 6. Characteristic used for the 50 -step attack

| $i$ |  | $\nabla A_{i}$ | $\nabla W_{i}$ | $P_{c}(i)$ |
| :---: | :---: | :---: | :---: | :---: |
| -4 |  |  |  |  |
| -3 |  |  |  |  |
| -2 |  |  |  |  |
| -1 |  | -----1--- |  |  |
| 0 |  | --------------------------0--- |  | 2 |
| 1 |  | --------------------------0-u- |  | 2 |
| 2 |  | ---------------------------1---- |  | 2 |
| 3 |  | -----------------------------n- |  | 1 |
| 4 |  | ---------------------------------- |  | 3 |
| 5 |  | ----------------------------0n- |  | 2 |
| 6 |  | ----1-- |  | 3 |
| 7 |  | -------------------------------n | --un----- | 2 |
| 8 |  | 1--------------------------0---- | n-----------------------------un | 2 |
| 9 |  | 0--------------------------1---- | -n----------------------------n- | 1 |
| 10 |  | ------n- |  | 1 |
| 11 |  |  |  | 1 |
| 12 |  |  |  | 1 |
| 13 |  | --------1--- |  | 1 |
| 14 |  | -0--- |  | 1 |
| 15 |  | ---------n- | -------------------------u------ | 1 |
| 16 |  | -- |  | 1 |
| 17 |  | ------------------------------- |  | 0 |
| 18 |  |  |  | 0 |
| 19 |  |  |  | 0 |
| 20 |  |  | ----n0 | 1 |
| 21 |  | --------n- | -u-----0 | 0 |
| 22 |  |  | -1 | 2 |
| 23 |  | ---------n- | n------------------------u------ | 0 |
| 24 |  |  |  | 1 |
| 25 |  |  |  | 0 |
| 26 |  |  |  | 0 |
| 27 |  |  |  | 0 |
| 28 |  |  |  |  |
| 30 |  |  |  | 0 |
| 31 |  |  |  | 0 |
| 32 |  | ------- | --------10- | 0 |
| 33 |  | ------------------------------ |  | 0 |
| 34 |  |  | n-- | 1 |
| 35 |  | -n-- | -----------------------u------- | 0 |
| 36 |  |  | -n-- | 1 |
| 37 |  |  | -u--u | 2 |
| 38 |  | ------u--- | -----n-----u-n | 2 |
| 39 |  | --------u-- | -------n---n--u | 1 |
| 40 |  | $\qquad$ | ----------n-nu- | 3 |
| 41 |  | ----n---- | -----u-----n-nn | 3 |
| 42 |  | ------n--- | ----u---uu-nn | 3 |
| 43 |  | -u--- | ---n--n-uu-n | 3 |
| 44 |  | ---n----- | --u-----uunu- | 4 |
| 45 |  | ------u---- | --n---u--u-- | 1 |
| 46 |  |  | ----n-u--- | 5 |
| 47 |  | ----n--u--- | ---u--n--u-unu- | 3 |
| 48 |  | ----u----- | -----n---uu-nu-- | 5 |
| 49 |  | -----u-n--- | ----n-uu-nu-nn- | 4 |
| 50 |  | ---------------u--- |  |  |

Table 7. Characteristic used for the 53-step attack

| $i$ | $\nabla A_{i}$ | $\nabla W_{i}$ | $P_{c}(i)$ |
| :---: | :---: | :---: | :---: |
| -4 | -------------------------------- |  |  |
| -3 |  |  |  |
| -2 |  |  |  |
| -1 |  |  |  |
| 0 | ----------------------------------- |  | 0 |
| 1 | ----------------------------------- | -0- | 0 |
| 2 |  |  | 0 |
| 3 | - | 1 n 0 | 1 |
| 4 | -n------------------------------ | 0-0-------------------------u--- | 0 |
| 5 | ----- | 1n1----------------------------n- | 2 |
| 6 | ------n- |  | 2 |
| 7 |  | 0n0u-----------------------n---n | 4 |
| 8 | -n----------------------------u | 1-0u---------------------nu-u--- | 0 |
| 9 |  | nnn---------------------------u- | 4 |
| 10 | -------------------------------u | nnun----------------------n---u- | 5 |
| 11 | u-----------------------------u- | 1nnn----------------------n-n---n | 4 |
| 12 | u---------------------------------- | 101u---------------------------- | 3 |
| 13 | -------------------------------n- | Onu----------------------u-----u | 3 |
| 14 |  | nn------------------------n---u- | 1 |
| 15 |  | n0-----------------------------nu | 4 |
| 16 | u------------------------------n- | nun----------------------u-n--n- | 2 |
| 17 | -----------------------------n- | nn-----------------------u | 4 |
| 18 | n-----------------------------u- | unn----------------------n-u--n1 | 2 |
| 19 |  | 11n---------------------------nu | 4 |
| 20 | n------------------------------u | u1------------------------nu---0 | 1 |
| 21 |  | 00u------------------------------ | 3 |
| 22 |  | uu-------------------------n--u1 | 3 |
| 23 | ------------------------------u- | $1 \mathrm{un----------------------n-----u}$ | 5 |
| 24 | n------------------------------u | -n0----------------------nu--n1 | 2 |
| 25 |  | 10n---------------------------nn | 3 |
| 26 | -------------------------------n- | un-----------------------u----u1 | 4 |
| 27 | ------------------------------u- | uun-----------------------n----u- | 3 |
| 28 | ----------------------------------- | unu---------------------------n1 | 2 |
| 29 | ---------------------------------- | 010-------------------------1--u1 | 1 |
| 30 | ------------------------------u- | 11-----------------------n---1-0 | 1 |
| 31 |  | u01-----------------------------n | 2 |
| 32 |  | n00----------------------nu--1-- | 1 |
| 33 |  | n11-----------------------------u | 3 |
| 34 | ------------------------------u- | 1u1----------------------n----n0 | 2 |
| 35 | -------------------------------n- | nu1----------------------u----00 | 3 |
| 36 | ------------------------------u- | 1n0----------------------n----u1 | 2 |
| 37 |  | 10----------------------------00 | 2 |
| 38 | -------------------------------u- | u0-----------------------n----0- | 0 |
| 39 |  | 11---------------------------0nn | 3 |
| 40 | ------------------------------n | 0-1-----------------------u----- | 0 |
| 41 |  | n---------------------------------------------1u | 1 |
| 42 |  | nn--------------------------01n0 | 2 |
| 43 | -------------------------------n- | -n-----------------------u----11 | 1 |
| 44 |  | -u----------------------------u1 | 1 |
| 45 |  | --------u0 | 1 |
| 46 | -u- | --1n----0- | 0 |
| 47 |  | 1n- | 1 |
| 48 |  | -10 | 0 |
| 49 |  | -----1 | 0 |
| 50 |  | --01-1 | 0 |
| 51 |  | ----01- | 0 |
| 52 |  |  | 0 |
| 53 |  |  |  |

