Algebraic and Slide Attacks on KeelLoq

Nicolas T. Courtois! and Gregory V. Bard?

! University College of London, Gower Street, London, UK,
2 University of Maryland, College Park, USA

Abstract. Keel.oq is a block cipher used in wireless devices that unlock
doors in cars manufactured by Chrysler, Daewoo, Fiat, GM, Honda,
Jaguar, Toyota, Volvo, Volkswagen, etc [4]. It was designed in the 80’s
by Willem Smit from South Africa and in 1995 was sold to Microchip
Technology Inc for more than 10 million USD. Though no attack on this
cipher have been found thus far, the 64-bit key size makes it no longer
secure. Hackers and car thieves exploit this, to recover the key by brute
force with FPGA’s.

From our point of view however, this cipher is interesting for other rea-
sons. Compared to typical block ciphers that have a few carefully de-
signed rounds, this cipher has 528 extremely simple rounds with ex-
tremely few intermediate variables (one per round). This seems a perfect
target to study algebraic attacks on block ciphers. The cipher also has
a periodic structure with period of 64 rounds, and an unusually small
block size of 32 bits.

We present several slide-algebraic attacks on KeeLoq that can break
KeeLoq in practice, the best of which allows one to recover the full key
for the full cipher within 2%8 CPU clocks. One of our attacks is practical
and easy to implement.

1 Introduction

KeyLoq operates with 32-bit blocks and 64-bit keys. Though it has 528 rounds,
which is a lot, it remains one of the simplest block ciphers known, and requires
a very low number of gates to be implemented. In each round, only one bit of
the state is modified. This is quite interesting and challenging, as it has been
sometimes conjectured, ciphers that require a small number of gates should be
vulnerable to algebraic cryptanalysis, see [6,10]. In practice however, we will see
that, given a very large number of rounds, the cryptanalysis of KeeLoq is still
not that easy.

With 32-bit blocks, in theory the attacker can expect to recover the whole
code-book of 232 known plaintexts. In practice there is no hope for such attacks,
the devices are simply too slow to obtain this, and the best practical attack
remains the exhaustive search with 2 known plaintexts (one known plaintext
does not allow one to uniquely determine the key). In this paper we present
several attacks, and the two fastest attacks assume that the whole code-book is
known. At this moment one may wonder whether it is really useful to recover the
key, as the code-book allows one to encrypt and decrypt any message. However,



from the point of view of the cryptographic research, the question remains very
interesting. Little is known about how such a key can be recovered, with what
complexity, and what is the most efficient method.

In this paper we try to break KeelLoq with algebraic cryptanalysis. For other
ciphers, for example DES, the algebraic approach does only allow one to break
a limited number of rounds (e.g. 6 for DES, see [6]). For KeeLoq, here more
rounds, (for example 128), can be broken directly given the description of the
cipher and very few known plaintexts, as we will see below. In addition to the
simplicity of the cipher we will also exploit its periodicity (a slide property).
This will allow us to break the full 528 rounds of KeeLoq,

This paper is organised as follows: in Section 2 we describe the cipher and
its usage. In Section 3 we recall some useful results about random functions and
permutations. In Section 4 we study algebraic attacks that work given very small
quantity of known/chosen plaintext and for reduced number of rounds of KeeLoq.
In Section 5 we study slide attacks that work given about 2*/2 known plaintexts
where n = 32, for full 528-round KeeLoq cipher. Our second attack is about
2'1 times faster than brute force. Finally, in Section 6 we show two even faster
slide-algebraic attacks that recover the key for full KeeLoq with complexities
being the order of 2*8, requiring however the knowledge of the whole code-book.

1.1 Notation

We will use the following notation for functional iteration:
PO @) = f(FCf(x) )
—_——

n times

2 Cipher Description

The Keel.oq cipher is a strongly unbalanced Feistel construction in which the
round function has one bit of output, and consequently in one round only one
bit in the “state” of the cipher will be changed. (Alternatively it can viewed as a
modified shift register with non-linear feedback, in which the fresh bit computed
by the Boolean function is XORed with one key bit.)

The cipher has the total of 528 rounds, and it makes sense to view that as
528 = 512416 = 64 x 84+ 16. The encryption procedure is periodic with a period
of 64 and it has been “cut” at 528 rounds that is not a multiple of 64, in order to
prevent obvious slide attacks (but more advanced slide attacks remain possible
as it will become clear later).

Let kgs, . .., ko be the key. In each round, it is rotated to the right, with wrap
around. Therefore, during rounds ,7+ 64,7+ 128, .. ., the key is the same. If one
imagines the 64 rounds as some fi(z), then Keeloq is

By(w) = gu (£ (@)

with g(z) being a 16-round final step, and Ey(z) being all 528 rounds. The

last “surplus” 16 rounds of the cipher use the first 16 bits of the key (by which



we mean kis, ..., ko) and gi is “a prefix” of fi. In addition to the simplicity of
the key schedule, each round of the cipher uses only one bit of the key. From
this we see that each bit of the key is used exactly 8 times, except the first 16
bits, k15, ..., ko, which are used 9 times.

At the heart of the cipher is the non-linear function with algebraic normal
form given by:

NLF(a,b,c,d,e) =d®e® ac D ae @ bc® be @ cd ® de @ ade @ ace @ abd @ abe

Instead, the specification documents available [4], say that it is “the non-
linear function 3A5C742E” which means that NLF(i) is the i*" bit of that
hexadecimal number, counting 0 as the least significant and 31 as the most
significant.

The main shift register has 32 bits, (unlike the key shift register with 64
bits), and let L; denote the leftmost or least-significant bit at the end of round
i, while denoting the initial conditions as round zero. At the end of round 528,
the least significant bit is thus Lgog, and then let Lsag, Lssg, - - - , Lss9 denote the
31 remaining bits of the shift register, with Lss9 being the most significant. The
following equation gives the shift-register’s feedback:

L; =ki—32 mod 64 D Li—32® Li_16 ® NLF (L;—1,L;_¢,Li—12, Li—23, Li—30)

where kg3, kgo, . . ., k1, ko is the original, non-rotating key.

2.1 Cipher Usage

It appears that the mode in which the cipher is used depends on the car manu-
facturer. One possible method is a challenge-response authentication with a fixed
key and a random challenge. Another popular method is to set the plaintext to
0, and increment the key at both sides.

In this paper we study mostly the general security of the KeelLoq cipher
against key recovery attacks. Like almost always in cryptanalysis of block ciphers,
our attacks do not constitue a practical threat for real-life applications where
KeeLoq is typically cracked by brute force with FPGAs in about two weeks [4].

3 Preliminary Analysis

3.1 Random Functions, Random Permutations and Fixed Points

Given a random function on n bits, we expect that that the probability that a
given point has i pre-images to be 5 (this is a Poisson distribution with the
average number of pre-images being A = 1).

This distribution can be applied to derive statistics on the expected number
of fixed points of a (random) permutation that are expected to work also for (not
exactly random) permutations that we encounter in cryptanalysis of KeeLoq. In
particular let fi(x) be the 64 rounds of KeeLoq. By assuming that f(z) @ « is
a pseudo-random function, we obtain that with probability of 1 — %, zero has
two or more pre-images. Thus, with probability about 0.26 the first 64 rounds
of KeeLoq have 2 or more fixed points.
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3.2 On the Expected Number of Cycles in a Random Permutation

It is well known that, see for example [17] that the number permutations with
a given number of cycles is equal to the unsigned Stirling numbers of the first
kind. The expected number of cycles in a permutation on n bits is equal to Han
where Hj, = Zf:o 1/i &~ Ink is the k-th Harmonic number. For example, when
n = 8 we expect to have 6 cycles on average, and when n = 32 we expect to
have 23 cycles on average.

4 Algebraic Attacks on KeeLoq

Our goal is to recover the key of the cipher by solving a system of multivariate
equations given a small quantity of known (or chosen) plaintexts, see [10]. Very
few such attacks are really efficient on block ciphers. For example DES can
be broken for up to 6 rounds by such attacks, see [6]. For KeeLoq, due to its
simplicity, many more rounds can be directly attacked.

4.1 How to Write Equations

We write equations in a straightforward way: namely by following directly the
description of Fig 1. One new variable represents the output of the NLF in the
current round. In addition, in order to decrease the degree, we add two additional
variables per round, to represent the monomials ab and ae, and add equations
that define these new variables that express fact that ab = a-b and ae = a - e.
The values of the plaintext, the ciphertext, and a certain number of key bits
that we may fix (i.e. guess) during the attack are written as separate equations.
Thus, given r rounds of the cipher, and for each known plaintext, assuming
that f bits of the key are known, we will get a system of 3r + 32 4+ 32 + f
multivariate quadratic equations with 3r 4+ 64 + 32 variables. Out of these the
values of 32432+ f variables are already known. The total number of monomials
that appear in these equations is about 12k.

The equations are written for one or several known plaintexts. This will be
our known-plaintext attack. In another version, we consider that the cipher is
used in the counter mode, i.e. the set of plaintexts forms a set of consecutive
integers encoded on 32 bits. In this case, we will speak about counter mode
attack.

The complexity of an attack on r rounds of KeeLoq with k£ bits of the key
should be compared to 2% -7 which is the complexity of the brute force key search
in which we assume that an optimised assembly language implementation of r
rounds KeeLoq should take about 4r CPU clocks.

Thus, for example, for full KeeLoq, the reference complexity for the exhaus-
tive key search is 27> CPU clocks. Assuming that the CPU runs at 2 GHz, in 1
hour one can execute about 2*3 CPU clocks. From here, as a rule of thumb, we
get that for example, if we fix 32 key bits to their actual values (the real attacker
should guess these bits), and then the attack runs on our PC in less than 1 hour,
the full attack complexity will be less than 23243, Such an attack will already
be faster than brute force.



4.2 Direct Algebraic Attacks on KeeLoq

One can try to solve the equations of KeeLoq with a ready computer algebra
system such as Magma F4 algorithm [11] or Singular slimgh() algorithm [18].
We have also tried a much simpler method called ElimLin and described in
[6]. Another family of techniques are SAT solvers. Any system of multivariate
equations is amenable for transformation into a CNF-SAT problem, using the
methods of [7]. Here the equations are of very low degree, and very sparse.

Frontal Assault — Elimination and Grobner Bases Attacks on KeeLoq

Example 1. For example, we consider 64 rounds of KeeLoq and 2 known plain-
texts, and we run ElimLin as described in [6]. The program manages to eliminate
all except 137 variables out of initial 372 variables. Moreover, the program is able
to find in the linear span of the equations after ElimLin, one equation of degree
2, that involves only the 64 key variables and in which all the internal variables
of the cipher are eliminated.

This is sufficient to show that 64 rounds are very easy to break by Grébner
bases. For example, we may proceed as follows: for each new couple of known
plaintexts, we get a new equation of this type. Given a sufficient number of
known plaintexts (a small multiple of 64 will be sufficient), we will get a very
overdefined system of equations with 64 variables. Such systems can be solved
very easily by the XL algorithm or Grobner bases, see [9, 8, 1].

Example 2. Here also, we consider 64 rounds of KeeL.oq and 4 known plaintexts,
and we run ElimLin as described in [6]. We fix 10 key bits to their values. Then
the remaining 54 key bits are recovered by ElimLin alone in 10 seconds. The
solution can also found by running Singular slimgb() function [18] in 70 seconds.

Example 3. With 64 rounds, 2 plaintexts that differ only in 1 bit, and 10 key
bits fixed, The key is computed by ElimLin in 20 seconds and by Singular in 5
seconds (in this case Singular is faster).

Example 4. With 128 rounds and 128 plaintexts in the counter mode (consec-
utive integers on 32-bits), and 30 bits fixed, the remaining 34 bits are recovered
by ElimLin in 3 hours. This is slightly faster than brute force.

Cryptanalysis of KeeLoq with SAT Solvers

From [6], one may expect that better results will be obtained with SAT solvers.
Given some number of pairs of plaintext and ciphertexts, over the whole 528
rounds, we rewrite the equations as a SAT problem and try to solve them.
For full KeeLoq, these attacks remain much slower than exhaustive search. For
example with 8 plaintexts in counter mode (consecutive integers on 32-bits) and



44 bits fixed, the remaining 20 key bits are recovered in 7 hours with a conversion
to CNF and MiniSat 2.0., done as described in [6,7]. This is much slower than
brute force. However, with a reduced number of rounds, the results are quite
interesting.

Example 5. For 64 rounds of KeeLoq and 2 known plaintexts, the key is re-
covered by MiniSat 2.0. in 0.19 s.

Example 6. For 96 rounds of Keeloq, 4 known plaintexts, and when 20 key
bits are guessed, the key is recovered by MiniSat 2.0. in 0.3 s.

Example 7. With 128 rounds, 2 plaintexts in counter mode, and 30 bits guessed,
the remaining 34 bits are recovered in 2 hours by MiniSat 2.0. This again is
slightly faster than brute force.

Future Work. So far we are not aware of an attack that would break more than
128 rounds of KeeLoq faster than the exhaustive search given a small number
of known or chosen plaintexts. We are running additional simulations and in
the future we will report more results on breaking reduced-round KeeLoq with
Grobner bases algorithms and SAT solvers.

5 Combining Slide and Algebraic Attacks on KeeLoq

If the number of rounds were 512, and not 528, then it would be easy to analyse
KeeLoq as an 8-fold iteration of 64 rounds. The last 16 rounds are a “barrier”,
which we can remove by guessing the 16 bits of the key used in those 16 rounds.
These are the first 16 key bits, or kg, ..., k15, and the guess is correct with
probability 2716, This is what we will do in Attacks 1 and 3. Alternatively (as
we will see in Attacks 2 and 4), we may assume/guess some particular property
of the 512 rounds of the cipher and try to recover the 16 (or more) bits that
confirm this property.

5.1 Slide-Algebraic Attack 1

A simple sliding attack [12, 3] on KeeLoq would proceed as follows. This attack
is slower than brute force and we describe it for completeness.

1. We guess 16 key bits which gives us “oracle access” to 512 rounds of KeeLoq
that we denote by O = f,§8).

2. We consider 2'6 known plaintexts (P;, C;).

3. By birthday paradox, one pair (P;, P;) is a “slid pair” for 64 rounds, i.e.
fu(P;) = P



4. From this one can derive an unlimited number of known plaintexts for 64
rounds of KeeLoq: if fi(P;) = P; then fi(O(F;)) = O(P;). More “slid pairs”
are obtained by iterating O twice, three times etc..

5. There are about 232 pairs (P;, P;) to be tried.

In all there are 2% tries. For each candidate 16 bits of the key, we compute
some 4 plaintext/ciphertext pairs for 64 rounds and then the key is recovered by
MiniSat (cf. above) in 0.4 s which is about 23 CPU clocks. The total complexity
of the attack is about 278 CPU clocks which is more than the exhaustive search.

5.2 Slide-Algebraic Attack 2

Another, better sliding attack proceeds as follows.

—_

. We do NOT guess 16 key bits, they will be determined later.

. We consider 2'6 known plaintexts (P;, C;).

. By birthday paradox, one pair (P;, P;) is a “slid pair” for 64 rounds, i.e.

fe(P;) = P
. Then the pair (C;,C;) is a plaintext/ciphertext pair for a “slided” version
of the same cipher: starting at round 16 and finishing before round 80.

5. From the point of view of multivariate equations and algebraic cryptanalysis,
this situation is not much different than in Example 5 above solved in 0.2
seconds. We have one system of equations with the pair (P;, P;) for the first
64 rounds, and the same system of equations with the pair (C;,C;) and
the key bits that are rotated by 16 positions. We did write this system of
equations and try ElimLin and MiniSat. With 15 first key variables fixed
ElimLin solves the system in 8 seconds. With 0 key variables fixed, MiniSat
solves the system in 2.3 seconds. Thus, with ElimLin, we can recover the key
in about 2% CPU clocks, and with MiniSat, we can do it in about 232 CPU
clocks.

6. There are about 232 pairs (P, P;) to be tried.

w N

W

The total complexity of the attack, in the version with MiniSat is exactly
232432 — 264 CPU clocks which is much faster than exhaustive search that
requires about 27 CPU clocks.

Summary. Our second attack can break KeeLoq within 24 CPU clocks given
216 known plaintexts. This is about 2°2 KeeLoq encryptions. The attack is prac-
tical and have been fully implemented and tested.

6 Faster Combined Slide and Algebraic Attacks

In our Attack 3, we will compute a list of pairs that, for each possible 16 bits
of the key, will contain several plausible fixed points for 64 rounds of KeeLoq.
In the Attack 4 we will construct a distinguisher that allows one to distinguish



512 rounds of KeeLoq from a random permutation and thus recovers 16 bits of
the key. As in all our attacks, the final key will be recovered by a pure algebraic
attack — solving a system of multivariate equations.

Both attacks assume that one can iterate through all possible 232 plaintexts.
This can either be obtained from a remote encryption oracle, or simply harness-
ing the circuitry without being able to read the key in order to clone the device
(this may sound like a practical attack scenario, however in fact it is hard to
imagine a hacker patient enough to get 232 known plaintexts from the device,
the best practical attack is again brute force).

6.1 Preliminary Analysis

In order to simplify the Attacks 3 and 4, we will make several assumptions that
are true with very high probability.

First, as explained in Section 3.1 we assume that there are two fixed points
for fi(x), the first 64 rounds of the cipher, which happens with probability 0.26.
For the sake of simplicity, in the remaining cases, we will say that the attacks
fail. Future research will determine what it is possible to do in these cases.

Secondly, we observe that if x is a fixed point of fi(-), or in an orbit of
size 2, 4, or 8, then z is a fixed point of f,gs) (z). We estimate that, under the
assumption that there are already two fixed points for fi(-), on average there

will be about 4 fixed points for f,is) (z) — the first 512 rounds of KeeLoq. In our

attacks, the attacker determines fixed points for f,gg) by computing the complete
table for 512 rounds of the cipher, given (or assuming) the knowledge the first
16 key bits used in the last “odd” rounds, and given the code-book of the cipher.
Then the attacker may try to guess which out of 4 are fixed points for fi(z).
The probability that the guess is correct can be estimated to be roughly about
2/4-1/3 ~ 1/6. Instead of guessing, the attacker will try all subsets of 2 out of
4 points until the right pair is used, which require on average about 6 tries.

For simplicity we will also assume that all the plaintext-ciphertext pairs are
stored in a table and therefore the time to get one pair is 1 CPU clock. This
would require 16 Gigabytes of RAM which is now available on a PC.

6.2 Slide-Algebraic Attack 3

This attack occurs in two stages.

Stage 1 - Batch Guessing Fixed Points. For any plaintext P on 32 bits,
we assume that it is a fixed point for fi(-). We get the corresponding ciphertext
C'. Then we know that g(P) = C, i.e. one gets C' when P is encrypted with the
last 16 rounds of the cipher (which are identical to the first 16 rounds). At this
stage we can use the SAT solver to find that most systems of equations of this
kind are not satisfiable.

We did implement this method and it takes about 0.01 s to show that in
99.999 % of cases a given P cannot be a fixed point. However here a brute



force approach will be faster. We try all possible keys and assume that a very
optimised test whether g(P) = C' takes about 4 - 16 CPU clocks (there are only
16 very simple rounds and 16 key bits are involved). With probability about 216
a given triple P, C, (kis,. .., ko) works. By trying all 232 values for P we get at
the end about 216 triples P, C, (kys,. .., ko) that can be valid. In fact, we expect
about 4 times more. This is because we assumed that f,gg) has 4 fixed points on
average, which makes fixed points happen 4 times more frequently than what
we expect from a random permutation.

Next, we sort the list of 4-2'6 ~ 218 triples obtained, and we get a list which
for each 16 key bits gives us all possible fixed points of f,gg), assuming that
the 16 bits are correct. This step requires about 2°4 CPU clocks and the whole
code-book.

Stage 2 - Batch Solving and Verification. For each 16 bits of the key, out of
some 4 fixed points for f,gs) present in our table, we choose two that we assume
to be fixed points also for fi. The guess is correct with probability about 1/6
(as explained above). Therefore we have about 28 tests to perform. For each
choice of 16 key bits and two alleged fixed points, we write the usual system
of polynomial equations over GF(2) and use a SAT-Solver to solve it. At this
stage we have 64 bits of information (two fixed points) and 16448 bits to be
determined (16 are guessed only 48 are still variables). With probability very
close to 1 we expect that the system has 0 or 1 solutions. Globally, we expect
that this method yields the right solution plus — on average — less than one
“false” solution. We did implement this step of the attack and with 64 rounds of
KeeLloq, 2 known plaintexts and 16 bits already known, one determines the key
with a SAT solver in 0.19 seconds on a 2GHz Pentium-M CPU. This is about
228 CPU clocks. (It is also quite easy with ElimLin, which takes 10 s, which is
about 234 CPU clocks.)

The total complexity of this stage of the attack is about 6216128 ~ 247 CPU
clocks.

Technical Note: If for a given pair of fixed points there are several solutions,
current SAT solvers will find only one, and we need to run the attack again with
one or two variables fixed. On average we expect only one solution and the real
complexity of Stage 2 is a bit more. However, Stage 1 dominates, and the whole
attack takes about 2°4 CPU clocks. This attack works for 26 % of keys.

6.3 Slide-Algebraic Attack 4

In this attack we will guess the 16 bits of the key kq, ..., k15, and construct a
distinguisher between between f,gs) and a random permutation. Again, there are
two stages.

Stage 1 - Recover 16 Key Bits with a Distinguisher. Let B be a permu-
tation on 32 bit words. From Section 3.1, assuming that it behaves as a random



permutation, we expect that B has about 23 cycles. Half of them should have
even sizes. When we compose B with itself, all cycles that are of even size split
into two pieces, that can be of either even or odd size depending whether the
initial cycle size was congruent to 0 or 2 modulo 4. All cycles of odd size remain
intact (points are permuted). Thus, we expect that the number of even cycles
will be dived by 2.
Now we look what happens when this operation is repeated 3 times:
B — B* - B* - B%.

We expect that B® has 23 + 11.5 + 5.75 +— 2.825 which is about 3 cy-
cles of even size left. This property allows to distinguish between f,gs) and a
random permutation that should have about 11-12 even cycles. The proposed
distinguisher works as follows: if there are 6 or more cycles, we say it must be
the wrong key. Otherwise we say that ko, ..., k15 must be correct.

The probability of a false positive is equal to the probability that some 6
cycles in B have length that are multiples of 16, only such cycles can be still
of even size after splitting in two 3 times. This probability is p = 1676 = 2724,
Our distinguisher has a very low threshold, only 6, yet the resulting probability
of a false positive p = 272% is clearly sufficient to be able to uniquely determine
which 16-bit key is the right key. At the same time, since the expected number of
even cycles in a random permutation is about 11.5, the probability of the right
key being not detected — false positive — which amounts to having only 5 or
less even-size cycles for a random permutation is low and will be neglected. The
success rate of this part of the attack is close to 1 and we expect that exactly
one key will be found.

In order to implement the distinguisher, we need to compute the sizes of
all cycles for a permutation on 232 elements. This is easy and takes time of
roughly about 232 CPU clocks. For each point not previously used, we explore
the cycle and count how many elements it has. Then we start with a random
point not previously used. The additional memory required (in addition to 8
Gigabytes already used for storing the whole code-book) is only 232 bits - we
need to remember which points were used. The fact that we can reject a key as
long as 6 even-size cycles are found, avoids systematically computing all cycles,
only the biggest ones, and allows for early abort. It is clear that the average
complexity of an optimised version of this attack will be not much more than
216432 CPU clocks. To summarise, at this stage the attack gives us 16 bits of
the key ko, ..., k15 with the workfactor of 2*® CPU clocks.

Stage 2 - Recover the Missing 48 Bits. The first idea would be to use brute
force. The complexity is however 24811 which is already too much in comparison
to our Stage 1. Instead we proceed exactly as in Attack 3, except that we now
actually know 16 bits of the key, and know the resulting (approximatively) 4
fixed points of f,gg). Here again we will assume that there are two fixed fixed
points for f; which works for 26 % of keys. (what is the complexity of this
attack for other keys, remains to be seen.) We need to guess which two points
are fixed points of fj and then we solve the (same as before) system of equations



in 0.2 s = 228 CPU clocks. The complexity of this stage is about 6 - 228 ~ 23!
CPU clocks and we expect that for the wrong pair of fixed points no solution
will be found (there are 48 bits of key left to be found determined by the 64 bits
of the two fixed point). The first stage that requires 2% CPU clocks dominates
the attack that, as described, works for 26 % of keys (further research should
allow to improve this figure).

7 Conclusions

In this paper we work on key recovery attacks on Keeloq, a block cipher with
a very small block size and simple periodic structure, that is massively used in
the automobile industry.

Recently it has been shown that for complex ciphers such as DES, up to 6
rounds can be broken by an algebraic attack given a tiny quantity of known
plaintexts [6]. In this paper we show that up to 128 rounds of KeeLoq can be
broken given not more than 4 known plaintexts.

For the full 528-round KeeLoq cipher and given about 2'6 known plaintexts,
we have proposed and implemented a working slide-algebraic attack equivalent
to 253 KeeLoq encryptions. This attack is practical and easy to implement.

In addition, we showed that, given 232 known plaintexts, for at least 26 % of
all keys, we can recover the key of the full cipher with complexity of about 248
CPU clocks.
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A Algebraic Immunity and Boolean Function Used in
KeeLoq

A natural question with regard to the KeeLoq Boolean function is what is its
“Graph Algebraic Immunity”, also known as “I/O degree”.

y=NLF(a,b,c,d,e) =d®eDac®ae®bc®be® cd P de® ade ® ace ® abd ® abe

We found that it is only 2, and one can verify that this NLF allows one to
write the following I/O equation of degree 2 with no extra variables:

(e+b+a+y)*(c+d+y)=0
However, there is only 1 such equation, and this equation by itself does not
give a lot of information on the NLF of KeeLoq. This equation is naturally true
with probability 3/4 whatever is the actual NLF used. It is therefore easy to
see that this equation alone does not fully specify the NLF, and taken alone
cannot be used in algebraic cryptanalysis. At present time we are not aware of
any attack that is helped by using this equation.



