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#### Abstract

Braid cryptosystem was proposed in CRYPTO 2000 as an alternate public-key cryptosystem. The security of this system is based upon the conjugacy problem in braid groups. Since then, there have been several attempts to break the braid cryptosystem by solving the conjugacy problem in braid groups. In this paper, we first survey all the major attacks on the braid cryptosystem and conclude that the attacks were successful because the current ways of random key generation almost always result in weaker instances of the conjugacy problem. We then propose several alternate ways of generating hard instances of the conjugacy problem for use braid cryptography.


## 1. Introduction

The braid group cryptography was born with the pioneering work of Anshel et al. in 1999 [1] and Ko et al. in 2000 [20]. Since then, the braid groups have fascinated many cryptologists with its hard problems and efficient algorithms for parameter generation and group operations [5]. In particular, the conjugacy problem first introduced in the 1920s, with no polynomial-time algorithm known till date (for braid groups with index $n \geq 5$ ), have been used in designing many public-key cryptographic protocols [23], [7]. This has then accelerated the attempts to solve the conjugacy problem in braid groups to break the security of the braid cryptosystems.

In this paper, we first survey and analyze all the well known solutions to the conjugacy and related problems in braid groups and conclude that the attacks on braid cryptosystems were successful because the current ways of random key generation almost always result in weaker instances of the conjugacy problem. We then propose several ways of generating hard instances of the conjugacy problem for use braid cryptography. In Section 2, we briefly describe the braid groups, braid cryptosystems and survey all the well known solutions to the conjugacy and related problems in braid groups. In Section 3, we analyze the current ways of random key generation for braid cryptography. In Section 4, we propose several ways for the generation of secure keys for braid cryptography. The paper concludes with some remarks in Section 5.

## 2. Braid Groups and the Conjugacy Problem

In this section, we give a brief review of the braid groups, braid cryptography and known solutions to the conjugacy and related problems. A good introduction to the braid groups is [2] and survey articles to braid cryptography are [23], [7].
2.1. Braid Groups. A braid is obtained by laying down a number of parallel strands and intertwining them so that they run in the same direction. The number of strands is called the braid index. Braids have the following geometric interpretation: an $n$-braid where $(n>0)$ is a set of disjoint $n$ strands all of which are attached to two horizontal bars at the top and bottom such that each strand always heads

[^0]downwards as one moves along the strand from top to bottom. Two braids are equivalent if one can be deformed to the other continuously in the set of braids.

Let $B_{n}$ be the set of all $n$-braids. $B_{n}$ has a natural group structure. Each $B_{n}$ is an infinite torsion-free noncommutative group and its elements are called $n$-braids. The multiplication $a b$ of two braids $a$ and $b$ is the braid obtained by positioning $a$ on the top of $b$. The identity $e$ is the braid consisting of $n$ straight vertical strands and the inverse of $a$ is the reflection of $a$ with respect to a horizontal line.

Any braid can be decomposed as a product of simple braids. One type of simple braids are the Artin generators $\sigma_{i}$, that have a single crossing between the $i^{\text {th }}$ strand and the $(i+1)^{t h}$ strand with the convention that the $i^{\text {th }}$ strand crosses under the $(i+1)^{t h}$ strand.

For each integer $n \geq 2$, the $n$-braid group $B_{n}$ has the Artin presentation by generators $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n-1}$ with relations,

$$
\begin{gathered}
\sigma_{i} \sigma_{j}=\sigma_{j} \sigma_{i}, \text { where }|i-j| \geq 2, \text { and } \\
\sigma_{i} \sigma_{i+1} \sigma_{i}=\sigma_{i+1} \sigma_{i} \sigma_{i+1}, \text { for } 1 \leq i \leq n-2
\end{gathered}
$$

Let $\Sigma_{n}$ be the symmetric group on $\{1, \ldots, n\}$. There is a natural homomorphism, $p: B_{n} \rightarrow \Sigma_{n}$, under which the generator $\sigma_{i}$ of $B_{n}$ maps to the transposition $(i, i+1)$ of $\Sigma_{n}$.

By $B_{n}^{+}$, we denote the submonoid of $B_{n}$ generated by $\left\{\sigma_{1}, \ldots, \sigma_{n-1}\right\}$. Elements of $B_{n}^{+}$are called the positive braids. A positive braid is characterized by the fact that at each crossing the strand going from left to right undercrosses the strand going from right to left.

A partial order $\prec$ on $B_{n}^{+}$is given by saying that $x \prec y$ for $x, y \in B_{n}^{+}$, if $x$ is a (left) subword of $y$, that is, $x z=y$ for some $z \in B_{n}^{+}$. Given $x, y \in B_{n}^{+}$, the (left) join $x \vee y$ of $x$ and $y$ is the minimal element with respect to $\prec$ among all $z$ 's satisfying that $x \prec z$ and $y \prec z$, and the (left) meet $x \wedge y$ of $x$ and $y$ is the maximal element with respect to $\prec$ among all $z$ 's satisfying that $z \prec x$ and $z \prec y$. One can similarly define the right join and right meet.

The fundamental braid $\Delta=\left(\sigma_{1} \ldots \sigma_{n-1}\right)\left(\sigma_{1} \ldots \sigma_{n-2}\right) \ldots\left(\sigma_{1} \sigma_{2}\right) \sigma_{1}$ plays an important role in the study of $B_{n}$. Since, it represents a half twist as a geometric braid, $x \Delta=\Delta \tau(x)$ for any braid where $\tau$ denotes the involution of $B_{n}$ sending $\sigma_{1}$ to $\sigma_{n-i}$. It also has the property that $\sigma_{i} \prec \Delta$ for each $i=1, \ldots, n-1$. For $S_{n}=\left\{x \in B_{n}^{+} \mid x \prec \Delta\right\}$, the restriction $p: S_{n} \rightarrow \Sigma_{n}$ becomes a 1:1 correspondence and an element in $S_{n}$ is called a permutation braid.

The product $a b$ of a permutation braid $a$ and a positive braid $b$ is left weighted, written $a\left\lceil b\right.$, if $\left(a^{-1} \Delta\right) \wedge b=e$, where $e$ denotes the trivial braid (empty word). Each braid $x \in B_{n}$ can be uniquely written as,

$$
x=\Delta^{u} x_{1} x_{2} \ldots x_{k}
$$

where for each $i=1, \ldots, k, x_{i} \in S_{n} \backslash\{e, \Delta\}$ and $x_{i}\left\lceil x_{i+1}\right.$. This decomposition is called the left weighted form of $x$. The weighted form provides a solution to the word problem in $B_{n}$ and the integers $u, u+k$ and $k$ are well-defined and are called the infimum, supremum and the canonical length of $x$, denoted by $\inf (x), \sup (x)$ and $\ell(x)$ respectively.
2.2. Conjugacy Problem and Mathematical Solutions. The conjugacy problem asks whether given two braids in $B_{n}$ are conjugate each other. The first algorithmic solution to the conjugacy problem was due to Garside [12]. His solution and all other mathematical solutions use some finite invariant subsets of conjugacy classes as follows:

For $x \in B_{n}$, let $C(x)=\left\{a^{-1} x a \mid a \in B_{n}\right\}$ denote the conjugacy class of $x$. And let $I(x)$ be a subset of $C(x)$ satisfying the following properties:
(1) For any $x \in B_{n}$, the set $I(x) \subset C(x)$ is finite, non-empty and only depends on the conjugacy class of $x$. Two elements $x, y \in B_{n}$ are conjugate if and only if $I(x)=I(y)$, or, equivalently, if and only if $I(x) \cap I(y) \neq \emptyset$.
(2) Given any non-empty subset $I$ of $I(x)$, there is a finite process which either proves that $I=I(x)$ or produces an element $z \in I$ and an element $c \in B_{n}$ such that $c^{-1} z c \in I(x) \backslash I$.

Thus, given any $x, y \in B_{n}$, the solution to the conjugacy problem involves the following steps:
(1) Find representatives $\tilde{x} \in I(x)$ and $\tilde{y} \in I(y)$;
(2) Repeatedly use the process (2) from above to construct new elements of $I(x)$ until $\tilde{y}$ is found as an element of $I(x)$.
2.2.1. Invariant Subsets of a Conjugacy Class. Let $\inf _{c}(x)$ and $\sup _{c}(x)$ denote the maximum of infimums and the minimum of supremums of all braids in the conjugacy class $C(x)$ of $x$. Given $x=\Delta^{u} x_{1} x_{2} \ldots x_{k}$, in its left canonical form, there are two useful conjugations of $x$ called the cycling $c(x)$ and the decycling $d(x)$ defined as follows:

$$
\begin{aligned}
\mathbf{c}(x) & =\Delta^{u} x_{2} \ldots x_{k} \tau^{u}\left(x_{1}\right)=\tau^{u}\left(H(x)^{-1}\right) x \tau^{u}(H(x)) \\
\mathbf{d}(x) & =\Delta^{u} \tau^{u}\left(x_{k}\right) x_{1} \ldots x_{k-1}=T(x) x T(x)^{-1}
\end{aligned}
$$

A braid $x$ is rigid if $x_{k}\left\lceil\tau^{u}\left(x_{1}\right)\right.$ for its weighted form $x=\Delta^{u} x_{1} x_{2} \ldots x_{k}$. The summit set

$$
S S(x)=\left\{y \in C(x) \mid \inf (y)=\inf _{c}(x)\right\}
$$

is finite and was introduced by Garside in [12] to solve the conjugacy problem in $B_{n}$ for the first time. The super summit set

$$
S S S(x)=\left\{y \in C(x) \mid \inf (y)=\inf _{c}(x) \text { and } \sup (y)=\sup _{c}(x)\right\}
$$

was introduced by El-Rifai and Morton in [8] to improve Garside's solution. The reduced super summit set

$$
\operatorname{RSSS}(x)=\left\{y \in C(x) \mid \mathbf{c}^{M}(y)=y=\mathbf{d}^{N}(y) \text { for some positive integers } M, N\right\}
$$

was considered by Lee in his Ph.D. thesis [26] to give a polynomial-time solution to the conjugacy problem in $B_{4}$. Finally the ultra summit set

$$
U S S(x)=\left\{y \in S S S(x) \mid \mathbf{c}^{M}(y)=y \text { for some positive integer } M\right\}
$$

was used by Gebhardt in [13] to propose a new algorithm together with experimental data demonstrating the efficiency of his algorithm.

Then we have

$$
S S(x) \supset S S S(x) \supset U S S(x) \supset R S S S(x)
$$

These inclusions are clear from the definitions except the third one which is a consequence of the fact proved by El-Rifai and Morton [8] that if $\inf (x)<\inf _{c}(x)$ $\left(\sup (x)>\sup _{c}(x)\right.$, respectively), then a braid obtained from $x$ by an iteration of cycling (decycling, repectively) has a larger infimum (smaller supremum, repectively).

If $x$ is rigid, then cycling and decycling are predictable and have the same orbit and so we have $R S S S(x)=U S S(x)$.
2.2.2. Generating Invariant Subsets. The convexity theorem by Garside [12], ElRifai and Morton [8] says that if $n$-braids $x$ and $y$ are conjugate, there is a sequence of braids $x=x_{0}, x_{1}, \ldots, x_{m}=y$ such that for each $1 \leq i \leq n, x_{i}=a^{-1} x_{i-1} a$ for some $a \in S_{n}$. The required number of iterations of cycling or decycling to improve an infimum or a supremum is shown to be at most $n(n-1) / 2$ by Birman, Ko and Lee [4]. Thus for a given braid $x, \inf _{c}(x)$ and $\sup _{c}(x)$ can be obtained within $\ell(x) n(n-1) / 2$ iterations of cycling and decycling. Using these facts, the four invariants sets can be generated in finite time since they are finite sets. From an algorithmic point of view, the convexity theorem is not satisfactory since $\left|S_{n}\right|=n$ ! is too large.

All the four invariant sets enjoy the property that if $a^{-1} y a \in I$ and $b^{-1} y b \in I$ for $y \in I$ and $a, b \in S_{n}$ then $(a \wedge b)^{-1} y(a \wedge b) \in I$ where $I$ denotes one of invariant sets. So for $y \in I$, there is a minimal element $a \in S_{n}$ such that $a^{-1} y a \in I$. Franco and González-Meneses[10] first proved this property for the super summit set and then Gebhardt[13] did it for the ultra summit set. For an invariant set $I(x)$ of a braid $x$ and $y \in I(x)$, this property guarantees the existence of the unique minimal element $\lambda_{i}$ such that $\sigma_{i} \prec \lambda_{i} \prec \Delta$ and $\lambda_{i}^{-1} y \lambda_{i} \in I(x)$. Thus they were able to generate an invariant set more efficiently because there are at most $n-1$ such minimal elements. Unfortunately there is no estimate for the sizes of the invariant sets and so we do not know the complexity of any algorithm based on the generation of an invariant set.
2.3. Hard Problems for Braid Cryptography. Most of cryptographic protocols using the braid groups are based on potential hard mathematical problems as follows.
(1) Conjugacy Search Problem (CSP)

Two braids $a, b \in B_{n}$ are said to be conjugate if there is an element $x \in B_{n}$ such that $b=x^{-1} a x$. Given two conjugate braids $a, b \in B_{n}$, the CSP is to find an $x \in B_{n}$ such that $b=x^{-1} a x$.
(2) Multiple Simultaneous Conjugacy Problem (MSCP)

Given $\left(a_{1}, x^{-1} a_{1} x\right), \ldots,\left(a_{r}, x^{-1} a_{r} x\right) \in B_{n} \times B_{n}$ for some $x \in B_{n}$, the MSCP is to find a $y \in B_{n}$ such that,

$$
y^{-1} a_{1} y=x^{-1} a_{1} x, \ldots, y^{-1} a_{r} y=x^{-1} a_{r} x
$$

(3) Diffie-Hellman-Like Conjugacy Problem (DHCP)

Given $a, x_{1}^{-1} a x_{1}, x_{2}^{-1} a x_{2}$, where $x_{1}$ and $x_{2}$ belong to some known subgroups of $B_{n}$ with $x_{1} x_{2}=x_{2} x_{1}$, the DHCP is to find $x_{2}^{-1} x_{1}^{-1} a x_{1} x_{2}$.
All of conjugacy related problems including MSCP and DHCP can easily be reduced to CSP.

### 2.4. Proposed Cryptographic Protocols.

2.4.1. Commutator Key Agreement Protocol. In 1999, Anshel, Anshel and Goldfeld [1] introduced a key agreement protocol based on combinatorial group theory. They recommended $B_{n}$ as a promising class of groups for such a construction.

Let $S_{A}$ and $S_{B}$ be the following subgroups of $B_{n}$ :

$$
S_{A}=\left\langle a_{1}, a_{2}, \ldots, a_{r}\right\rangle, S_{B}=\left\langle b_{1}, b_{2}, \ldots, b_{s}\right\rangle .
$$

Let $a_{1}, a_{2}, \ldots, a_{r}$ and $b_{1}, b_{2}, \ldots, b_{s} \in B_{n}$ are publicly known.
(1) Secret Keys :
(a) Alice's Secret Key : $x=W\left(a_{1}, a_{2}, \ldots, a_{r}\right) \in S_{A}$.
(b) Bob's Secret Key : $y=V\left(b_{1}, b_{2}, \ldots, b_{s}\right) \in S_{B}$.
(2) Public Keys :
(a) Alice's Public Key : $\left(x^{-1} b_{1} x, \ldots, x^{-1} b_{s} x\right)$.
(b) Bob's Public Key : $\left(y^{-1} a_{1} y, \ldots, y^{-1} a_{r} y\right)$.
(3) Shared Key : $x^{-1} y^{-1} x y$.

Alice and Bob each can compute the shared key because

$$
x^{-1} y^{-1} x y=x^{-1} W\left(y^{-1} a_{1} y, \ldots, y^{-1} a_{r} y\right)=V^{-1}\left(x^{-1} b_{1} x, \ldots, x^{-1} b_{s} x\right) y .
$$

However, the shared keys computed by Alice and Bob may be different as bit strands. Anshel et al. [1], used the colored Burau representation for extracting the same bit strand from $x^{-1} y^{-1} x y$.
2.4.2. Diffie-Hellman Type Key Agreement Protocol. In 2000 Ko et al. [20] proposed the following key agreement protocol using the DHCP.

Consider the following two subgroups of $B_{n}$,

$$
L B_{n}=\left\langle\sigma_{1}, \ldots, \sigma_{\left\lfloor\frac{n}{2}\right\rfloor-1}\right\rangle, \text { and } R B_{n}=\left\langle\sigma_{\left\lfloor\frac{n}{2}\right\rfloor+1}, \ldots, \sigma_{n-1}\right\rangle
$$

Now, for any $x \in L B_{n}$ and $y \in R B_{n}, x y=y x$. Here $a \in B_{n}$ is publicly known.
(1) Secret Keys :
(a) Alice's Secret Key : $x \in L B_{n}$.
(b) Bob's Secret Key : $y \in R B_{n}$.
(2) Public Keys :
(a) Alice's Public Key : $x^{-1} a x$.
(b) Bob's Public Key : $y^{-1} a y$.
(3) Shared Key : $y^{-1} x^{-1} a x y$.

Since $x y=y x$, Alice and Bob each can compute the shared key. The left-canonical form is used as the final normal form for the shared key.
2.4.3. Braid Public-key Cryptosystem. In 2000 Ko et al. [20] proposed the following public-key encryption protocol using the DHCP.

Let $h: B_{n} \rightarrow\{0,1\}^{k}$ be a secure hash function from the braid group $B_{n}$ to the message space.
(1) Key Generation:
(a) Choose a sufficiently complicated braid $u \in B_{n}$.
(b) Choose a braid $a \in L B_{n}$.
(c) Public key is $(u, v)$ where $v=a^{-1} u a$; Private key is $a \in L B_{n}$.
(2) Encryption:

Given a message $m \in\{0,1\}^{k}$ and a public key $(u, v)$,
(a) Choose a braid $b \in R B_{n}$;
(b) The ciphertext is $(c, d)$ where $c=b^{-1} u b$ and $d=h\left(b^{-1} v b\right) \bigoplus m$.
(3) Decryption:

Given the ciphertext $(c, d)$ and private key $a$, obtain $m=h\left(a^{-1} c a\right) \bigoplus d$.
Since $a b=b a$ for $i=1,2, h\left(a^{-1} c a\right) \bigoplus d=h\left(b^{-1} v b\right) \bigoplus h\left(b^{-1} v b\right) \bigoplus m=m$ and the decryption recovers the original message $m$.
2.5. Attacks on the Conjugacy and Related Problems. We now review the history of major attacks on the conjugacy and related problems since braid cryptosystems were proposed.
2.5.1. Using Invariant Sets. The cardinality of any of conjugacy invariant sets is unknown and hence the complexity of any attack based on an invariant set is not known either. Nevertheless this kind of attack would be much more effective for MSCP than for the ordinary CSP.

Lee and Lee [24] applied super summit set in solving the MSCP. Given $\left(a_{1}, \ldots, a_{r}\right)$ and $\left(c_{1}, \ldots, c_{r}\right)$ where $c_{i}=x^{-1} a_{i} x$ and $\inf (x)=0$ or 1 , their method is to transform
$\left(c_{1}, \ldots, c_{r}\right)$ into $\left(d_{1}, \ldots, d_{r}\right)$, where all $d_{i}$ 's are conjugates of $a_{i}$ 's by a single conjugator whose word-length is smaller than $|x|$ and then to find an $x^{\prime} \in B_{n}$ satisfying $d_{i}=\left(x^{\prime}\right)^{-1} a_{i} x^{\prime}, \forall i$. This attack can be improved as much as done in [10].
2.5.2. Length-Based Techniques. Given an element $x$ and a conjugate $a^{-1} x a$, it is sometimes possible to recover the conjugating element $a$ by repeatedly conjugating $a^{-1} x a$ with short braids $t$ such that $t^{-1}\left(a^{-1} x a\right) t$ is shorter or less complicated than $a^{-1} x a$. They are frequently effective if $x$ and $a$ are chosen randomly. However, attacks of this kind can be prevented by a careful choice of $x$ and $a$; the idea is that $x$ and $a^{-1} x a$ should have the same length or complexity.

In the commutator key agreement protocol, the public key of Alice is $\left(x^{-1} b_{1} x, \ldots\right.$, $\left.x^{-1} b_{s} x\right)$ where $x=W\left(a_{1}, a_{2}, \ldots, a_{r}\right)$ is Alice's secret key. Hughes and Tannenbaum [17] and Garber, Kaplan, Teicher, Tsaban and Vishne [11] proposed some length based attacks on the commutator key agreement protocol for the case in which $\left|a_{i}\right|$ for all $a_{i}$ was large. The natural method to recover $x$ from the public key is to find $a \in\left\{a_{1}, \ldots, a_{r}, a_{1}^{-1}, \ldots a_{r}^{-1}\right\}$ such that $\left|a x^{-1} b_{j} x a^{-1}\right|$ is much smaller than $\left|x^{-1} b_{j} x\right|$ for the majority of $j \in\{1, \ldots, s\}$. By repeating this, $x$ is recovered.
2.5.3. Using Representations of Braid Groups. Let $R$ be a ring and $G L_{k}(R)$ be the general linear group. A representation of a group is a homomorphism from the group to $G L_{k}(R)$. A representation is said to be faithful, if it is injective. The Burau and the Lawrence Krammer representations of the braid groups have been used to study the conjugacy and related problems.

The Burau representations, $\rho_{n}: B_{n} \rightarrow G L_{n}\left(\mathbb{Z}\left[t^{ \pm 1}\right]\right)$ is defined by

$$
\rho_{n}\left(\sigma_{i}\right)=\left[\begin{array}{cccc}
\mathbf{I}_{i-1} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & {\left[\begin{array}{cc}
1-t & t \\
1 & 0
\end{array}\right]} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{I}_{n-i-1}
\end{array}\right]
$$

This representation is not faithful for $n \geq 5$. For $\alpha \in B_{n}, \rho_{n}(\alpha)$ is called the Burau matrix.

Hughes [16] proposed a heuristic method using $\rho_{n}$ to solve MSCP. Let $\left\{\left(a_{1}, c_{1}\right), \ldots\right.$, $\left(a_{r}, c_{r}\right): c_{i}=x^{-1} a_{i} x$, for $\left.1 \leq i \leq r\right\} \subset B_{n} \times B_{n}$ be known, where $x \in B_{n}$ is unknown. His method is to compute $\rho_{B}(x)$ from $\left(a_{1}, c_{1}\right), \ldots,\left(a_{r}, c_{r}\right)$ and then to compute $x \in B_{n}$ from $\rho_{B}(x)$. He used some very fast linear algebra solvers called banded solvers to compute $\rho_{B}(x)$. Hughes empirically showed that, the first column containing the highest degree entry in $\rho_{B}(x)$ tends to indicate a last Artin generator of $x$, especially when $|x|$ is small. Using this observation he computed $x$ from $\rho_{B}(x)$ generator by generator.

Lee and Park also proposed solutions to CSP and DHCP using Burau representation by proposing two improvements to Hughes algorithm [25]. They showed that the private-key could be recovered from the public-key for several parameters with significant probability in a reasonable time. Comparing with his algorithm one is more efficient with same success rate and the other has higher success rate with less efficiency. They, also theoretically proved the Hughes empirical result that, first column containing the highest degree entry in $\rho_{B}(x)$ tends to indicate a last Artin generator of $x$, especially when $|x|$ is small and they computed $x$ from $\rho_{B}(x)$ generator by generator like Hughes.

The Lawrence-Krammer representation $\rho_{K}: B_{n} \rightarrow G L_{\frac{n(n-1)}{2}}\left(\mathbb{Z}\left[t^{ \pm 1}, q^{ \pm 1}\right]\right)=$ $\operatorname{Aut}\left(V_{0}\right)$, where $V_{0}$ is the free module of rank $\frac{n(n-1)}{2}$ over $\mathbb{Z}\left[t^{ \pm 1}, q^{ \pm 1}\right]$. With respect to the free basis $\left\{x_{i j}\right\}_{1 \leq i<j \leq n}$ of $V_{0}$, the image of each Artin generator under $\rho_{K}$
is given by

$$
\rho_{K}\left(\sigma_{k}\right)\left(x_{i j}\right)= \begin{cases}t q^{2} x_{k, k+1}, & \text { if } i=k, j=k+1 ; \\ (1-q) x_{i, k}+q x_{i, k+1}, & \text { if } j=k, i<k ; \\ x_{i k}+t q^{k-i+1}(q-1) x_{k, k+1}, & \text { if } j=k+1, i<k ; \\ t q(q-1) x_{k, k+1}+q x_{k+1, j}, & \text { if } i=k, k+1<j ; \\ x_{k j}+(1-q) x_{k+1, j}, & \text { if } i=k+1, k+1<j ; \\ x_{i, j}, & \text { if } i<j<k \text { or } k+1<i<j ; \\ x_{i j}+t q^{k-i}(q-1)^{2} x_{k, k+1}, & \text { if } i<k<k+1<j .\end{cases}
$$

where $t$ and $q$ are variables. This representation is faithful for all $n$. For $\alpha \in B_{n}$, $\rho_{K}(\alpha)$ is called the Lawrence-Krammer matrix.

Cheon and Jun [6] used the Lawrence-Krammer representation $\rho_{K}$ to recover the shared key in DHCP. The problem is as follows: given $a, x^{-1} a x, y^{-1} a y \in B_{n}$, where $x \in L B_{n}$ and $y \in R B_{n}$, find $x^{-1} y^{-1} a y x$. Their method is to compute $\rho_{K}\left(x^{-1} y^{-1} a y x\right)$ and then to recover $x^{-1} y^{-1} a y x$ from it.

They first determine $\rho_{K}(x)$ from $\left(a, x^{-1} a x\right)$ by solving $X \rho_{K}(b)=\rho_{K}(a) X$, where $b=x^{-1} a x, X=\rho_{K}(x)$ and using the constraint,

$$
X \rho_{K}\left(\sigma_{i}\right)=\rho_{K}\left(\sigma_{i}\right) X, \forall i>\left\lfloor\frac{n}{2}\right\rfloor .
$$

Now $\rho_{K}\left(x^{-1} y^{-1} a y x\right)$ is determined using the relation,

$$
\rho_{K}\left(x^{-1} y^{-1} a y x\right)=X^{-1} \rho_{K}\left(y^{-1} a y\right) X .
$$

Let $z=x^{-1} y^{-1} a y x$. Then $z$ is recovered from $\rho_{K}(z)$ by using the Laurent series of $\rho_{K}$ with respect to $t$, namely

$$
\rho_{K}(z)=\sum_{i=u}^{u+l} A_{i} t^{i}, \text { where } A_{i} \in M_{\frac{n(n-1)}{2} \times \frac{n(n-1)}{2}}\left(\mathbb{Z}\left[q^{ \pm 1}\right]\right), A_{u}, A_{u+l} \neq \mathbf{O}_{\frac{n(n-1)}{2}} .
$$

The overall time complexity of the scheme is $O\left(n^{14.4}|x|^{3.2}\right)$. We note that this attack has not only relatively high complexity but also is hard to be implemented because one has to deal with large matrices with entries in a noncommutative ring.
2.5.4. Attacks Based on Removing Redundancy. We now review some other attacks that are effective when keys are randomly generated.

A simple heuristic approach to the conjugacy problem in braid groups was described by D. Hofheinz and R. Steinwandt [15]. Although it did not provide a general solution to the conjugacy problem, it demonstrated that various proposed key parameters for braid cryptographic primitives do not offer acceptable cryptographic security.
A. Myasnikov, V. Shpilrain and A. Ushakov proposed a practical heuristic solution for DHCP in Crypto 2005 [29]. Using the attack they were able to break the key exchange protocol of Ko et al. in about 150 minutes with over $95 \%$ success rate for typical parameters. One of the ideas behind the attack was using Dehornoy's handle reduction method as a counter measure to diffusion provided by the Garside normal form and as a tool for simplifying braid words. Also, they solved the decomposition problem in braid groups rather than the conjugacy problem.
S. Maffre [27] proposed an algorithm for the conjugacy problem which gives a partial factorization of the secret: a divisor and a multiple. The efficiency of his attack depends on the random generator used to create the key. His idea is related to the one of Hofheinz and Stenwandt [15]. They proposed an algorithm which computes a prefix of the secret $(d \prec a)$ : afterwards, if the canonical length of $d^{-1} a$ is 1 , they map the problem to the symmetric group and conclude. But Maffre proposed an algorithm which computes the multiple of a secret: knowing ( $x, a x a^{-1}$ )
and the canonical length of $a$, it computes $m$ such that $a$ is a prefix of $m(a \prec m)$ and $a x a^{-1}=m \tilde{x} m^{-1}$. This algorithm exploits the decomposition of braids into products of canonical factors. It allows also to obtain a prefix of the secret: $d \prec a$. The knowledge of the canonical length of the secret is required.

All of these attacks take advantage of redundancy that every randomly generated instances of CSP or DHCP must have. In the next section, we will show that a braid chosen randomly has extremely simple USS and RSSS in overwhelming probability. A random instance for DHCP has even more redundancy due to half braiding.

## 3. Analysis of the Current Attacks on Braid Cryptosystem

Except attacks based on a finite invariant conjugacy set or a representation of the braid groups, all other attacks were based on heuristic algorithms removing redundancies and therefore the attacks were concentrated on instances that are randomly generated by some algorithms. In this section, we introduce two natural ways of randomly generating braids and compare them. Then we discuss why these heuristic attacks were effective and easy by presenting a fast solution to the conjugacy problem that should be successful for random instances in overwhelming probability.
3.1. Generating Random Braids. In the braid groups given by Artin's presentation, there are two natural ways of generating random words as follows:
(1) Choosing a sequence of random Artin generators and concatenate them;
(2) Choosing a sequence of random permutations and multiply them.

The fastest solution to the word problem in the braid group is to write a braid word in its weighted form. In order to have a unique representation of braid words, braids are coded in their unique weighted form. Factors in a weighted form can be described by either a permutation or a product of Artin generators. Since the average number of inversions in an $n$-permutation is $\frac{n(n-1)}{4}$, so is the average word length of a factor in a braid generated by multiplying random permutations. If a factor is represented a product of Artin generator, we need on average $\frac{n(n-1)}{4}$ of $\log n$-bit integers. If a factor is represented by a permutation, we need an $n$-tuple of $\log _{n}$-bit integers. Thus when we digitize a random braid from permutations, it is more efficient to use permutations than Artin generators, especially as $n$ becomes large. On the contrary, we will see that it is more efficient to use Artin generators to digitize a random braid from Artin generators.
3.2. Random Braids from Permutations. Most of the attacks on braid cryptosystem have been carried out on braids generated by picking random permutation braids and multiplying them. A random permutation is generated by for $i=1,2, \ldots, n-1$, picking a random number between $i$ and $n$. Then each permutation can be chosen in the probability $\frac{1}{n!}$. Recently, Ko and Lee [21] showed that a random braid from permutations is already rigid and its USS (=RSSS) contains at most 2 orbits in overwhelming probability. Using this fact, they were able to propose a fast algorithm for the conjugacy problem that is successful on randomly generated instances in overwhelming probability.

For integers $1 \leq i<j \leq n$, a positive $n$-braid $x$ is said to begin with an inversion $(i, j)$ if its head $H(x)$ exchanges $i$ and $j$ as a permutation.

For permutation $n$-braids $x_{1}, x_{2}, \ldots, x_{k}$ chosen randomly, let $d(n, k)$ denote the average contribution by the last factor $x_{k}$, to the set of Artin generators that the product $x_{1} x_{2} \ldots x_{k}$ begins with. They found an expression in terms of $n$ and $k$ of an upper bound for $d(n, k)$ and then showed that $d(n, k)$ converges to 0 either as $k$ increases for fixed $n$ or as $n$ increases for a fixed $k \geq 3$. Also they showed that the larger the $n$, the faster it converges to 0 as $k$ increases. Then they proved the
following:
Theorem 3.1. [21] For $k \geq 5$ and randomly chosen permutation $n$-braids $x_{1}, \ldots, x_{k}$ and a random integer $u$, let $x=\Delta^{u} x_{1} \cdots x_{k}$. Then
(1) The probability that $\mathbf{c}^{j}(x)$ is rigid for some $j \leq\left\lfloor\frac{k}{2}\right\rfloor$ is greater than $1-$ $2 d\left(n,\left\lfloor\frac{k}{4}\right\rfloor\right)$;
(2) The probability that the number of orbits in $\operatorname{USS}(x)=R S S S(x)$ is at most two is also greater than $1-2 d\left(n,\left\lfloor\frac{k}{4}\right\rfloor\right)$

Given a random braid $x \in B_{n}$, an algorithm to generate $U S S(x)$ proceeds as follows:
(1) Compute $y=\mathbf{c}^{j}(x)$ where $j=\left\lfloor\frac{\ell(x)}{2}\right\rfloor$.
(2) Output either $\left\{\mathbf{c}^{i}(y), \tau\left(\mathbf{c}^{i}(y)\right) \mid 0 \leq i \leq \ell(x)-1\right\}$ if $\inf (y)$ is even, or $\left\{\mathbf{c}^{i}(y) \mid 0 \leq i \leq 2 \ell(x)-1\right\}$ if $\inf (y)$ is odd.
Since the operation to convert into a weighted form has running time $\mathcal{O}\left(k^{2} n \log n\right)$ and this algorithm requires $k$ cycling operations, the overall running time is $\mathcal{O}\left(k^{3} n \log n\right)$. For a given $n$-braid $x$ of $k$ random permutations, it generates $U S S(x)$ successfully with probability greater than $1-2 d\left(n,\left\lfloor\frac{k}{4}\right\rfloor\right)$. For random braids from permutations, the conjugacy problem generically becomes easier as either the braid index or the canonical length increases, contrary to the common belief.
3.3. Pseudo-Anosov Braids. As a homeomorphism of a 2 -dimensional disk that preserves $n$ distinct interior points and fixes the boundary of the disk, an $n$-braid $x$ is isotopic to one of the following three dynamic types known as the NielsonThurston classification:
(1) periodic, if $x^{p}$ is the identity for some non-negative integer $p$;
(2) reducible, if $x$ preserves a set of disjointly embedded circles;
(3) pseudo-Anosov, if it is neither periodic nor reducible.

The dynamic types are invariant under conjugation and taking powers. Ko and Lee [22] proposed a polynomial-time algorithm to decide the dynamic type of a given braid. The algorithm take advantage of the following facts:
Theorem 3.2. (1) [3, 22] A pseudo-Anosov braid becomes rigid up to iteration of cycling and decycling and taking powers.
(2) [22] A reducible, rigid braid has a standard reduction circles up to a conjugation by a permutation braid.

Circles preserved by a reducible braid are standard if they really look like round circles and can be detected by a polynomial-time algorithm. The conjugacy problem for periodic braids is trivial. To solve the conjugacy problem for reducible braids, an approach via finite conjugacy invariant sets may be difficult because USSS or RSSS can be huge. Nonetheless we think that the problem becomes easier after reduction circles are recognized. Pseudo-Anosov braids are generic among three dynamical types and behave similar to random braids in high probability. But there are some difficult instances of the conjugacy problem involving pseudo-Anosov braids as we will see in Section 4.3 and 4.4.
3.4. Random Braids from Artin generators. We first consider the density of braid words generated by concatenating Artin generators chosen randomly. The following tables shows the average word length of an $n$-braid of $k$ canonical factors in its weighted form of a random braid from Artin generators. The experiments were carried out $10^{5}$ times. The second column is the average word length of a factor obtained from random permutation. The column with the header $\frac{w(k)}{k}$ shows the average word length of a factor in random $n$-braids of the supremum
$k$ that are generated by concatenating random Artin generators. For each braid index $n, \frac{n(n-1)}{4}$ is much larger than $\frac{w(k)}{k}$ and this means random braids from permutation is much denser than those from Artin generators. This reconfirms Dehornoy's observation in [7] that when we generate random braid words, the average canonical length of braids from random Artin generators are much larger than those from random permutations. Furthermore $\frac{w(k)}{k}$ is even smaller than $n$ and this implies that it is more efficient to represent each factor by a word of Artin generators than by a permutation.

| n | $\frac{n(n-1)}{4}$ | $\frac{w(1)}{1}$ | $\frac{w(2)}{2}$ | $\frac{w(3)}{3}$ | $\frac{w(4)}{4}$ | $\frac{w(5)}{5}$ | $\frac{w(6)}{6}$ | $\frac{w(7)}{7}$ | $\frac{w(8)}{8}$ | $\frac{w(9)}{9}$ | $\frac{w(10)}{10}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 5 | 2.71 | 2.92 | 3.03 | 3.11 | 3.16 | 3.20 | 3.22 | 3.24 | 3.26 | 3.27 |
| 10 | 22.50 | 4.08 | 4.77 | 5.18 | 5.45 | 5.64 | 5.78 | 5.89 | 5.98 | 6.04 | 6.09 |
| 20 | 95 | 5.83 | 7.43 | 8.48 | 9.21 | 9.75 | 10.15 | 10.47 | 10.72 | 10.93 | 11.10 |
| 50 | 612.50 | 9.16 | 13.16 | 16.05 | 18.24 | 19.89 | 21.17 | 22.20 | 23.06 | 23.77 | 24.37 |

Let us now look at the ultra summit and the reduced super summit sets of random braids from Artin generators. Our experiment on the number of cycling orbits in the USS and RSSS of random braids from Artin generators are tabulated below. The experiments were done by generating a random $n$-braids of the supremum $k$ by concatenate random Artin generators as long as the supremum of its weighted form is $k$. The average values of the infimum (inf), maximum of infimums of all braids in the conjugacy class $\left(\inf _{c}\right)$, supremum (sup), the minimum of supremums of all braids in the conjugacy class $\left(\sup _{c}\right)$, the number of orbits in the ultra summit set and the number of orbits in the reduced super summit set are tabulated. The experiments were carried out 1000 times.

| $n$ | $k=\sup$ | $\inf$ | $\inf _{c}$ | $\sup _{c}$ | $\overline{U S S}$ | $\overline{R S S S}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 30 | 0.668 | 0.783 | 29.154 | 1.593 | 1.593 |
| 10 | 20 | 0 | 0 | 18.798 | 2.068 | 2.068 |
| 15 | 20 | 0 | 0 | 18.708 | 2.430 | 2.430 |
| 20 | 15 | 0 | 0 | 13.777 | 4.211 | 4.211 |
| 25 | 15 | 0 | 0 | 13.785 | 7.011 | 7.011 |
| 30 | 15 | 0 | 0 | 13.801 | 11.411 | 11.411 |

In the table we can observed that the numbers of orbits in USS and RSSS, denoted by $\overline{U S S}$ and $\overline{R S S S}$ repetively, are the same. This means that these random braids become rigid after iteration of cycling and decyling in overwhelming probability. The number of orbits in USS and RSSS are small but are not 2 as for random braids from permutations. This means it is easier to obtain a braid with large RSSS using random braids from Artin generators. In the previous section we saw that it is almost impossible to obtain a braid with large RSSS from random braids from permutations. In fact we will give an example of pseudo-Anosov braids generated by concatenating random Artin generators that has very large RSSS.

## 4. Potential Hard Instances of Conjugacy Problem

The generation of the finite conjugacy invariant sets $U S S$ or $R S S S$ is state-of-the-art when we try to solve the conjugacy probem for all possible instances. Since $R S S S$ is the smallest invariant set, we need to consider $R S S S$ more seriously in the following discussion. Thus braids with large $R S S S$ are obvious candidates for hard instances of the conjugacy problem. In order to make applications to cryptography, we need security parameters that control the difficulty of the conjugacy problem. The obvious choices are the braid index $n$ and the canonical length $k$. For random braids discussed in the previous section, the distribution of braids with large $R S S S$
is getting sparse as either $n$ or $k$ increase and so random instances become easier to solve.
$U S S$ or $R S S S$ are disjoint unions of orbits. Since each orbit in $U S S$ or $R S S S$ is not complex and is rather easy to generate, the difficulty of using $U S S$ or $R S S S$ to solve the conjugacy problem depends more on the number of orbits than on the size of each orbit. When we suggest a class of braids that give potentially hard instances for the conjugacy problem, we need to demonstrate that the number of orbits in $U S S$ or in $R S S S$ increases rapidly as either $n$ or $k$ increase so that $n$ and $k$ play the role of security parameter.

We now construct three distinct classes of braids for which the numbers of orbits in $U S S$ and $R S S S$, denoted by $\overline{U S S}$ and $\overline{R S S S}$, are large and rapidly increasing with respect to the braid index $n$ and the canonical length $k$.
4.1. Split Braids. In this section, we consider a class of reducible braids called split braids. For $i \in\{1,2, \ldots, n-1\}$, let $B_{n}^{i}$ be the subgroup of $B_{n}$ generated by the elements $\sigma_{1}, \ldots, \sigma_{i-1}, \sigma_{i+1}, \ldots, \sigma_{n-1}$. The elements of $B_{n}^{i}$ are called split braids of two components. We give some examples of such braids for various values of the braid index $n$ and canonical length $k$.

In the following examples, braids are given in their weighted forms where each factor is a permutation over $\{1,2, \ldots, n\}$. All of the examples are made rigid so that they are already in their $R S S S$.
Example 1. The braid in $B_{8}^{4}$ given by

$$
\begin{aligned}
& (43217865)(34217568)(23145857) \\
& (12348675)(12348576)
\end{aligned}
$$

has $\inf =\inf _{c}=0$, sup $=\sup _{c}=5, \overline{U S S}=136$ and $\overline{R S S S}=104$.
Example 2. The braid in $B_{8}^{4}$ given by
$(43216857)(43218675)(43218576)(42317865)$
$(21348567)(12345786)(12346857)(12345786)$
has $\inf =\inf _{c}=0, \sup =\sup _{c}=8, \overline{U S S}=5890$ and $\overline{R S S S}=3072$.
Example 3. The braid in $B_{10}^{5}$ given by
(54321106879)(54321810679)(43521710698)
(12345108976)(12345987106)
has inf $=\inf _{c}=0, \sup =\sup _{c}=5, \overline{U S S}=5028$ and $\overline{R S S S}=1160$.
Example 4. The braid in $B_{10}^{5}$ given by
( 54321681079 )(54321698107)(14325810679)
(13245910687)(35124610879)(45231810796)
(12345107698)(12345981067)
has inf $=\inf _{c}=0, \sup =\sup _{c}=5, \overline{U S S}=78105$ and $\overline{R S S S}=27790$.
We remark that examples above has the following characteristics:
(1) One of split components has the infimum 1 and the other has the infimum 0 ;
(2) Canonical lengths of split components are relatively prime.

We can construct reducible braids from split braids by multiplying a pure outer braid while maintaining $\overline{R S S S}$ and $\overline{R S S S}$.
4.2. Cabled Braids. Let $\alpha$ be an $n$-braid such that some $1 \leq i \leq n$, the strand of $\alpha$ that starts at the $i$-th spot, also ends at the $i$-th spot. Let $\tilde{\alpha}$ be the $(n+1)$-braid, obtained from $\alpha$ by adding a strand on the right of the $i$-th strand and parallel to it. The crossings made by the $i$-th and the new strands with the other strands are identical. We call such a braid a cabled braid obtained from $\alpha$ along the $i$-th strand.

In the following examples, the braids are given in their weighted forms.

## Example 1.

$$
\alpha=(54321)(54231)(32541)(52143)(51234)(12354)
$$

and

$$
\tilde{\alpha}=(645321)(652341)(325641)(621534)(612345)(123465) .
$$

## Example 2.

$$
\begin{aligned}
\alpha= & (54321)(32154)(25143)(43521)(54213)(53421)(21453) \\
& (12534)(13452)(13245)(13245) .
\end{aligned}
$$

and

$$
\begin{aligned}
\tilde{\alpha}= & (564321)(321645)(261453)(546231)(645213)(645231) \\
& (312564)(123645)(124563)(124356)(124356)
\end{aligned}
$$

## Example 3.

$$
\alpha=(987654321)(987432615)(497563281)(389124567)
$$

and

$$
\begin{aligned}
\tilde{\alpha}= & (10987564321)(10985342716)(41078563291) \\
& (39101245678) .
\end{aligned}
$$

## Example 4.

$$
\begin{aligned}
\alpha= & (987654321)(951432876)(785649231)(189256347) \\
& (135647829)(182534679)(135746928)(794635281) \\
& (269587143)(329165847) .
\end{aligned}
$$

and

$$
\begin{aligned}
\tilde{\alpha}= & (10987653421)(10612543987)(78956410231) \\
& (19102673458)(13567489210)(19263457810) \\
& (13568471029)(81057346291)(26910587143) \\
& (32101659478) .
\end{aligned}
$$

These examples have the properties as in the following table:

| Example | $n$ | $k$ | $\overline{U S S}(\alpha)$ | $\overline{R S S S}(\alpha)$ | $\overline{U S S}(\tilde{\alpha})$ | $\overline{R S S S}(\tilde{\alpha})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | 5 | 5 | 3 | 3 | 2983 | 9 |
| $\mathbf{2}$ | 5 | 10 | 1 | 1 | 12609 | 18 |
| $\mathbf{3}$ | 9 | 3 | 2 | 2 | 36456 | 3 |
| $\mathbf{4}$ | 10 | 10 | 18 | 18 | $>611000$ | 35 |

We remark that the cycling orbit of a cabled braid $\tilde{\alpha}$ of $\alpha$ has length 2 and $\overline{U S S}(\tilde{\alpha})=|S S S(\alpha)| / 2$. Thus $\overline{U S S}(\tilde{\alpha})$ can be huge. However $\overline{\operatorname{RSSS}}(\tilde{\alpha})$ is rather small and so this class will not pose hard instances for the conjugacy problem.
4.3. Quasi-reducible Braids. In this section, we consider a class of pseudoAnosov braids that are almost reducible so that they still possess some of characteristics of reducible braids, such as large $\overline{U S S}$ and $\overline{R S S S}$. Thus we call braids in this class quasi-reducible. It seems natural to believe that pseudo-Anosov braids give rise to harder instances than reducible braids do when their invariant sets are similar in size. This is because the braid index that is one of security parameters can be reduced if some of reducing circles of a reducible braid are revealed. Thus the class of quasi-reducible braids is interesting.

It is difficult to give a precise definition of quasi-reducible braids other than they are pseudo-Anosov braids with some characteristics of reducible braids. Basically a pseudo-Anosov braid is quasi-reducible if it becomes reducible after nullifying "few"
crossings. The word "few" may depend on how many inner braids are formed. In the following examples, pseudo-Anosov braids split into two inner braids after nullifying crossings in one factor.
Example 1. The 8 -braid given by
$(43126857)(38125476)(13284657)(34278165)$
has $k=4, \overline{R S S S}=60$, and $|R S S S|=240$.
Example 2. The 8 -braid given by
$(42318675)(13428576)(24136857)(23418675)$
$(41237685)(34528716)(24135876)(24813765)$.
has $k=8, \overline{R S S S}=72$, and $|R S S S|=576$.
Example 3. The 10 -braid given by
$(54231968710)(13542610879)(36452910187)$
(5 3241017968 )
has $k=4, \overline{R S S S}=130$, and $|R S S S|=520$.
Example 4. The 10 -braid given by
( 54312109786 )(34251106879)(52134810796)
( 52341610897 )(41310268795)(24316597810)
(53427169810)(14352871069)
has $k=8, \overline{R S S S}=840$, and $|R S S S|=6720$.
Let $x$ be one of examples above. Then we note that $x$ has the following characteristics:
(1) $x$ is a pseudo-Anosov, rigid braid;
(2) $x$ becomes a split braid by nullify one crossing;
(3) There are positive braids $\gamma, \gamma^{\prime}$ such that
(i) $\gamma x \gamma^{-1}$ and $\gamma^{\prime} x \gamma^{\prime-1}$ are in $\operatorname{RSSS}(x)$;
(ii) $\gamma \gamma^{\prime}=\gamma^{\prime} \gamma$;
(iii) $\ell(\gamma), \ell\left(\gamma^{\prime}\right) \geq 2$.
4.4. Quisi-reducible Braid from Artin-generator. The following example were found during an experiment to generate random braids by concatenating Artin generators. Since this method generates random braids that are sparser than the method using permutations, we have a fair amount of chance to obtain a quasireducible braid with large $\overline{R S S S}$.
Example 1. The 10 -braid given by

$$
\left.\begin{array}{l}
(132554769810)(13254978610) \\
(24361105879
\end{array}\right)(13102547698)
$$

has the following properties:
(1) It is rigid and $k=4$;
(2) $\overline{R S S S}=780$;
(3) $\beta \sigma_{5}^{-1}$ is split where $\beta=\left(\sigma_{4}^{2} \sigma_{6} \sigma_{7} \sigma_{8} \sigma_{9}\right) \alpha\left(\sigma_{4}^{2} \sigma_{6} \sigma_{7} \sigma_{8} \sigma_{9}\right)^{-1}$.

Example 2. The 10 -braid given by

$$
\begin{aligned}
& (24135768109)(51324768109)(13254768109) \\
& (13265847910)(13241057689)
\end{aligned}
$$

has the following properties:
(1) It is rigid and $k=5$;
(2) $\overline{R S S S}=1008$;
(3) $\beta \sigma_{5}^{-1}$ is split where $\beta=\left(\sigma_{4} \sigma_{6} \sigma_{7} \sigma_{8} \sigma_{9}\right) \alpha\left(\sigma_{4} \sigma_{6} \sigma_{7} \sigma_{8} \sigma_{9}\right)^{-1}$.

## 5. Conclusion

In this paper, we first discussed various attacks on the conjugacy problems of the braid groups and the cryptosystems based on them. We explained why some of attacks were successful by showing that the conjugacy problem of the braid groups is rather easy for instances generated randomly. We proposed several ways of generating instances for the conjugacy problem that seems secure under the most sophisticated attack based on current knowledge. These classes of braids should be interesting not only to cryptoanalysts but also to mathematicians who work on the braid groups.
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