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#### Abstract

The computation speed of pairing based cryptosystems is slow compared with the other public key cryptosystems even though several efficient computation algorithms have been proposed. Thus more efficient computation of the Tate pairing is an important research goal. $G F\left(3^{m}\right)$ multiplication in $G F\left(3^{6 m}\right)$ in the pairing algorithm is the greatest consumer of time. Past research concentrated on reducing the number of $G F\left(3^{m}\right)$ multiplications, for instance the Karatsuba method. In this article, we propose a new method to reduce the number of online precomputations(precomputations) in $G F\left(3^{m}\right)$ multiplications for the $\eta T$ pairing. The proposed algorithm reduces 18 online precomputations in $G F\left(3^{6 m}\right)$ in the $\eta T$ pairing to 4 online precomputations by reusing the intermediate products obtained in precomputation. We implement the proposed algorithm and compare the time taken by the proposed algorithm with that of the previous work. Our algorithm offers a $40 \%$ performance increase for $G F\left(3^{m}\right)$ multiplications in $G F\left(3^{6 m}\right)$ on an AMD 64-bit processor. Additionally, a completely new finding is obtained. The results show that the reducing the number of the multiplications in $G F\left(3^{6 m}\right)$ does not necessarily lead to a speed-up of the $\eta T$ pairing calculation.


## 1 Introduction

A lot of cryptosystems based on pairing have been proposed recently such as ID-Based cryptosystems[1] and short signatures[2]. The pairing algorithm is composed of the miller's algorithm and final exponentiation[3]. Recently, Duursma-Lee[7] introduced a method of computing the miller's algorithm on the elliptic curve defined over $G F\left(3^{m}\right)$. The $\eta \mathrm{T}$ pairing, which reduces the number of the loops in the miller's algorithm, was proposed by Barreto et al[8]. Shirase et al. presented a more efficient variation of final exponentiation[9]. Kawahara et al. introduced an algorithm that efficiently uses registers and implemented the $\eta T$ pairing on an AMD 64 -bit processor in 2007; the computation timing is 412.88 microseconds $(\mu s)[15]$. The computation speed of pairing based cryptosystems is slow compared with the other public key cryptosystems even though several efficient computation algorithms have been proposed.

The computation time of the modified miller's algorithm is three times that of final exponentiation in these studies. Algorithm 1 summarizes the $\eta T$ pairing algorithm using the tower fields proposed by Barreto et al. The modified miller's algorithm requires computations in $\operatorname{GF}\left(3^{6 m}\right)$, denoted $f g$, cubings, and cube rootings. Cubing and cube rooting are implemented using frobenius maps. Computations in $G F\left(3^{6 m}\right)$ implemented using the tower of extensions[5] require $18 G F\left(3^{m}\right)$ multiplications according to the Schoolbook method. Computations in $G F\left(3^{6 m}\right)$ are dominant in the $\eta T$ pairing with regard to computation time because computation of frobenius maps only requires memory operations and reduction. Thus, speeding up the computations in $G F\left(3^{6 m}\right)$ is important for the efficient computation of the $\eta T$ pairing.

```
algorithm 1 Computation of \(\eta T\) Pairing on \(E\left(G F\left(3^{m}\right)\right)\) :
\(y^{2}=x^{3}-x-1, m \pm \bmod 12\)
INPUT: \(P=\left(x_{p}, y_{p}\right), Q=\left(x_{q}, y_{q}\right) \in E\left(G F\left(3^{m}\right)\right)\)
OUTPUT: \(\eta\) TParing \((P, Q) \in G F\left(3^{6 m}\right)\)
    \(y_{p} \leftarrow-y_{p}\)
    \(f \leftarrow-y_{p}\left(x_{p}+x_{q}+1\right)+y_{q} \sigma+y_{p} \rho\)
    for \(i \leftarrow 0\) to \((m-1) / 2\) do
        \(u \leftarrow x_{p}+x_{q}+1\)
        \(g \leftarrow-u^{2}+y_{p} y_{q} \sigma-u \rho-\rho^{2}\)
        \(f \leftarrow f g\left(G F\left(3^{6 m}\right)\right.\) multiplication \()\)
        \(y_{p} \leftarrow y_{p}^{1 / 3}, y_{q} \leftarrow y_{q}^{1 / 3}\)
        \(x_{q} \leftarrow x_{q}^{3}, y_{q} \leftarrow y_{q}^{3}\)
    end for
    return \(f^{\left(3^{3 m}-1\right)\left(3^{m}+1\right)\left(3^{m}-3^{(m+1) / 2}+1\right)}\)
```

Regarding the speeding up of a computation, several methods that reduce the number of multiplications have been proposed, for intance the Karatsuba[4] method shown in Section 2 other than the above method. This article proposes an efficient multiplication algorithm and scheduling in $G F\left(3^{6 m}\right)$ for $\eta T$ pairing. A multiplication is composed of an online precomputation(precomputation) and a multiplication of polynomials. One multiplication of $G F\left(3^{m}\right)$ in $G F\left(3^{6 m}\right)$ in the $\eta T$ pairing requires one online precomputation(precomputation) and one multiplication of polynomials. The precomputed intermediate products are obtained from the multiplier of $G F\left(3^{m}\right)$. In subsequent multiplications, if the multiplier is the same, the intermediate products can be reused. The proposed algorithm reduces the precomputations in $G F\left(3^{6 m}\right)$ in the $\eta T$ pairing by
reusing intermediate products. As a result, 18 precomputations reduce to 4 precomputations in the $\eta T$ pairing. We implement the proposed algorithm on a 64-bit processor and compare the time taken by the proposed algorithm with that of previous work. Our algorithm shortens the computation time of $G F\left(3^{m}\right)$ multiplications in $G F\left(3^{6 m}\right)$ in the $\eta T$ pairing by $40 \%$.

In Section 2 we show the $\eta T$ pairing algorithm and previous multiplication scheduling approach for the $\eta T$ pairing. Second, we describe our idea of reusing intermediate products and the result of implementation in Sections 3 and 4 . Section 5 provides the reader with a comparison against previous results.

## 2 Previous Multiplication Algorithms for $\eta T$ the Pairing Calculation

In this section, we decribe $3 G F\left(3^{m}\right)$ multiplication scheduling approaches that use the tower of extensions for reducing the number of $G F\left(3^{m}\right)$ multiplications in $G F\left(3^{6 m}\right)$; first the Schoolbook method, second the 2 Karatsuba methods. The number of $G F\left(3^{m}\right)$ multiplications is smaller with the Karatsuba methods than with the Schoolbook method.

Calculations in $G F\left(3^{6 m}\right)$ are implemented using the tower of extensions. In the tower of extensions, $G F\left(3^{m}\right)$ extends to $G F\left(3^{3 m}\right)$ and $G F\left(3^{3 m}\right)$ extends to $G F\left(3^{6 m}\right)$. Let $A 0, A 1, B 0, B 1, C_{0}, C_{1} b e \in G F\left(3^{3 m}\right)$ in Algorithm 1; the symbol $f g$ indicates $C_{0}+C_{1} \sigma+C_{1} \sigma^{2}=\left(A_{0}+A_{1} \sigma\right) \times$ $\left(B_{0}+B_{1} \sigma\right)$.

Let $a_{0}, a_{1}, a_{2}, b_{0}, b_{1}, b_{2}, u, y_{p}, y_{q}$ be elemenents in $G F\left(3^{m}\right)$. The values of $A_{0}, A_{1}, B_{0}$, and $B_{1}$ in the $\eta T$ pairing algorithm are indicated in Table 1

$$
\begin{aligned}
& \begin{array}{|c|c|}
\hline A_{0} & a_{0}+a_{1} \rho+a_{2} \rho^{2} \\
\hline A_{1} & b_{0}+b_{1} \rho+b_{2} \rho^{2} \\
\hline B_{0} & -u^{2}-u \rho-\rho^{2} \\
\hline B_{1} & y_{p} y_{q} \\
\hline
\end{array} \\
& \text { Table 1. } A 0, A 1, B 0, B 1
\end{aligned}
$$

The products in $G F\left(3^{6 m}\right)$, for instance $C_{0}+C_{1} \sigma+C_{1} \sigma^{2}$, are obtained by multiplications in $\operatorname{GF}\left(3^{3 m}\right)$ using the Schoolbook method or the Karatsuba method. The products in $\operatorname{GF}\left(3^{3 m}\right)$ are obtained by $G F\left(3^{m}\right)$ multiplications also using the Schoolbook method or the Karatsuba method.

The number of multiplications in $G F\left(3^{m}\right)$ in $G F\left(3^{6 m}\right)$ depends on the multiplication method. This paragraph describes the schedule of multiplication and the number of multiplications in the $\eta T$ pairing.

## - Schoolbook Multiplication

In the Schoolbook method, multiplications in $G F\left(3^{6 m}\right)$ consist of $A_{0} B_{0}, A_{0} B_{1}, A_{1} B_{0}, A_{1} B_{1}$ multiplications in $G F\left(3^{3 m}\right)$ as shown in Table 2.

| $C_{0}$ | $A_{0} B_{0}$ |
| :---: | :---: |
| $C_{1}$ | $A_{0} B_{1}+A_{1} B_{0}$ |
| $C_{2}$ | $A_{1} B_{1}$ |

Table 2. Products of Multiplication by Schoolbook method

Let the product, which is reduced by an irreducible polynomial -1 -$\rho-\rho^{3}$, in $G F\left(3^{3 m}\right)$ be $c_{0}+c_{1} \rho+c_{2} \rho^{2}, c_{0}, c_{1}, c_{2} \in G F\left(3^{m}\right) . c_{0}, c_{1}, c_{2}$ are indicated in Table 3. In the $\eta T$ pairing, the above calculations are performed and $u^{2}, y_{p} y_{q}$ is calculated. Therefore, the $G F\left(3^{m}\right)$ multiplication in $G F\left(3^{6 m}\right)$ is calculated 18 times in the Schoolbook method.

| in $G F\left(3^{3 m}\right)$ | in $G F\left(3^{m}\right)$ |
| :---: | :---: |
|  | $c_{0}=-\left(a_{0} u^{2}+a_{1}+a_{2} u\right)$ |
| $A_{0} B_{0}$ | $c_{1}=-\left(a_{0} u+a_{1} u^{2}+a_{1}+a_{2} u+a_{2}\right)$ |
|  | $c_{2}=-\left(a_{0}+\left(a_{2} u+a_{1}\right) u+a_{2}\right)$ |
| $B_{1}$ | $c_{0}=a_{0} y_{p} y_{q}$ |
|  | $c_{1}=a_{1} y_{p} y_{q}$ |
|  | $c_{2}=a_{2} y_{p} y_{q}$ |
| $A_{1} B_{0}$ | $c_{0}=-\left(b_{0} u^{2}+a_{1}+a_{2} u\right)$ |
|  | $c_{1}=-\left(b_{0} u+b_{1} u^{2}+b_{1}+b_{2} u+b_{2}\right)$ |
|  | $c_{2}=-\left(b_{0}+\left(b_{2} u+b_{1}\right) u+b_{2}\right)$ |
| $B_{1}$ | $c_{0}=b_{0} y_{p} y_{q}$ |
|  | $c_{1}=b_{1} y_{p} y_{q}$ |
|  | $c_{2}=b_{2} y_{p} y_{q}$ |

Table 3. Multiplications by Schoolbook method

## - Karatsuba Multiplication 1

In the Karatsuba method described in [11](Karatsuba multiplication 1), multiplication in $G F\left(3^{6 m}\right)$ consists of $A_{0} B_{0},\left(A_{0}+A_{1}\right)\left(B_{0}+B_{1}\right)$, $A_{1} B_{1}$ multiplications in $G F\left(3^{3 m}\right)$ as shown in Table 4. Let the product in $G F\left(3^{3 m}\right)$ be $c_{0}+c_{1} \rho+c_{2} \rho^{2}+c_{3} \rho^{3}+c_{4} \rho^{4}, c_{0}, c_{1}, c_{2}, c_{3}, c_{4} \in G F\left(3^{m}\right)$.
$c_{0}, c_{1}, c_{2}, c_{3}, c_{4}$ as indicated in Table 5 . Therefore, the $G F\left(3^{m}\right)$ multiplication in $G F\left(3^{6 m}\right)$ is calculated 17 times in the Karatsuba method 1.

| $C_{0}$ | $A_{0} B_{0}$ |
| :---: | :---: |
| $C_{1}\left(A_{0}+A_{1}\right)\left(B_{0}+B_{1}\right)-C_{0}-C_{2}$ |  |
| $C_{2}$ | $A_{1} B_{1}$ |

Table 4. Product of Multiplication by Karatsuba

| in $G F\left(3^{3 m}\right)$ | in $\operatorname{GF}\left(3^{m}\right)$ |
| :---: | :---: |
| $A_{0} B_{0}$ | $\begin{gathered} c_{0}=-\left(a_{0} u\right) u \\ c_{1}=-\left(a_{0} u\right) u-\left(a_{1} u\right) u+a_{1} u \\ c_{2}=-\left(a_{2} u\right) u-a_{1} u-a_{0} \\ c_{3}=-a_{2} u-a_{1} \\ c_{4}=-a_{2} \end{gathered}$ |
| $\left(A_{0}+A_{1}\right)\left(B_{0}+B_{1}\right)$ | $\begin{gathered} c_{0}=\left(a_{0}+b_{0}\right)\left(-u^{2}+y_{p} y_{q}\right) \\ c_{1}=\left(a_{1}+b_{1}\right)\left(-u^{2}+y_{p} y_{q}\right)-a_{0} u-b_{0} u \\ c_{2}=-a_{1} u-b_{1} u-\left(a_{2}+b_{2}\right)\left(-u^{2}+y_{p} y_{q}\right)-a_{0}-b_{0} \\ c_{3}=-a_{2} u-b_{2} u-a_{1}-b_{1} \\ c_{4}=-a_{2}-b_{2} \end{gathered}$ |
| $A_{1} B_{1}$ | $\begin{aligned} & c_{0}=b_{0} y_{p} y_{q} \\ & c_{1}=b_{1} y_{p} y_{q} \\ & c_{2}=b_{2} y_{p} y_{q} \end{aligned}$ |

Table 5. Multiplications by Karatsuba 1

## - Karatsuba Multiplication 2

In the general Karatsuba method (Karatsuba multiplication 2), multiplications in $G F\left(3^{6 m}\right)$ consist of $A_{0} B_{0},\left(A_{0}+A_{1}\right)\left(B_{0}+B_{1}\right), A_{1} B_{1}$ multiplications in $G F\left(3^{3 m}\right)$ as shown as Table 6. Let the product in $G F\left(3^{3 m}\right)$ be $c_{0}+c_{1} \rho+c_{2} \rho^{2}+c_{3} \rho^{3}+c_{4} \rho^{4}, c_{0}, c_{1}, c_{2}, c_{3}, c_{4} \in G F\left(3^{m}\right)$. $c_{0}, c_{1}, c_{2}, c_{3}, c_{4}$ as indicated in Table 6 . Therefore, the $G F\left(3^{m}\right)$ multiplication in $G F\left(3^{6 m}\right)$ is calculated 15 times in the Karatsuba method 2

## 3 Reuse of Intermediate Products

In this section we describe our key idea and the proposed algorithm.

| in $G F\left(3^{3 m}\right)$ | in $G F\left(3^{m}\right)$ |
| :---: | :---: |
| $A_{0} B_{0}$ | $\begin{gathered} c_{0}=-a_{0} u^{2} \\ c_{1}=\left(a_{0}+a_{1}\right)\left(-u^{2}-u\right)-c_{0}+a_{1} u \\ c_{2}=\left(a_{0}+a_{1}+a_{2}\right)\left(-u^{2}-u-1\right)-c_{0}-c_{1}-c_{3}-c_{4} \\ c_{3}=\left(a_{1}+a_{2}\right)(-u-1)+a_{1} u+a_{2} \\ c_{4}=-a_{2} \end{gathered}$ |
| $\left(A_{0}+A_{1}\right)\left(B_{0}+B_{1}\right)$ | $\begin{gathered} c_{0}=\left(a_{0}+b_{0}\right)\left(-u^{2}+y_{p} y_{q}\right) \\ c_{1}=\left(a_{0}+b_{0}+a_{1}+b_{1}\right)\left(-u^{2}+y_{p} y_{q}-u\right)-c_{0}+\left(a_{1}+b_{1}\right) u \\ c_{2}=\left(a_{0}+b_{0}+a_{1}+b_{1}+a_{2}+b_{2}\right)\left(-u^{2}+y_{p} y_{q}-u-1\right) \\ -c_{0}-c_{1}-c_{3}-c_{4} \\ c_{3}=\left(a_{1}+b_{1}+a_{2}+b_{2}\right)(-u-1)+\left(a_{1}+b_{1}\right) u+a_{2}+b_{2} \\ c_{4}=-a_{2}-b_{2} \end{gathered}$ |
| $A_{1} B_{1}$ | $\begin{aligned} & c_{0}=b_{0} y_{p} y_{q} \\ & c_{1}=b_{1} y_{p} y_{q} \\ & c_{2}=b_{2} y_{p} y_{q} \end{aligned}$ |

Table 6. Multiplications by Karatsuba 2

## Key Idea

The Shift-Addition method using the windowing algorithm[10], which is appropriate for software implementation of $G F\left(3^{m}\right)$ multiplication, is composed of precomputation and multiplication of polynomials as shown in Fig. 1.

Let $k$ be window size. In precomputation, intermediate products are obtained by multiplying all the polynomials of degree of at most $k-1$ by the multiplier and storing them in a table. In multiplication of polynomials, the algorithm scans $k$ coefficients at a time and accesses intermediate products by table lookup. The intermediate products, accessed by table lookup, are shifted and summed up in accumulator registers. The number of scanning and summing up operations is $\lceil m / k\rceil$.

Past research concentrated on reducing the number of multiplications as shown in Section 2 and the speed-up of multiplication such as the Shift-Addition multiplication approach.

The proposed method reduces the number of precomputations in $G F\left(3^{m}\right)$ multiplications for $\eta T$ pairing by reusing intermediate products. Intermediate products accessed for the multiplication of polynomials are obtained via the multiplier. In subsequent multiplication, if the multiplier is the same, the intermediate products can be reused as shown in Fig. 2(the reduction step is omitted). For instance, the intermediate products are obtained for multiplier $u$ when $u$ is multiplied by a multiplicand. In the following multiplication, which uses multiplier $u$, the intermediate products obtained from the previous multiplication are reused.


Fig. 1. Multiplication of Polynomials

## Multiplication Scheduling by Reusing Intermediate Products

As shown in Section 2 , the number of $G F\left(3^{m}\right)$ multiplications in $G F\left(3^{6 m}\right)$ depends on the multiplication method. Furthermore, the number of precomputations and multiplications of polynomials differs. Next, we determine the number of precomputations and multiplications of polynomials in $G F\left(3^{6 m}\right)$ in the Schoolbook method and the 2 Karatsuba methods.

## - Schoolbook Multiplication

Table 7 shows the multiplication scheduling that enables the reuse of intermediate products. $u^{\prime}, y_{q}^{\prime}, t_{0}^{\prime}$ and $t_{1}^{\prime}$ denote intermediate products. In this scheduling, the precomputation is done 4 times and the multiplication of polynomials is done 18 times. The reuse of intermediate products occurs 14 times. The number of precomputations is reduced to 4 from 18 by the proposed algorithm.

## - Karatsuba Multiplication 1

Table 8 indicates the multiplication scheduling that enables the reuse of intermediate products. $u^{\prime}, y_{q}^{\prime},\left(-t_{3}+t_{4}\right)^{\prime}$ and $t 5^{\prime}$ denote intermediate products. In this scheduling, precomputation is done 4 times and the multiplication of polynomials is done 17 times. The number of times the intermediate products can be reused is 13 . The number of precomputations is reduced to 4 from 17 by the proposed algorithm.


Fig. 2. Reuse of Intermediate Products

## - Karatsuba Multiplication 2

Table 9 shows the multiplication scheduling that enables the reuse of intermediate products. $u^{\prime}, t_{0}^{\prime},\left(-t_{0}-u\right)^{\prime}, y_{q}^{\prime}, y_{q}^{\prime},\left(-t_{0}+t_{2}\right)^{\prime}$ and $\left(-t_{0}+t_{2}-\right.$ $u)^{\prime}$ denote intermediate products. In this scheduling, precomputation is done 7 times and the multiplication of polynomials is done 15 times. The number of times the intermediate products can be reused is 8 . The number of precomputations is reduced to 7 from 15 by the proposed algorithm.

## 4 Efficient Implementation

In this section, we describe an efficient computation implementation for the polynomial multiplication in $G F\left(3^{m}\right)$. Let $k$ be window size. Let $m$ be the degree of polynomials. Let $w$ be the word size of the processor. The precomputation is composed of $3^{k}-2-(k-1)$ times addition and $k-1$ times shift operations. The multiplication of polynomials is composed of $\lfloor m / k\rfloor$ times addition and shift operations. If the maximum degree of polynomials is below the word size of the processor, addition is composed of 7 instructions[12] and a shift operation is composed of 2 shift instructions. As illustrated in Fig. 3, a good compromise between the speedup and the number of precomputations is to set $k=3$. When using $k=3$, the

|  | multiplication | intermediate products |
| :---: | :---: | :---: |
| 1 | $t_{0}=u u$ | $u^{\prime}$ |
| 2 | $t 1=y_{p} y_{q}$ | $y_{q}^{\prime}$ (not used) |
| 3 | $a_{0} t_{0}$ | $t_{0}^{\prime}$ |
| 4 | $t_{2}=a_{2} u^{\prime}$ |  |
| 5 | $a_{0} u^{\prime}$ |  |
| 6 | $a_{1} t_{0}^{\prime}$ |  |
| 7 | $\left(t_{2}+a_{1}\right) u^{\prime}$ |  |
| 8 | $b_{0} t_{0}^{\prime}$ |  |
| 9 | $t_{3}=b_{2} u^{\prime}$ |  |
| 10 | $b_{0} u^{\prime}$ |  |
| 11 | $b_{1} t_{0}^{\prime}$ |  |
| 12 | $\left(t_{3}+b_{1}\right) u^{\prime}$ |  |
| 13 | $a_{0} t_{1}$ |  |
| 14 | $a_{1} t_{1}^{\prime}$ | $t_{1}^{\prime}$ |
| 15 | $a_{2} t_{1}^{\prime}$ |  |
| 16 | $b_{0} t_{1}^{\prime}$ |  |
| 17 | $b_{1} t_{1}^{\prime}$ |  |
| 18 | $b_{2} t_{1}^{\prime}$ |  |

Table 7. Multiplication schedule of Schoolbook method
computing speed of the polynomial multiplication is slow compared with the precomputation speed. Thus speed-up of polynomial multiplication is helpful for reducing more efficient $\eta T$ pairing computation. We show an efficient method of computating the multiplication of polynomials in this section.

## Prior Implementation Approach

The coefficients of the polynomials are represented by hi-bit registers and low-bit registers[12]. The bits that express the coefficients are arranged in order of either LSB or MSB as illustrated in Fig. 4. Owning to this, it is necessary to pass the intermediate product between two or more registers(multi-bit shift operation) in the multiplication of polynomials as illustrated in Fig. 5. To pass the intermediate product between registers, a rotate shift instructions or double shift instructions are commonly used. Rotate shift instructions are not available here because they cannot pass two bits or more at a time. To pass values between multiple registers, double shift instructions are used for the above multi-bit shift operation, however the operation cost of a double shift instruction is higher than that of a shift instruction[13].

|  | multiplication | intermediate products |
| :---: | :---: | :---: |
| 1 | $t_{0}=a_{0} u$ | $u^{\prime}$ |
| 2 | $t_{1}=a 1 u^{\prime}$ |  |
| 3 | $t_{1} u^{\prime}$ |  |
| 4 | $t_{2}=a_{2} u^{\prime}$ |  |
| 5 | $t_{2} u^{\prime}$ |  |
| 6 | $t_{0} u^{\prime}$ |  |
| 7 | $t_{3}=y_{p} y_{q}$ | $y_{q}$ (not used) |
| 8 | $b_{0} u^{\prime}$ |  |
| 9 | $b_{1} u^{\prime}$ |  |
| 10 | $b_{2} u^{\prime}$ |  |
| 11 | $t_{4}=u u^{\prime}$ |  |
| 12 | $\left(a_{0}+b_{0}\right)\left(-t_{4}+t_{3}\right)$ | $\left(-t_{4}+t_{3}\right)^{\prime}$ |
| 13 | $\left(a_{1}+b_{1}\right)\left(-t_{4}+t_{3}\right)^{\prime}$ |  |
| 14 | $\left(a_{2}+b_{2}\right)\left(-t_{4}+t_{3}\right)^{\prime}$ |  |
| 15 | $b_{0} t_{3}$ |  |
| 16 | $b_{1} t_{3}^{\prime}$ | $t_{3}^{\prime}$ |
| 17 | $b_{2} t_{3}^{\prime}$ |  |

Table 8. Multiplication Schedule of Karatsuba method

## Modified Shift-Addition Multiplication

We propose a new polynomial multiplication strategy that does not use the above multi-bit shift operation. Let $I(x)$ be an intermediate product looked up in a table. Let $m^{\prime}$ be the degree of the intermediate product. Let $w$ be the word size of the target processor. The intermediate product $I(x)$ is divided into $I^{\prime}(x)_{i} x^{i\left(\left\lceil\frac{m^{\prime}}{\left.\left\lceil m^{\prime} / w\right\rceil\right)}\right\rceil\right.}$ and loaded into the registers as shown in Fig. 6 where $I(x)=\sum_{i=0}^{\left\lceil m^{\prime} / w\right\rceil-1} I^{\prime}(x)_{i} x^{i\left(\left\lceil\frac{m^{\prime}}{\left.\left\lceil m^{\prime} / w\right\rceil\right)}\right\rceil\right.}$

The intermediate product, accessed by table lookup, is shifted and summed up in accumulator registers. Modified Shift-Addition multiplication does not pass the intermediate product between two or more registers in the shift operation. The value loaded in each register is shifted respectively(respective shift operation). This operation makes two or more values of the same degree appear in the accumulator registers as illustrated in Fig 7. To obtain the result, adding the coefficients of the same degree is required.

Multiplication of polynomials cannot be achieved by just shift instructions; it requires double shift instructions because the degree of multiplicand polynomial is greater than $m-\left\lceil\frac{m^{\prime}}{\left\lceil\left[m^{\prime} \mid w\right\rceil\right.}\right\rceil$. To compose the polynomial multiplication of more shift instructions, the multiplicand is divided into partial multiplicands of degree at most $\left(m-\left(\left\lceil\frac{m^{\prime}}{\left\lceil m^{\prime} / w\right\rceil}\right\rceil\right)+k-1\right.$. The partial

|  | multiplication | intermediate products |
| :---: | :---: | :---: |
| 1 | $t_{0}=u u$ | $u^{\prime}$ |
| 2 | $a_{0} t_{0}$ | $t_{0}^{\prime}$ |
| 3 | $t_{1}=-a_{1} u^{\prime}$ | $\left(-t_{0}-u\right)^{\prime}$ |
| 4 | $\left(a_{0}+a_{1}\right)\left(-t_{0}-u\right)$ |  |
| 5 | $\left(a_{1}+a_{2}\right) u^{\prime}$ |  |
| 6 | $\left(a_{0}+a_{1}+a_{2}\right)\left(-t_{0}-u\right)^{\prime}$ | $y_{q}^{\prime}($ not used $)$ |
| 7 | $t_{2}=y_{p} y_{q}$ | $\left(-t_{0}+t_{2}\right)^{\prime}$ |
| 8 | $\left(a_{0}+b_{0}\right)\left(-t_{0}+t_{2}\right)$ |  |
| 9 | $-\left(a_{1}+b_{1}\right) u$ | $\left(-t_{0}+t_{2}-u\right)^{\prime}$ |
| 10 | $\left(a_{0}+b_{0}+a_{1}+b_{1}\right)\left(-t 0+t_{2}-u\right)$ |  |
| 11 | $-\left(a_{1}+b_{1}+a_{2}+b_{2}\right) u^{\prime}$ |  |
| 12 | $\left(a_{0}+b_{0}+a_{1}+b_{1}+a_{2}+b_{2}\right)\left(-t_{0}+t_{2}-u\right)^{\prime}$ |  |
| 13 | $b_{0} t_{2}$ | $t_{2}^{\prime}$ |
| 14 | $b_{1} t_{2}^{\prime}$ |  |
| 15 | $b_{2} t_{2}^{\prime}$ |  |

Table 9. Multiplication Schedule of Karatsuba method
products obtained by multiplying the partial multiplicands by intermediate products are summed up and placed in accumulator registers.

## Implementation on a 64-bit Processor

We implemented modified Shift-Addition multiplication in $G F\left(3^{97}\right), k=$ 3 on 64 -bit platform in assembly code. We chose Athlon FX 57 which implements the Intel instruction set. The FX 57 contains 2 MB of second cache and 1664 -bit registers. The FX57 is clocked at 2.8 GHz . Multiplication of polynomials is composed of 3 steps as follows:

## - Obtaining Intermediate Products

When $k=3$, intermediate products are obtained by multiplying all trinomials by the multiplier and reducing with irreducible trinomial $x^{97}+x^{12}+2$. Though usually the reduction step is done after the multiplication of polynomials step, by reducing intermediate products, the number of $m-\left\lceil\frac{m^{\prime}}{\left\lceil m^{\prime} / w\right\rceil}\right\rceil$ can be enlarged to $m-\left\lceil\frac{m}{\lceil m / w\rceil}\right\rceil$. This reduces the number of partial products.
By this reduction, the maximum degree of intermediate products is 96 . Let $P_{i}, 0<i<27$ be intermediate products. $P_{i}$ is divided into $P_{i L S B}+$ $P_{i M S B} x^{49} . P_{i L S B}$ and $P_{i M S B}$ are stored in 64 -bit registers. Registers holding $P_{i L S B}$ have 30 empty bits and registers holding $P_{i M S B}$ have 32 empty bits.


Fig. 3. Instructions of $G F\left(3^{6 m}\right)$

## - Multiplication of Polynomials

In the multiplication $C(x)=A(x) B(x)$, the multiplicand $A(x)$ is divided into 5 partial multiplicands. To obtain the product, the partial products obtained by multiplying the partial multiplicands by the multiplier are summed up as $C(x)=\sum_{i=0}^{5} C_{i}$ as shown below.

$$
\begin{array}{r}
C_{0}(x)=\left(a_{0}+a_{1} x+\ldots+a_{17} x^{17}\right) \\
C_{1}(x)=\left(a_{18}+a_{19} x+\ldots+a_{35} x^{17}\right) x^{18} \times B(x) \\
C_{2}(x)=\left(a_{36}+a_{37} x+\ldots+a_{53} x^{17}\right) x^{36} \times B(x)  \tag{1}\\
C_{3}(x)=\left(a_{54}+a_{55} x+\ldots+a_{71} x^{17}\right) x^{54} \times B(x) \\
C_{4}(x)=\left(a_{72}+a_{73} x+\ldots+a_{89} x^{17}\right) x^{72} \times B(x) \\
C_{5}(x)=\left(a_{90}+a_{91} x+\ldots+a_{96} x^{6}\right) x^{90} \times B(x)
\end{array}
$$

## - Computation of Partial Products

In the computation of $C_{i}(x)$, untile empty bits of registers, where $P_{i L S B}$ and $P_{i M S B}$ are stored, are disappeared, the value of each register is shifted and added in $G F\left(3^{97}\right)$ repeatedly. After 5 times shifting and adding, 2 values of the same degree from $x^{49}$ to $x^{63}$ appear in the accumulator registers. Next, $P_{i L S B}$ is divided into $P_{i L S B 1}$ and $P_{i L S B 2} x^{49}$ and $P_{i L S B 2}$ and $P_{i M S B}$ are added. The above-mentioned step calculates the partial product. The calculation of the partial prod-


Fig. 4. Storage of Register Polynomials
uct was implemented by 5 multi-bit shift operations and 10 addititive operations. Our method replaces 5 multi-bit shift operations by 5 shift operations and 1 addition.

## 5 Results and Comparison

In this section, we show the time taken by the precomputation and multiplication of polynomials using the modified Shift-Addition multiplication algorithm on a 64 -bit processor. Next, by multiplying the time taken for multiplication in $\operatorname{GF}\left(3^{97}\right)$ by the number of multiplications in $G F\left(3^{6 m}\right)$, we obtain the time taken for multiplications in $G F\left(3^{6 m}\right)$ in the $\eta T$ pairing.

## Evaluation of modified Shift-Addition multiplication

Table 10 shows the evaluation environment. Table 11 shows average modified Shift-Addition multiplication execution times. Average times are estimated by 100000000 times execution. Shift-Addition multiplication time was measured on an AMD Opteron Processor 275 clocked at 2.2 GHz . To allow a valid comparison, we multiply $0.5009 \mu s$ by $2.2 / 2.8$.


Fig. 5. Layout of Polynomial
Table 10. Measurement environment

| CPU | Athlon FX 57 2.8GHz |
| :---: | :---: |
| memory | 2GBytes |
| OS | SUSE Linux 10.1 |
| Language | C/assembly |
| Compiler | gcc 4.1.0 |
| Compiling option | O2 |

## Time Taken by Multiplications in $G F\left(3^{6 \cdot 97}\right)$ in $\eta T$ Pairing

The computation timing of $G F\left(3^{m}\right)$ multiplications in $G F\left(3^{6 m}\right)$ of $\eta T$ pairing is shown in Table 12. This result shows that our algorithm, which reuses the intermediate products, yielded a $40 \%$ performance increase for multiplications of $G F\left(3^{m}\right)$ in $G F\left(3^{6 m}\right)$ in the $\eta T$ pairing on an AMD 64bit processor. Moreover, the computation time of Karatsuba 1 is shorter than that of Karatsuba 2 though the number of multiplications is slightly fewer in Karatsuba 2. Namely, the reduction in the number of the polynomial multiplications is more important than the reduction in the multiplication time; a result that goes against previous research on speeding up the $\eta T$ pairing.


Fig. 6. Modified Shift-Addition Multiplication 1
Table 11. Comparison with prioir methods $(\mu s)$

|  | Precomputation | Multiplication of polynomials | Multiplication |
| :---: | :---: | :---: | :---: |
| Modified Shift-Addition | 0.13485 | 0.15509 | 0.28994 |
| Shift-Addition |  |  |  |

## 6 Conclusion and Future Research Topics

We have presented a novel multiplication algorithm $G F\left(3^{6 m}\right)$ that signifcantly reduces the number of precomputations in $\eta T$ pairing and an efficient implementation approach that is suitable for $\eta T$ pairing. These algorithms led to a $40 \%$ performance increase for multiplications of $G F\left(3^{m}\right)$ in $G F\left(3^{6 m}\right)$ in $\eta T$ on an AMD 64-bit processor. In this article, to obtain the time taken by multiplications in $G F\left(3^{6 m}\right)$ in the $\eta T$ pairing, the time taken by multiplication in $G F\left({ }^{97}\right)$ was multiplied by the number of multiplications in $G F\left(3^{6 m}\right)$

In the future, the computation time of the $\eta T$ pairing over $\operatorname{GF}\left(3^{97}\right)$, $G F\left(3^{163}\right), G F\left(3^{197}\right), G F\left(3^{239}\right), G F\left(3^{313}\right)$ will be measured. We plan to verify the effectiveness of the proposed methods on 32 -bit, 16 -bit and 8 -bit CPUs. There are many multiplication schedules other than the Karatsuba method, for instance FFT[17]. We also plan to implement multiplication


Fig. 7. Modified Shift-Addition Multiplication 2
Table 12. Comparison with prior methods ( $\mu s$ )

| Schedule |  | Precomputation | Multiplication of polynomial | in $G F\left(3^{6.97}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| Schoolbook | Proposed Method | 0.5394 | 2.79162 | 3.33102 |
|  | Prior Method | 0.28994 |  |  |
| Karatsuba 1 | Proposed Method | 0.5394 | 2.63653 | 3.17592 |
|  | Prior Method | 0.28994 |  |  |
| Karatsuba 2 | Proposed Mehotd | 0.94395 | 2.32635 | 3.2703 |
|  | Prior Method | 0.28994 |  |  |

of $G F\left(3^{6 m}\right)$ on other schedules. The adjustment area and the effect of the proposed methods will be clarified.
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