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Abstract

Commitment schemes are arguably among the most important and useful primitives in cryp-
tography. According to the computational power of receivers, commitments can be classified
into three possible types: computational hiding commitments, statistically hiding commitments
and perfect computational commitments. The computationally hiding commitments with con-
stant rounds had been constructed from any one-way functions in last centuries. They left as
two open questions whether two other commitments with constant rounds could be constructed
from arbitrary one-way functions. In FOCS2006, STOC2006, STOC2007, Nguyen et al. and
Haitner et al. answered one of two open questions affirmatively by constructing statistically hid-
ing commitments from any one-way functions respectively, however, their commitment schemes
have polynomial number of rounds complexity.

In this paper, we will firstly answer affirmatively another open question by constructing a
perfectly hiding commitment with two-round from one-way functions. Comparing with all of
previous commitments from any one-way function, our scheme has two excellent advantages:
perfectly hiding and two-round complexity. In fact, we answer affirmatively and completely both
of two open questions because a perfectly hiding commitment implies statistically hiding.

Keywords: Cryptography, Σ-protocol, perfectly hiding commitments.

1 Background and Motivation

Commitment schemes are arguably among the most important and useful primitives in cryptogra-
phy. Intuitively a commitment scheme is a two-party(interactive) protocol between a sender P and
a receiver V in which after the sender P commits to a value b at hand, (1) the sender P cannot
change his mind(this is known as the binding property); and (2) the receiver V learns nothing about
the value of the bit b (this is known as the hiding property). Commitments have diverse applica-
tions to cryptographic protocols, such as zero-knowledge proofs, multi-party computation, digital
auctions and electronic commerce[5, 8, 9, 10]. According to the computational power of senders and
receivers, commitments can be classified into the four possible types shown in following Table[14].

Table 1. Classification of commitments.

Type Computational power of sender P Computational power of receiver V

Type A Polynomial-time bounded Polynomial-time bounded
Type B Polynomial-time bounded Computationally unbounded
Type C Computationally unbounded Polynomial-time bounded
Type D Computationally unbounded Computationally unbounded
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Usually, if the binding property holds with respect to a computationally unbounded algorithm
sender, the commitment scheme is said to be unconditionally binding, else to be computation-
ally binding; if instead, the hiding property holds with respect to a computationally unbounded
algorithm receiver, the commitment scheme is said to be unconditionally hiding, else to be computa-
tionally hiding. Where ”unconditionally binding (or hiding)” means ”perfectly binding (or hiding)”
or ”statistically binding (or hiding)”.

Hence, the commitments of Type A, B, C, and D are called as a computationally hiding and
computationally binding commitment, a unconditionally hiding and computationally binding com-
mitment, a computational hiding and unconditionally binding commitment, and a unconditionally
hiding and unconditionally binding commitment respectively.

Feige and Shamir[6] constructed a commitment of Type A under the existence of one-way
functions, and Goldreich et al. [9] also constructed the commitment scheme of Type C from
any one-way functions. In [21], Ostrovsky et al. showed that it is impossible to implement the
commitment scheme of Type D.

The early construction of commitment schemes of Type B were based on specific number-
theoretic complexity assumptions [1, 2], and were later generalized to any family of claw-free per-
mutations [7], and then to any family of collision-resistant hash function [19]. In 1992, Naor et al.
[17] showed that the collision resistance criterion is not necessary, by giving a beautiful construc-
tion of statistically hiding commitments and thus statistical zero-knowledge arguments for NP
from any one-way permutation. They left as an open question whether these primitives
could be based on arbitrary one-way functions, which could again be essentially min-
imal by [20, 22]. The progress in the past decade came in 2005 when Haitner et al. [12] showed
how to construct statistically hiding commitments from any ”approximable preimage size” one-way
function, which is an one-way function where we can efficiently approximate the pre-image size of
points in the range. Nguyen et al. [16, 18] in 2006 and Haitner et al. [11] in 2007 constructed
statistically hiding commitment from any one-way function respectively, however, their schemes
need polynomial number of rounds complexity.

Even that statistically hiding commitments with non-constant rounds had been constructed
under the assumption that one-way functions exist, the perfectly hiding commitments cannot still
be constructed from any one-way functions. In this paper, we will devote to look for a way to
construct a perfectly hiding and computationally binding commitment scheme under the existence
of one-way function. We will make use of Σ-protocol as a main tool.

Σ-protocol is a three-move interactive protocol between the prover and the verifier which the
verifier is only required to send random bits as a challenge to the prover. Σ-protocol has be-
come an important cryptographic primitive because of its following excellent characters: 1)validity;
2) special soundness; 3) honest-verifier zero-knowledge. The term Σ-protocol was introduced by
Cramer for the reason that he called these protocols Σ-protocols is that the shape of the letter
Σ[3]. So far, lots of cryptographic protocols have been constructed based on Σ-protocols, such
as, identification schemes, digital signature schemes, secret sharing schemes[3]. Comparing with
traditional cryptographic protocols, these protocols based on Σ-protocols have better security and
more applicability.

Based on Σ-protocol, a new method to construct a commitment scheme was proposed in [13],
furthermore, Damgard proved that these commitment are perfectly hiding. However, we find that
these commitment scheme based on Σ-protocols are perfectly hiding only when Σ-protocols satisfy
some special conditions. In addition, we obtain the most important result according to the method
in [13]: there exists perfectly hiding commitments if one-way function exists, furthermore, these
commitments only need two rounds.

We emphasis that we firstly construct perfectly hiding commitments if one-way function exists,
however, only statistically hiding commitments, which is implied by perfectly hiding commitments,
can be constructed from any one-way function [11, 16, 18]. Especially, our commitment schemes
are more efficient than any previous commitment for two-round complexity of our commitments.
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1.1 Our Contribution

1) We will construct a perfectly hiding and computationally binding commitment schemes from
Σ-protocols. At the same time, we improve the result in [13], and obtain a new result showed in
theorem 2 in this paper.
2) We will firstly construct a perfectly hiding and computationally binding commitment scheme
under the existence of one-way function, furthermore, this commitment scheme only needs two
rounds. Comparing with previous commitments, our commitment has two excellent advantages:
perfectly hiding and two-round complexity.

1.2 Organization

We start with some basic definitions and properties on Σ-protocol and commitment scheme. Then,
we introduce a perfectly hiding commitment based on Σ-protocol in section 3, and construct a
perfectly hiding commitment from any one-way function in section 4.

2 Preliminaries

NP relations We say that a binary relation R ⊆ {0, 1}∗ × {0, 1}∗ is an NP relation if there
exists a polynomial p(·) such that for any (x,w) ∈ R, |w| ≤ p(|x|) and in addition there exists a
polynomial time Turing machine for deciding membership in R. We denote by LR the following
language: LR = {x|∃w s.t. (x,w) ∈ R}. We say that L ∈ NP if L = LR for some NP relation R.
A negligible function is a function that grows slower that inverse of any polynomial. That is,
ν : N → N is negligible if for any positive polynomial p(·) there exists a number n0 such that
ν(n) < 1

p(n) for all n > n0. We will sometimes use negl(·) to denote some unspecified negligible
function.
One-Way Function A function f : {0, 1}∗ → {0, 1}∗ is called one-way if the following conditions
hold:
1. there exists a deterministic polynomial-time algorithm A such that on input x, A outputs f(x);
2. for every non-uniform probabilistic polynomial-time algorithm A′ there exists a negligible func-
tion ν such that for all sufficiently large k, it holds that

Prob(x ← {0, 1}∗;A′(f(x)) ∈ f−1(f(x))) < ν(k).

We call each sending of a message by a party a move, and say a round is two consecutive moves.

2.1 Commitment scheme

Commitment scheme is a basic building block and has diverse applications to cryptographic pro-
tocols, especially to zero-knowledge proofs[9, 14]. Informally, a commitment scheme is a two-stage
protocol between a sender and a receiver. In the first stage, the sender commits to a value b, and
in the second, the sender ’reveal’ this value to the receiver. We want two security properties from
a commitment scheme. The hiding property says that the receiver does not learn anything about
the value b during the commit stage. And the binding property says that after the commit stage,
there is at most one value that the sender can successfully open.

Definition 1 (Gen, Com, Ver) is a commitment scheme[5] if:
- efficiency: Gen, Com and Ver are polynomial-time algorithms;
- completeness: for all m it holds that

Prob(crs ← Gen(1k); (com, dec) ← Com(crs, m) : V er(crs, com, dec,m) = 1) = 1
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- binding: for any polynomial-time algorithm sender there is a negligible function ν such that for
all sufficiently large k it holds that

Prob(crs ← Gen(1k); (com,m0,m1, dec0, dec1) ← sender(crs) :

m0 6= m1 and V er(crs, com, dec0,m0) = V er(crs, com, dec1,m1) = 1) ≤ ν(k)

- hiding: for any adversary receiver there is a negligible function ν such that for all m0,m1 where
|m0| = |m1| and all sufficiently large k it holds that

Prob(crs ← Gen(1k); b ← {0, 1}; (com, dec) ← Crs(crs, mb) : b ← receiver(com)) <
1
2

+ ν(k)

A commitment is statistically hiding if for any computationally unbounded adversary receiver
there is a negligible function ν such that for all m0,m1 where |m0| = |m1| and all sufficiently large
k it holds that

Prob(crs ← Gen(1k); b ← {0, 1}; (com, dec) ← Crs(crs, mb) : b ← receiver(com)) <
1
2

+ ν(k)

And a commitment is perfectly hiding if for any computationally unbounded adversary receiver
for all m0,m1 where |m0| = |m1| and all sufficiently large k it holds that

Prob(crs ← Gen(1k); b ← {0, 1}; (com, dec) ← Crs(crs, mb) : b ← receiver(com)) =
1
2

Similarly, we can define statistically binding and perfectly binding commitments.
A commitment is statistically binding for any computationally unbounded sender there is a

negligible function ν such that for all sufficiently large k it holds that

Prob(crs ← Gen(1k); (com,m0,m1, dec0, dec1) ← sender(crs) :

m0 6= m1 and V er(crs, com, dec0,m0) = V er(crs, com, dec1,m1) = 1) ≤ ν(k)

And a commitment is perfectly binding for any computationally unbounded sender for all suffi-
ciently large k it holds that

Prob(crs ← Gen(1k); (com,m0,m1, dec0, dec1) ← sender(crs) :

m0 6= m1 and V er(crs, com, dec0,m0) = V er(crs, com, dec1,m1) = 1) = 0

It is easy to show that perfect hiding commitment implies statistically hiding commitment,
which in turn implies computationally hiding commitment.

2.2 Σ-protocol

Let protocol (P, V ) be a three-move interactive protocol between a prover P and a verifier V ,
where the prover acts first. The verifier is only required to send random bits as a challenge to
the prover. For some (x,w) ∈ R, the common input to both players is x while w is private input
to the prover. For such given x, let (a, e, z) denote the conversation between the prover and the
verifier. To compute the first and final messages, the prover invokes efficient algorithms a(·) and
z(·), respectively, using (x,w) and random bits as input. Using an efficient predicate φ(·), the
verifier decides whether the conversation is acceptable with respect to x. The relation R, the
algorithm a(·), z(·) and φ(·) are public.

Definition 2 The above protocol is said to be a Σ-protocol for relation R if it has the following
properties:

1. (Validity) If P, V follow the protocol, the verifier always accepts.
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2. (Special soundness) From any x and any pair of accepting conversations on input x,
(a, e, z), (a, e′, z′) where e 6= e′, one can efficient compute w such that (x,w) ∈ R.

3. (Honest-verifier zero-knowledge) There exists a polynomial simulator M , which on input
x and a random e outputs an accepting conversation of the form (a, e, z), with the same
probability distribution as conversations between the honest P, V on input x.

Proposition 1 [13] The properties of Σ-protocols are invariant under parallel composition.

3 Perfectly Hiding Commitment Scheme Based on Σ-protocol

Assume we are given a hard relation R with generator G and Σ-protocol P. Assume also that it is
easy to check membership in LR, that is, given x, it is easy to decide if there exists w such that
(x,w) ∈ R.

If Σ-protocol P is efficient, we can set up the following commitment scheme:

Commitment Scheme Based on Σ− protocol

1. (Set-up) The receiver V runs (in private) generator G on input 1k to get (x,w) ∈ R, sends
x to P who checks that x ∈ LR.

2. (Commit) To commit to a bit string e, P runs the simulator M on input x, e to get (a, e, z),
and sends a to V .

3. (Decommit) To open the commitment, P sends e, z to V , who checks that (a, e, z) is an
accepting conversation.

In order to understand the above scheme is computationally hiding or statistically hiding or
perfectly hiding, we show following commitment schemes based on Σ-protocols.

Example 1:
Let p be a prime, q a prime divisor in p − 1, and g an element of order q in Z∗p . Suppose a

prover P has chosen w in Zq at random and has published h = gw mod p. A verifier V who gets
p, q, g, h can check that p, q are prime, and that g, h have order q. Since there is only one subgroup
of order q in Z∗p , this automatically means that h ∈< g >, i.e., there exists w such that h = gw.
But this does not necessarily mean that P knows such a w.

There exists a Σ-protocol which suggested by Schnorr [4] gives a very efficient way to convince
V about this:

1 P chooses r at random in Zq and sends a = gr mod p to V .
2 V chooses a challenge e at random in Zq and sends it to P .
3 P sends z = r + ew mod q to V .
4 V accepts the case that P holds a valid w if gz = ahe mod p, else, rejects.
We will construct commitment scheme based on the above Σ-protocol.

Commitment Scheme 1

1. (Set-up) The receiver V randomly chooses two primes p, q where q is a divisor in p− 1, then
chooses w in Zq at random and computes h = gw mod p. V sends (p, q, g, h) to the sender P
who checks that p, q are prime and g, h have order q.

2. (Commit) To commit to a bit string e, P runs the simulator M on input e, p, q, g, h according
to the following steps:

(a) P chooses randomly z in Zq.

(b) P computes a = gz

he .
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(c) P obtains a conversation (a, e, z) such that gz = ahe mod p

P sends commitment a to string e to V .

3. (Decommit) To open the commitment, P sends e, z to V , who checks that (a, e, z) is an
accepting conversation.

Theorem 1 The commitment scheme 1 is perfectly hiding and computationally binding.

Proof(Sketch): Efficiency and Completeness are obvious.
(Computationally Binding) If a polynomial-time bounded prover P ∗ could efficiently output

a, and open it both as e, z and as e′, z′ with e 6= e′, then we would have accepting conversations in
P, (a, e, z), (a′, e′, z′), this means by definition 2 that we can compute w such that h = gw mod p
efficiently, and this contradicts the assumption that discrete logarithm problem (DLP) is a hard
problem.

(Perfectly Hiding) For any computationally unbounded receiver V , V can compute r = logg a
(also knows w = logg h). In order to obtain the committed value e from (r, w), V has to find a pair
(e, z) such that z = r + ew mod q, i.e., gz = ahe mod p. Obviously, V can correctly guess e with
probability 1

q for the reason that there exists a z′ such that z′ = r + e′w mod q for any e′ ∈ Zq.
Hence, it is perfectly hiding. ¥

In example 1, Σ-protocol on DLP is perfect zero-knowledge for honesty verifier. Hence, perfectly
hiding commitment scheme can be constructed from Σ-protocol with perfect zero-knowledge.

Now, we obtain the fact that perfectly hiding commitment scheme can be constructed from
Σ-protocol with perfect zero-knowledge. Then, can we obtain this conclusion that perfectly hiding
commitment scheme can be constructed from any Σ-protocol? Our answer are negative, but we
can prove the following theorem.

Theorem 2 The commitment scheme based on Σ-protocol will be a perfectly hiding commitment
scheme with computational binding if the first message a is independent of the challenge e in Σ-
protocol P.

Proof(Sketch):(perfectly Hiding) In a real life, P’s first message a is independent of the chal-
lenge e. Since x ∈ LR, simulation by M is perfect by definition of Σ-protocols, hence the a generated
by M is uncorrelated to e. In other words, the first message a can construct a valid conversation
(a, e, z) for any e if someone knows w such that (x,w) ∈ R. The computationally unbounded
receiver V cannot obtain any information on the committed value e because he knows w such that
(x,w) ∈ R, so V only guesses e at random.

(Computationally Binding) If a cheat prover P ∗ could efficiently output a, and open it both
as e, z and as e′, z′ with e 6= e′, then we would have accepting conversations in P, (a, e, z), (a′, e′, z′),
this means by definition that we can compute w efficiently, and this contradicts the assumption
that R is a hard problem. ¥

From the above theorem, we can obtain perfectly hiding commitment schemes. However, these
commitment schemes maybe not be constructed under the weakest assumption that one-way func-
tion exist, for example, the commitment scheme 1 is constructed under the assumption DLP. In the
following section, we will devote to look for a method to construct a perfectly hiding commitment
scheme from any one-way function.

4 Perfectly Hiding Commitment Scheme from Any One-Way Func-
tion

If we can construct a Σ-protocol from any one-way function, furthermore, the first message a of this
Σ-protocol is independent of the challenge e, then we will be able to construct a perfectly hiding
commitment scheme from any one-way function according to theorem 2.
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We recall computational zero-knowledge proof on Hamiltonian Cycle(in short HC) which is a
NP-complete statement, which is revised from the protocol in [9] and [15].

Protocol HC

1. Common input: G = (V ′, E), with n = |V ′|.
2. Auxiliary input to prover: a directed Hamiltonian cycle, C ⊂ E, in G.

3. Step P1: The prover P selects a random permutation π of the vertices and commits to the
entries of the adjacency matrix of the resulting permuted graph, sends these commitments to
the verifier V . That is, he sends an n-by-n matrix of commitments such that the (π(i), π(j))
entry is a commitment to 1 if (i, j) ∈ E and is a commitment to 0 otherwise.

4. Step V 1: V uniformly selects σ ∈ {0, 1} and sends it to P .

5. Step P2: If σ = 0, then P sends π to V along with the revealing of all commitments.
Otherwise, P reveals to V only commitments to entries (π(i), π(j)), with (i, j) ∈ C.

6. Step V 2: If σ = 0, then V checks that the revealed graph is indeed isomorphic, via π, to G.
Otherwise, V simply checks that all revealed values are 1 and that the corresponding entries
form a simple n-cycle. V accepts if and only if the corresponding condition holds.

Remark: In Protocol HC, the prover P makes use of a commitment scheme of Type A or Type C
which exists if one-way function exist.

Theorem 3 Protocol HC is a Σ-protocol if one-way function exists.

Proof: 1) If P and V follow the protocol, the verifier always accepts. 2) Assume that the messages
is denoted as a in step P1, the messages is denoted as e in step V1, and the messages is denoted
as z in step P2. For a, one can compute a Hamiltonian Cycle for the graph G if he receives two
conversations (a, e, z) and (a, e′, z′). 3) If the verifier is honest, i.e., the challenge is random, then
there exists a polynomial-time simulator M which can simulate the conversations between P and
honest V by rewinding V , where the construction of the simulator can referred to [9].

Obviously, the protocol will be a Σ-protocol basing on 1), 2) and 3) if commitment scheme of
Type A or Type C exist. It is well-known that commitment scheme of Type A and Type C exist
if one-way function exist from [7, 9]. Hence, the above theorem follows.¥

Protocol HC is also computational zero-knowledge proof of knowledge [9] for the reason that
any computationally unbounded verifier V can extract information on HC from commitment in
message a.

Now, we use Protocol HC to construct a bit commitment scheme, which is also referred in [6]:

Commitment Scheme 2

1. (Set-up) The receiver V runs (in private) generator G on input 1k to get G = (V ′, E) and
its Hamiltonian Cycle C, sends G to P who verifies that G ∈ LR.

2. (Commit) To commit to a bit e ∈ {0, 1}, P runs the simulator M on input G, e to get
(a, e, z), and sends a to V . P obtains (a, e, z) by the following steps:

(a) P commits to 0 by choosing a random permutation π, permuting the nodes of G, and
committing to the entries of the resulting adjacency matrix. P may reveal the committed
bit ′0′ by revealing π and the entries of the matrix. That is, z is composed of π and the
entries of the matrix.

(b) P commits to 1 by choosing the n nodes clique and committing to its adjacency matrix
(which is all 1). P may reveal the committed bit ’1’ by opening a random cycle in this
matrix. That is, z is a random cycle in this matrix.
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3. (Decommit) To open the commitment, P sends e, z to V , who checks that (a, e, z) is an
accepting conversation.

Theorem 4 The above bit commitment scheme is only computationally hiding and computationally
binding.

Proof(Sketch): Efficiency and Completeness are obvious.
(Computationally Binding) If a polynomial-time bounded prover P ∗ could efficiently output

a, and open it both as 0, z and as 1, z′, then we would have accepting conversations (a, 0, z), (a, 1, z′),
this means by definition of Σ-protocol that the P ∗ can compute a Hamiltonian Cycle of grape G,
and this contradicts the assumption that HC is a NP-complete problem.

(Computationally Hiding) For any computationally unbounded receiver V , V can open
commitment scheme used in commitment a because this commitment only is computationally
hiding. After opening commitment a, V can decide the committed value e = 0 or e = 1 by the
opened value because the revealed graph is isomorphic to G if e = 0, and all revealed values are 1
if e = 1, i.e., a is not independent of e. ¥

In order to obtain perfectly hiding commitment scheme, we need hide the commitment a in
case that any computationally unbounded receiver V can direct open it and obtain the committed
value e. We improve the commitment scheme 2 and obtain the following commitment scheme.

Commitment Scheme 3

1. (Set-up) The receiver V runs (in private) generator G on input 1k to get G = (V ′, E) and
its Hamiltonian Cycle C, sends G to P who verifies that G ∈ LR.

2. (Commit) To commit to a bit e ∈ {0, 1}

(a) P runs the simulator M on input G, e to get (a′, e, z). The simulating process is similar
in Commit phase in Commitment Scheme 2.

(b) P runs a random number generator G′ with input 1k to get a random number r.

(c) P computes a = a′ ⊕ f(r) and send it to V , where f : {0, 1}∗ → {0, 1}|a′| is one-way
function.

3. (Decommit) To open the commitment, P sends r, a′, e, z to V , who checks that (a′, e, z) is
an accepting conversation and verifies a = a′ ⊕ f(r).

Theorem 5 The above commitment scheme is perfectly hiding and computationally binding.

Proof(Sketch): Efficiency and Completeness are obvious.
(Computationally Binding) Assume a polynomial-time bounded prover P ∗ could efficiently

output a, then P ∗ maybe do as followed:
(1): He opens the commitment a both as r, a′, 0, z and as r, a′, 1, z′, then we would have accepting

conversations (a′, 0, z), (a′, 1, z′).
(2): He opens the commitment a both as r, a′, 0, z and as r′, a′′, 1, z′, then we would have

accepting conversations (a′, 0, z), (a′′, 1, z′), and a′ ⊕ f(r) = a′′ ⊕ f(r′).
In (1), it means by definition of Σ-protocol that the P ∗ can compute a Hamiltonian Cycle of

grape G, and this contradicts the assumption that HC is a NP-complete problem. In (2), (a′, 0, z)
and (a′′, 1, z′) are easily simulated, however it is impossible to obtain r′ such that a′ ⊕ f(r) =
a′′ ⊕ f(r′) unless P ∗ can invert one-way function f .

In fact, if one-way function f has not collision resistance property, that is, the prover can find
some pairs (r, r′) such that f(r) = f(r′) and r 6= r′ or can find a r′ from f(r) such that f(r) = f(r′)
and r 6= r′, the prover P ∗ cannot also opens the commitment a both as 0 and 1.
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(Perfectly Hiding) For any computationally unbounded receiver V , V cannot obtain any
information about the committed value e from commitment a. Because V only knows the commit-
ment a with probability 1

2|a′|
, however, a can be opened as 0 or 1 with probability 1

2 if any one has
a HC C of graph G. Although any one can obtain e from a′, V can not obtain any information
about a′ from a = a′ ⊕ f(r) because lots of pairs (a′, r) such that a = a′ ⊕ f(r) and every pair
(a′, r) has same probability 1

2|a′|
. ¥

Theorem 6 Perfectly hiding and computationally binding commitment scheme exists if one-way
function exist.

Proof(Sketch): Commitment Scheme 3 is perfectly hiding and computationally binding from
theorem 5. Commitment scheme used in the first message a in Σ-protocol on HC is commitment
scheme of Type A or Type C. The random number generator G′ and commitment scheme of Type
A or Type C exist if one-way function exists. Hence, we obtain this conclusion that perfectly hiding
and computationally binding commitment scheme exists if one-way function exist. ¥

In Commitment Scheme 3, the prover P must convince that graph G generated by the verifier
V has Hamiltonian Cycle C by using a witness hiding protocol [6], that is, V has to prove that G
has Hamiltonian Cycle C by using Protocol HC, which is proven to be a witness hiding protocol
[23], before P runs the simulator. Hence, the number of round is two rounds in Commit stage in
Commitment Scheme 3. The commitment schemes 1-4 can be composed parallel from Proposition
1.

Theorem 7 There exist perfectly hiding and computationally binding commitment scheme with
two rounds complexity if one-way function exist.

Our commitment schemes have only one round complexity in the random oracle model[13].
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