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Abstract

We implement one-out-of-two bit oblivious transfer (OT) based on the assump-
tions used in the McEliece cryptosystem: the hardness of decoding random binary
linear codes, and the difficulty of distinguishing a permuted generating matrix of
Goppa codes from a random matrix. To our knowledge this is the first OT reduc-
tion to these problems only. We present two different constructions for oblivious
transfer, one based on cut-and-choose arguments and another one which is based
on a novel generalization of Bennett-Rudich commitments which may be of inde-
pendent interest. Finally, we also present a variant of our protocol which is based
on the Niederreiter cryptosystem.1
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1 Introduction
Oblivious transfer [35, 31, 14] is a primitive of central importance in modern cryptog-
raphy as it implies two-party secure computation [20, 23] and multi-party computa-
tion [9]. There exist several flavors of OT, but they are all equivalent [8]. In this work
we focus on the so-called one-out-of-two bit oblivious transfer (OT). This is a two-
party primitive in which a sender (Alice) inputs two bits b0, b1 and a receiver (Bob)
inputs a bit c called the choice bit. Bob receives bc and remains ignorant about bc,
while Alice only receives a confirmation message from Bob after he completed his part
of the protocol successfully. In particular, Alice cannot learn Bob’s choice.
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OT can be constructed based on computational assumptions, both generic such
as enhanced trapdoor permutations [14, 18, 21] and specific such as factoring [31],
Diffie-Hellman [3, 28, 1], Quadratic or Higher-Order Residuosity, or from the Extended
Riemann Hypothesis [22].
Our result: We build OT based on the two assumptions used in the McEliece cryp-
tosystem [26]:

1. Hardness of decoding of a random linear code (known to be NP-complete [4],
and known to be equivalent to the learning parity with noise (LPN) problem [32])

2. Indistinguishability of the scrambled generating matrix of the Goppa code [25]
from a random one.

It is noteworthy that there exists no black box reduction from public-key encryption
to OT [17]. However, by exploiting some algebraic properties of ciphertexts generated
by the McEliece cryptosystem we bypass the negative results of [17]. We present
two different constructions (with similar complexities): one based on cut-and choose
arguments and another one based on a generalization of Bennett-Rudich commitments
to integers modulo q. Finally, we also present an OT protocol based on the Niederreiter
cryptosystem [29] (the dual of the McEliece cryptosystem).
Comparison to other work: To our knowledge, this is the first oblivious transfer pro-
tocol based on the McEliece assumptions only and, concurrently with [24], the first
computationally secure oblivious transfer protocol not known to be broken by a quan-
tum computer. However, for obtaining a protocol of equivalent complexity, [24] uses
additional assumptions: the random oracle assumption and permuted kernels. Also,
[24] needs Shamir’s zero knowledge proofs [34] which are avoided in our simpler con-
struction.

In this work, we consider only static adversaries, i.e., we assume that either Alice
or Bob is corrupted before the protocol begins.

2 Preliminaries
In this section, we establish our notation and provide some facts from coding theory
and formal definitions of security for oblivious transfer and bit commitment. Then, for
the sake of completeness, we describe the McEliece and Niederreiter cryptosystems
and introduce the assumptions on which their security, and also the security of our
protocol is based.

Henceforth, we will denote by x ∈R D a uniformly random choice of element x
from its domain D; and by ⊕ a bit-wise exclusive OR of strings.

Two sequences {Xn}n∈N and {Yn}n∈N of random variables are called computationally
indistinguishable, denoted X

c
≈ Y , if for every non-uniform probabilistic polynomial-

time distinguisher D there exists a negligible function ε(·) such that for every n ∈ N,

|Pr[D(Xn) = 1] − Pr[D(Yn) = 1]| < ε(n)
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2.1 Security Definition of Oblivious Transfer
Let the sender Alice and the receiver Bob be modeled as probabilistic polynomial time
(PPT) Turing machines A and B, having as their input a security parameter N.

Let us denote by ViewÃ(Ã(z), B(c)) and ViewB̃(A(b0, b1),
B̃(z)) the views of dishonest Alice and Bob, respectively, which represent their inputs z,
results of all local computations, and messages exchanged. Our definition of security
is based on the one shown in [22], suitably adapted to protocols with more than two
messages.

Definition 1 A protocol [A, B](b0, b1; c) is said to securely implement oblivious trans-
fer, if at the end of its execution by the sender Alice and the receiver Bob the following
properties hold:

• Completeness: When the players honestly follow the protocol, Bob outputs bc

while Alice has no output.

• Security for Alice: For every PPT adversary B̃, every input z, and a (sufficiently
long) random tape RB chosen at random, there exists a choice bit c such that
for bc ∈ {0, 1} the distribution (taken over Alice’s randomness) of runs of B̃(z)
using randomness RB with Alice having input bc and bc = 0 is computationally
indistinguishable from the distribution of runs with Alice having input bc and
bc = 1.

• Security for Bob: For any PPT adversary Ã, any security parameter N and any
input z of size polynomial in N, the view that Ã(z) obtains when Bob inputs
c = 0 is computationally indistinguishable from that of when Bob inputs c = 1,
denoted:

ViewÃ(Ã(z), B(0))|z
c
≈ ViewÃ(Ã(z), B(1))|z.

A protocol is said to be secure against honest-but-curious players, if the previous defi-
nition holds in the case Alice and Bob follow the protocol.

2.2 Security Definition of String Commitment
We also need commitment schemes in our constructions. A string commitment proto-
col consists of two stages. In the first one, called Commit, the sender (Alice) provides
the receiver (Bob) with evidence about her input bit-string b. Bob cannot learn it before
the second stage, called Open, where Alice reveals her commitment to Bob, such that
she cannot open a value different from b without being caught with high probability.
Similarly to the notation used for Oblivious Transfer, we denote by ViewÃ(Ã(z), B(a))
and ViewB̃(A(b), B̃(z)) the views of dishonest Alice and Bob, respectively, which rep-
resent their inputs z, results of all local computations, and messages exchanged. Our
definition is based on [27].

Definition 2 A protocol [A, B](b) is said to securely implement string commitment, if
at the end of its execution by the sender Alice and the receiver Bob, which are rep-
resented as PPT Turing machines having as their input a security parameter N, the
following properties hold:
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• Completeness: when the players honestly follow the protocol, Bob accepts b.

• Hiding: For any PPT adversary B̃, any security parameter N, any input z of
size polynomial in N, and any k ∈ N, after the Commit stage, but before the
Open stage, the view of B̃(z) when Alice inputs b ∈ {0, 1}k is computationally
indistinguishable from the view where Alice inputs any other b′ ∈ {0, 1}k, b′ , b:

ViewB̃(A(b), B̃(z))|z
c
≈ ViewB̃(A(b′), B̃(z))|z

• Binding: For any PPT adversary Ã, any security parameter N and any input z of
size polynomial in N, any k ∈ N, there exists b ∈ {0, 1}k which can be computed
by Alice after the Commit stage, such that the probability that Ã(b′), b′ , b is
accepted by Bob in the Open stage is negligible in N.

A string commitment protocol is unconditionally secure against a player if the prop-
erties in Definition 2 hold even when this player is not computationally bounded.

2.3 McEliece Cryptosystem
The following definition was taken from [30]. The McEliece cryptosystem [26]2 con-
sists of a triplet of probabilistic algorithms McE = (GenMcE,EncMcE,DecMcE) and
M = {0, 1}k.

• Key generation algorithm: The PPT key generation algorithm GenMcE works as
follows:

1. Generate a k×n generator matrix G of a Goppa code, where we assume that
there is an efficient error-correction algorithm Correct which can always
correct up to t errors.

2. Generate a k × k random non-singular matrix S .

3. Generate a n × n random permutation matrix T .

4. Set P = S GT , and output pk = (P, t) and sk = (S ,G,T ).

• Encryption algorithm: EncMcE takes a plaintext m ∈ {0, 1}k and the public-key
pk as input and outputs ciphertext c = mP ⊕ e, where e ∈ {0, 1}n is a random
vector of Hamming weight t.

• Decryption algorithm: DecMcE works as follows:

1. Compute cT−1(= (mS )G ⊕ eT−1), where T−1 denotes the inverse matrix of
T .

2. Compute mS = Correct(cT−1).

3. Output m = (mS )S −1.

2There are variants of this scheme that achieve the strongest notions of security for encryption schemes:
IND-CPA [30] and IND-CCA2 [13].
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2.4 Niederreiter Cryptosystem
The Niederreiter cryptosystem [29] consists of a triplet of probabilistic algorithms
NR = (GenNR,EncNR,DecNR).

• System parameters: n, t ∈ N, where t � n.

• Key Generation Algorithm: The polynomial-time key generation algorithm GenNR
works as follows:

1. Generate a (n − k) × n parity check matrix of a binary irreducible Goppa G
code of maximal dimension k which can efficiently correct up to t errors.

2. Generate a (n − k) × (n − k) random binary non-singular matrix M.

3. Generate a n × n random permutation matrix P.

4. Set H′ = MHP, and output pk = (H′, t) and sk = (M, P,DG), where DG is
an efficient syndrome decoding algorithm for G.

• Encryption algorithm: The polynomial-time encryption algorithm EncNR takes
a plaintext m ∈ {0, 1}n of weight t and the public-key pk as input and outputs the
syndrome s = H′mT .

• Decryption algorithm: The polynomial-time decryption algorithm DecNR takes
as input an ciphertext s, the secret key sk and works as follows:

1. Compute M−1s = HPmT .

2. Compute DG(HPmT ) to obtain PmT .

3. Compute mT = P−1PmT and output m.

2.5 Security Assumptions
In this subsection, we briefly introduce and discuss the McEliece assumptions used in
this work.

We assume that there is no efficient algorithm which can distinguish the scram-
bled (according to the description in the previous subsection) generating matrix of the
Goppa code P and a random matrix of the same size. For codes with very high rate
R = k/n there is an efficient distinguisher that can differentiate a Goppa code from a
random code [15], but this is not the range in which the encryption scheme works. For
the other cases, the currently best algorithm is by Courtois et al. [7] and works as fol-
lows: enumerate each Goppa polynomial and verify whether the corresponding code
and the generator matrix G are “permutation equivalent” or not by using the support
splitting algorithm [33], which is nt(1 + o(1))-time algorithm, with n and t as defined
in the previous subsection.

Assumption 1 There exists no PPT algorithm which can distinguish the public-key
matrix P of the McEliece cryptosystem from a random matrix of the same size with
non-negligible probability.
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We note that this assumption was utilized in [7] to construct a digital signature
scheme.

We also assume that there is no efficient algorithm for solving the Syndrome Decod-
ing Problem. This problem is known to be NP-complete [4], and all currently known
algorithms to solve this problem are exponential. The best algorithms were presented
by Canteaut and Chabaud [6] and recently by Bernstein et al. [5].

Assumption 2 The Syndrome Decoding Problem is hard for every PPT algorithm.

The security of the McEliece cryptosystem and the Niederreiter cryptosystem are
equivalent [11] (the difficulty of breaking the Niederreiter cryptosystem is the same of
breaking the McEliece cryptosystem with the same security parameters).

2.6 Bit Commitment based on the McEliece assumptions
We will also need a bit commitment scheme based on the same assumption. Of course
we could use a modification of the McEliece system which is semantical secure, see
[30]. However, we can do better.

According to a well-known result by Naor [27], bit commitment scheme can be
constructed using a pseudorandom generator. The latter primitive can be built effi-
ciently using the Syndrome Decoding problem as described by Fischer and Stern [16].
Naor’s scheme is unconditionally binding, computationally hiding and meets the com-
pleteness property. So using this construction to obtain bit commitment we are using
only one of the McEliece assumption. In addition, for string commitment Naor’s con-
struction is very efficient.

3 Passively Secure Protocol for OT
For now, assume Alice and Bob to be honest-but-curious. We first sketch the intuition
behind this protocol. We construct it according to the paradigm presented in [3]. Bob
sends to Alice an object which is either a public key, or a randomized public key for
which the decoding problem is difficult. To randomize a public key, we use bitwise-
XOR with a random matrix. Alice, in turn, computes the bitwise-XOR of the received
entity with the same random matrix, hereby obtaining the second “key”. She encrypts
b0 and b1 with the received and computed keys, respectively, and sends the encryptions
to Bob. The protocol is secure for Bob because Alice cannot distinguish a public key
from a random matrix. The protocol is complete because Bob can always decrypt bc.
At the same time, it is also secure for Alice, because Bob is unable to decrypt the
second bit as he cannot decode the random code.

Recall that Alice’s inputs are the bits b0 and b1 while Bob inputs the bit c wishing
to receive bc. Denote the Hamming weight of a vector z by wH(z).

Protocol 1

1. Alice chooses a k × n random binary matrix Q and sends it to Bob.
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2. Bob generates a secret key (S ,G,T ) following the procedures of the McEliece
algorithm, sets Pc = S GT and Pc = Pc ⊕ Q and sends P0, t to Alice.

3. Alice computes P1 = P0 ⊕ Q, then encrypts two random bit strings r0, r1 ∈R

{0, 1}k with P0 and P1, respectively, i.e., for i = 0, 1 : yi = riPi ⊕ ei, where
ei ∈ {0, 1}n, wH(ei) = t. Then she also computes for i = 0, 1:hi ∈R {0, 1}k,
encrypts b0 and b1 as follows: for i = 0, 1 : b̂i = bi⊕〈ri, hi〉 where “〈·, ·〉” denotes
a scalar product modulo 2. Finally, she sends for i = 0, 1 : yi, hi, b̂i to Bob.

4. Bob decrypts rc and computes bc = b̂c ⊕ 〈rc, hc〉.

The next theorem formally states the security of the above protocol.

Theorem 1 Protocol 1 is complete and secure for both Alice and Bob against passive
attacks according to Definition 1 under Assumptions 1 and 2.

Given that under passive attacks the players always follow the protocol, we argue
that the properties listed in Definition 1 are satisfied.
Completeness: This follows by observing that Bob always receives a valid encryption
of rc that allows him to compute bc in Step 4.
Security for Alice: Let B̃ be any PPT passively cheating receiver. Let c be the bit
such that b̂c = bc ⊕ 〈rc, hc〉 and yc = rc(Pc ⊕ Q) ⊕ ec. Note that Q is chosen randomly
and independently from Pc, so from B̃’s point of view, learning rc is equivalent to
decoding a random linear code with generating matrix Pc ⊕ Q. This is known to be
hard [4]. It was proven in [19] that 〈r, h〉 is a hard-core predicate for any one-way
function f given f (r) and h. Hence, by Assumption 2, the distribution (taken over
Alice’s randomness) of runs of B̃(z) using randomness R with Alice having input bc

and bc = 0 is computationally indistinguishable from the distribution of runs with
Alice having input bc and bc = 1.
Security for Bob: This follows directly from Assumption 1. Honest-but-curious Alice
is unable to distinguish between P = S GT and a random k × n matrix, and hence she
is also unable to tell Pc = S GT from Pc = S GT ⊕ Q for any c ∈ {0, 1}. This implies
computational indistinguishability of the protocol views for Alice.

Unfortunately, Protocol 1 is not secure if the parties cheat actively. One problem
is that, given a random matrix Q, Bob can come up with two matrices P′, P′′, where
P′ ⊕ P′′ = Q, which are the generating matrices of the codes with some reasonably
good decoding properties. It is clear that in this case, Bob will be able to partially
decode both b0 and b1.

4 Fully Secure Protocol
In order to arm the passive protocol with security against malicious parties, one could
use a general compiler as the one in [18]. However, we present a direct and more
efficient approach:

1. Implement a randomized oblivious transfer in which Bob is forced to choose the
public key before and therefore independent of Q, if not he will be detected with
probability at least 1

2 ;
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2. Convert the randomized oblivious transfer into an oblivious transfer for specific
inputs with the same characteristics of security;

3. Reduce the probability that a malicious Bob learns simultaneously information
on both b0 and b1.

4.1 Random OT with high probability of B cheating
First, we implement a protocol that outputs two random bits a0, a1 to Alice and outputs
a random bit d and ad to Bob. In this protocol, Alice detects with probability at least
1
2 − ε a malicious Bob that chooses the public key depending on Q.

To achieve this, Bob generates two different McEliece keys by following the same
procedures of protocol 1 and by using two random bits c0, c1. He commits to P0,c0

and P1,c1 . Then, Bob receives two random matrices Q0 and Q1 from Alice, computes
P0,c0 = P0,c0 ⊕Q0 and P1,c1 = P1,c1 ⊕Q1 and sends P0,0, P1,0, t to her. Alice chooses one
of the commitments for Bob to open and checks if the opened information is consistent
with an honest procedure; otherwise, she stops the protocol. Finally, she encrypts a0
and a1 using the matrices associated to the commitment that was not opened.

Protocol 2

1. Bob generates two McEliece secret keys (S 0,G0,T0) and (S 1,G1,T1). He chooses
c0, c1 ∈R {0, 1} and sets P0,c0 = S 0G0T0 and P1,c1 = S 1G1T1. He commits to P0,c0

and P1,c1 .

2. Alice chooses Q0 and Q1 uniformly at random and sends them to Bob.

3. Bob computes P0,c0 = P0,c0 ⊕ Q0 and P1,c1 = P1,c1 ⊕ Q1. He sends P0,0, P1,0, t to
Alice.

4. Alice computes P0,1 = P0,0 ⊕ Q0 and P1,1 = P1,0 ⊕ Q1. Then she chooses the
challenge j ∈R {0, 1} and sends it to Bob.

5. Bob opens his commitment to P j,c j
and sets d = c j.

6. Alice checks the following: P j,c j
must be equal to P j,0 or P j,1, otherwise she

stops the protocol.

7. Alice encrypts two random bit strings r0, r1 ∈R {0, 1}k with P j,0 and P j,1, respec-
tively, i.e., for i = 0, 1 : yi = riP j,i ⊕ ei, where ei ∈ {0, 1}n, wH(ei) = t. Then she
also computes for i = 0, 1: hi ∈R {0, 1}k, encrypts a0, a1 ∈R {0, 1} as follows: for
i = 0, 1 : âi = ai ⊕ 〈ri, hi〉 where “〈·, ·〉” denotes a scalar product. Finally, she
sends for i = 0, 1 : yi, hi, âi to Bob.

8. Bob decrypts rd and computes ad = âd ⊕ 〈rd, hd〉. If Bob encounters a decoding
error while decrypting rd, then he outputs ad = 0.
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Theorem 2 Assuming that the bit commitment scheme used is secure, protocol 2 im-
plements a randomized oblivious transfer that is complete and secure for Bob against
active attacks according to Definition 1 under Assumptions 1 and 2. Additionally, the
probability that a malicious Bob learns both a0 and a1 is at most 1

2 + ε(n), where ε(n)
is a negligible function.

Completeness: An honest Bob always passes the test of Step 6 and receives a valid
encryption of rd, so he can compute ad.
Security for Alice: In order to obtain simultaneously information on a0 and a1, Bob
must learn r0 and r1. The encryptions of r0 and r1 only depend on P j,0 and P j,1, respec-
tively.

If Bob sends both P0,0 and P1,0 chosen according to the protocol (honest procedure),
then the probability that he learns both inputs of Alice is the same as in the passive
protocol, i.e., it is negligible. If Bob chooses both P0,0 and P1,0 in a malicious way,
then, with overwhelming probability, Alice will stop the protocol in step 6 and Bob
will learn neither r0 nor r1.

The best strategy for Bob is to choose honestly one of the pairs of matrices and
choose the other in a malicious way, thus he can cheat and partially decode both r0
and r1 in case Alice asks him to open the pair of matrices correctly chosen. However,
note that with probability 1

2 , Alice asks him to open the matrix maliciously chosen. In
this case, Bob will be able to open the commitment with the value that Alice expects
in step 6 only with negligible probability. Thus, the probability that a malicious Bob
learns both a0 and a1 is at most 1

2 + ε(n), where ε(n) is a negligible function.
Security for Bob: The commitment to P j,c j = P j,d is not opened, so the security for
Bob follows from Assumption 1 as in the protocol 1.

As long as the commitment is secure, possible differences from the passive scenario
are the following ones:

• Alice could cheat by sending a specially chosen matrix Q. However, by Assump-
tion 1, she cannot tell P j,c j from random, hence her choice of Q will not affect
her ability to learn d;

• For some i ∈ {0, 1}, Alice may use a different matrix instead of P j,i to encrypt
ri in Step 7, hoping that i = d so that Bob will encounter the decoding error
and then complain, hereby disclosing his choice. However, the last instruction
of Step 8 thwarts such attack by forcing Bob to accept with a fixed output “0”.
Sending a “wrong” syndrome is then equivalent to the situation when Alice sets
his input ai = 0.

Thus, it follows that the protocol is secure against Alice.

4.2 Derandomizing the previous protocol
Subsequently, we use the method of [2] to transform the randomized oblivious transfer
into an (ordinary) oblivious transfer with the same characteristics of security.

Protocol 3
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1. Bob and Alice execute the protocol 2. Alice receives a0, a1 and Bob receives
d, ad.

2. Bob chooses c, sets e = c ⊕ d and sends e to Alice.

3. Alice chooses b0, b1 ∈ {0, 1}, computes f0 = b0 ⊕ ae and f1 = b1 ⊕ ae and sends
f0, f1 to Bob.

4. Bob computes bc = fc ⊕ ad.

Theorem 3 Protocol 3 implements an oblivious transfer with the same characteristics
of security of the protocol 2.

Completeness: fc = bc ⊕ ac⊕e = bc ⊕ ad, so an honest Bob can recover bc because
he knows ad.
Security for Alice: fc = bc ⊕ ac⊕e = bc ⊕ ad, so Bob can recover both b0 and b1 only if
he knows a0 and a1.
Security for Bob: Alice has to discover d in order to compute c, thus the security for
Bob follows from protocol 2.

4.3 Reducing the probability of B cheating
Finally, we use the reduction of [10] to minimize the probability that a malicious Bob
learns both inputs of Alice. In this reduction, protocol 3 is executed s times in parallel,
where s is a security parameter. The inputs in each execution are chosen in such way
that Bob must learn both bits in all executions to be able to compute both inputs of
Alice in protocol 4.

Protocol 4

1. Alice chooses her inputs bits to the oblivious transfer protocol, b0, b1 ∈ {0, 1}.
She also chooses random bits b0,1, . . . , b0,s, b1,1, . . . , b1,s such that b0 = b0,1 ⊕

. . . ⊕ b0,s and b1 = b1,1 ⊕ . . . ⊕ b1,s.

2. Bob chooses c ∈ {0, 1}.

3. Protocol 3 is executed s times, with inputs b0,i, b1,i from Alice and ci = c from
Bob for i = 1 . . . s.

4. Bob computes bc = bc,1 ⊕ bc,2 ⊕ . . . ⊕ bc,s.

Theorem 4 Assuming that the bit commitment scheme used in protocol 2 is secure,
protocol 4 is complete and secure for both Alice and Bob against active attacks ac-
cording to Definition 1 under Assumptions 1 and 2.

Completeness: An honest Bob learns all bc,i for i = 1 . . . s in the s executions of
protocol 3 and therefore he can compute bc.
Security for Alice: Bob must discover both bits in all executions of protocol 3 in
order to learn something simultaneously on b0 and b1. The probability that a malicious
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Bob learns both bits in an execution of protocol 3 is at most 1
2 + ε(n), where ε(n) is

a negligible function. There exists an n0 such that ε(n) < 1
4 for any n > n0. We can

choose n > n0, so β = 1
2 + ε(n) < 3

4 and the probability that a malicious Bob learns
both b0 and b1 is less than ( 3

4 )s, which is negligible in s. Thus, the protocol is secure
for Alice.
Security for Bob: Alice discovers c if she learns any ci, but this probability is negligi-
ble because the probability that she learns a specific ci in the respective execution of the
protocol 3 is negligible and the number of executions of the protocol 3 is polynomial.

5 OT using BCX (Bit Commitments with XOR)

5.1 Protocol using BCX against malicious parties
Instead of using protocols 2, 3 and 4 to deal with malicious adversaries, we can use
a modification of the BCX (Bit Commitments with XOR) protocol and obtain another
OT construction. The obtained construction’s complexity is similar to our previous
protocol. However, we believe that our generalization of BCX might be of independent
interest and thus present it here.

The BCX protocol is attributed to Bennett and Rudich and is described in [9]. The
scheme is based on any secure commitment protocol and runs as follows: Alice com-
mits to a bit b by committing to pairs of bits b jL and b jR such that b = b jL ⊕ b jR.
The BCX advantage when compared to a traditional commitment is that it enables to
prove linear relations among commitments without revealing them. We modify the
BCX slightly to work with integers modulo q, as described below (where v is a security
parameter of the procedure to prove relations):

• Commitment: In order to commit to some value b ∈ Zq, Bob chooses b jL ∈R Zq

and sets b jR = b − b jL(mod q) for j = 1, . . . , v. Bob commits to b jL and b jR for
j = 1, . . . , v.

• Unveil: In order to unveil the value b, Bob unveils all the 2v commitments. Alice
checks if b = b jL + b jR(mod q) for all j and accepts the value b only if this
condition is satisfied.

• Proving relations: In order to prove a linear relation among u committed values
b1, . . . , bu without revealing them, the parties do the following:

1. Alice specifies u permutations (of v elements each).

2. For l = 1, . . . , u, Bob shuffles the v pairs of commitments related to bl by
using the permutation specified by Alice.

3. For j = 1, . . . , v, Bob evaluates the linear relation using the values (b1
jL, . . . , b

u
jL)

and using the values (b1
jR, . . . , b

u
jR) and denotes the results as Rel jL and Rel jR

respectively.

4. Bob sends Rel jL and Rel jR to Alice for j = 1, . . . , v.

5. Alice checks whether the sum Rel jL + Rel jR is the same for all j.

11



6. For j = 1, . . . , v, Alice asks Bob to open either (b1
jL, . . . , b

u
jL) or (b1

jR, . . . , b
u
jR)

and checks if the result sent previously by Bob is the correct evaluation of
the relation on these values. If the values are not equal, Alice stops the
protocol execution. Otherwise, she accepts that the result of applying the
linear relation on values (b1, . . . , bu) is Rel1L + Rel1R(mod q).

• Coping the Commitment: Each commitment can be used only once to prove
relations. If Bob is committed to some value b, he can obtain a new copy of this
commitment as follow:

1. Bob creates 3v pairs of commitment such that the sum modulo q of each
pair is b.

2. Alice partitions these 3v pairs in 3 subsets of cardinality v that she denoted
as b0, b1, b2. She asks Bob to prove that b0 = b. If he succeeds, b and b0

cannot be used more, but Alice is convinced that b1 = b2 = b. So Bob have
two valid instances of commitment to the value b: b1 and b2.

Note that a cheating Bob trying to prove a false relation between committed values
is caught with overwhelming probability in the security parameter v. Note also that
only one commitment of each pair is unveiled in the procedure to prove relations, so
the values of b1, . . . , bu are not unveiled because they are the sum of the committed
values of the same pair.

Using the above ideas, we can build an OT protocol based on McEliece cryptosys-
tem that is secure against malicious adversaries. We describe the protocol below. We
can interpret each matrix of dimension k × n as a binary string of length nk and use
the above variant of Bennett-Rudich commitments computing the operations modulo
q = 2nk.

Protocol 5

1. Bob generates a secret key (S ,G,T ) following the procedures of the McEliece
algorithm and commits to the string representation of the public key matrix
S GT using Bennett-Rudich XOR Commitment. Denote the commitment as
d = (d1L, d1R, . . . , dvL, dvR) and define d j = (d jL, d jR).

2. Alice chooses a k × n random binary matrix Q and sends it to Bob.

3. Bob sets Pc = S GT and Pc = Pc ⊕Q and commits to the string representation of
the matrices P0 and P1. Denote the commitments as f = ( f1L, f1R, . . . , fvL, fvR)
and g = (g1L, g1R, . . . , gvL, gvR) respectively. Bob sends P0, t to Alice. For
j = 1, . . . , v he also sends the pairs f j = ( f jL, f jR) and g j = (g jL, g jR) to Al-
ice, choosing randomly if f j or g j goes first.

4. Alice computes P1 = P0 ⊕ Q, chooses randomly a challenge V of v bits and a
permutation Π on v elements. Alice sends V and Π to Bob.

5. Denote as V j the j-bit of V . For j = 1, . . . , v, Bob does as follows:
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If V j = 0, then Bob opens the commitments f j and g j. Alice checks if one
of them is the string representation of matrix P0 and the other the string
representation of matrix P1, otherwise she stops the protocol execution.

If V j = 1, then Bob proves using the Bennett-Rudich Commitment scheme
approach (i.e., sending the left and right sums and revealing either the left
or the right commitments according to Alice choices) that dΠ( j) = f j or that
dΠ( j) = g j. If Bob fails to prove this, Alice stops the protocol execution.

6. Alice encrypts two random bit strings r0, r1 ∈R {0, 1}k with P0 and P1, respec-
tively, i.e., for i = 0, 1 : yi = riPi⊕ei, where ei ∈ {0, 1}n, wH(ei) = t. Then she also
computes for i = 0, 1:hi ∈R {0, 1}k, encrypts b0 and b1 as follows: for i = 0, 1 :
b̂i = bi ⊕ 〈ri, hi〉 where “〈·, ·〉” denotes a scalar product modulo 2. Finally, she
sends for i = 0, 1 : yi, hi, b̂i to Bob.

7. Bob decrypts rc and computes bc = b̂c ⊕ 〈rc, hc〉. If Bob encounters a decoding
error while decrypting rc, then he outputs bc = 0.

Theorem 5 Assuming the used bit commitment scheme secure, protocol 5 implements
an oblivious transfer that is complete and secure for Alice and Bob against active
attacks according to Definition 1 under Assumptions 1 and 2.

Completeness: An honest Bob always passes the test of Step 5 and receives a valid
encryption of rc, so he can compute bc.
Security for Alice: In order to obtain simultaneously information on b0 and b1, Bob
must learn r0 and r1. The encryptions of r0 and r1 only depend on P0 and P1, respec-
tively.

If Bob follows the protocol instructions to choose P0 and P1, the security to Alice
follows from the passive case. If a cheating Bob does not choose P0 and P1 according
to the protocol procedures, he succeeds in the test of Step 5 only with negligible proba-
bility in the security parameter v. The reason for that is the following. If Alice chooses
V j = 0 in the challenge, she will learn f j and g j and so she may check if they are equal
to P0 and P1. Therefore Alice can check that the values Bob committed to in step 3
are the values corresponding to P0 and P1 that she will use to send the bits. If Alice
chooses V j = 1 in the challenge, she learns that dΠ( j) = f j or dΠ( j) = g j and learns also
what of the two cases happened. Therefore Alice has a way to verify that one of the
matrices committed to in step 3 is equal to S GT that was chosen before Q. This put
together with the previous fact guarantees that one of the public keys used by Alice is
random from Bob’s point of view.
Security for Bob: If Alice chooses V j = 0 in the challenge, she will learn f j and g j

and so she may check if they are equal to P0 and P1. But since f j and g j are sent in a
random order, she learns nothing about c. If Alice chooses V j = 1 in the challenge, she
learns that dΠ( j) = f j or dΠ( j) = g j and learns also what of the two cases happened. But
since f j and g j are sent in a random order and are not unveiled, she cannot compare
the one that is equal to dΠ( j) to the matrices P0 and P1 in order to discover c. So the
security for Bob follows from Assumption 1 as in the protocol 1.

As long as the commitment is secure, possible differences from the passive scenario
are the following ones:
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• Alice could cheat by sending a specially chosen matrix Q, however by Assump-
tion 1, she cannot tell Pc from random, hence her choice of Q will not affect her
ability to learn c;

• For some i ∈ {0, 1}, Alice may use a different matrix instead of Pi for encrypting
ri in Step 6 hoping that i = c so that Bob will encounter the decoding error
and then complain, hereby disclosing his choice. However, the last instruction
of Step 7 thwarts such attack by forcing Bob to accept with a fixed output “0”.
Sending a “wrong” syndrome is then equivalent to the situation when Alice sets
his input bi = 0.

Thus, it follows that the protocol is secure against Alice.

6 OT based on Niederreiter cryptosystem
Below we describe a variant of the OT protocol using the Niederreiter cryptosystem.
The passive protocol can be implemented as follows.

Protocol 6

1. Alice chooses a (n − k) × n random binary matrix Q and sends it to Bob.

2. Bob generates a secret key (M, P,DG) following the procedures of the Niederre-
iter algorithm, sets Pc = MHP and Pc = Pc ⊕ Q and sends P0, t to Alice.

3. Alice computes P1 = P0 ⊕ Q, then encrypts two random bit strings r0, r1 ∈R

{0, 1}n of weight t with P0 and P1, respectively, i.e., for i = 0, 1 : si = PirT
i .

Then she also chooses for i = 0, 1: hi ∈R {0, 1}n, encrypts b0 and b1 as follows:
for i = 0, 1 : b̂i = bi ⊕ 〈ri, hi〉 where “〈·, ·〉” denotes a scalar product modulo 2.
Finally, she sends for i = 0, 1 : si, hi, b̂i to Bob.

4. Bob decrypts rc and computes bc = b̂c ⊕ 〈rc, hc〉.

Theorem 6 Protocol 6 is complete and secure for both Alice and Bob against passive
attacks according to Definition 1 under Assumptions 1 and 2.

Given that under passive attacks, the players always follow the protocol, we argue
the properties listed in Definition 1.
Completeness: As in the McEliece protocol, Bob can always decrypt rc and so com-
pute bc in Step 4.
Security for Alice: Let B̃ be any PPT passively cheating receiver.

Let c be the bit such that b̂c = bc ⊕ 〈rc, hc〉 and sc = (Pc ⊕ Q)rT
c . Note that Q is

chosen randomly and independently from Pc, so from B̃’s point of view, learning rc is
equivalent to decoding a random linear code with parity check matrix Pc ⊕ Q. By the
same arguments as in McEliece version, 〈r, h〉 is a hard-core predicate for this function
and the security for Alice follows from assumption 2 .
Security for Bob: This follows directly from Assumption 1 and the equivalence of
McEliece’s and Niederreiter’s cryptosystems security [11]. Honest-but-curious Alice
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is unable to distinguish between P = MHP and a random (n− k)× n matrix, and hence
she is also unable to tell Pc = MHP from Pc = MHP ⊕ Q for any c ∈ {0, 1}. This
implies computational indistinguishability of the protocol views for Alice.

In order to achieve security against malicious parties, we can use the same approach
used in the protocol version that utilizes the McEliece’s cryptosystem.

7 Conclusions
In this paper we presented the first protocol for implementing oblivious transfer based
solely on the McEliece assumption. We also presented the first oblivious transfer pro-
tocol based on the Niederreiter cryptosystem. Our protocols are secure in the so-called
half-simulation paradigm. We state as an open problem to obtain fully simulatable
oblivious transfer protocols based on the McEliece assumptions.
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