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Abstract. Many practical applications use hybrid encryption mechanism to deal with large 
plaintext messages or real-time communication since the performance of the public key encryption 
scheme is poor. The key encapsulation is a crucial part in hybrid encryption mechanism, which 
allows a sender to generate a random session key and distribute it to recipient. In this paper we 
present a proxy key re-encapsulation scheme for group communication. The proxy in our scheme 
is allowed to transform the encapsulated message corresponding to group A’s public key into one 
that can be decapsulated by the member in group B. It can be used in cases when a group users 
need to perform sensitive operation without holding the necessary secret key. 
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1. Introduction 
In some network applications, we have to distribute same message to all n  group members. A 
simple approach for achieving this goal is that the sender encrypts the message respectively for 
each member of the group. Obviously, the cost of using the simple approach in large groups is 
very high. Therefore, how to efficiently distribute a message in this scenario and ensure the 
network security has attracted lots of attention. To due with this problem, some methods used for 
group communication were proposed, such as [1][2][3][4][5]. 
  To exert the virtue of symmetrical and unsymmetrical crypto, the hybrid encryption mechanism 
is used in group communication. Cramer and Shoup [6] first presented the notion of hybrid 
encryption schemes in 1998, and followed by [7][8][9]. Generally speaking, this kind of scheme 
consists of two parts, one is key encapsulation mechanism (KEM), and another is data 
encapsulation mechanism (DEM). The KEM is similar to the ordinary encryption component. 
What they are different is that the target of the KEM is to transmit the “session key” not encrypted 
message. And the “session key” is random selected by the sender, but the encrypted message 
maybe comes from an attacker.  
  The re-encryption [10][11] can be used in some scenarios. For example, proxy in firewall is 
allowed to transform a ciphertext corresponding to Server-1’s public key into one that can be 
decrypted by Server-2’s private key. In order to ensure the security of data, we require that the 
proxy who preserves the secret transform key can’t obtain the plaintext via its transform key. 
There are some other applications, such as secure email forward, secure storage and so on [12]. 
  The re-capsulation technology is similar to re-encryption. Generally speaking, re-capsulation is 
such a mechanism that the proxy diverts the ciphertext from Alice to Bob. However, the proxy 
can’t obtain any information on encapsulated message via its secret transform key. In practice, this 
kind of encapsulation scheme is divided into two categories by proxy functions, namely 
bidirectional and unidirectional. In a bidirectional scheme the proxy secret key can be used to 
divert ciphertext both from Alice to Bob and from Bob to Alice. In a unidirectional scheme, the 
proxy secret key is only allowed to divert ciphertext either from Alice to Bob or from Bob to 
Alice. 
  In this paper we present a bidirectional proxy key re-encapsulation mechanism for group 
communication. In this scheme, Proxy diverts the ciphertext from group A to group B, such that 
every member in group B can decapsulate the ciphertext independently. The Proxy who holds the 
transform key can’t obtain any information about the encapsulated key, and this characteristic 
ensures the security of the transmission. 
  The rest of paper consists of following sections. In section 2, we introduce some related works. 
In section 3, we give the security model and complexity assumptions. The proposed group-based 
proxy re-encapsulation scheme is presented in section 4. In section 5, we discuss the security of 
the proposed scheme in standard model. Finally, we draw the conclusions in section 6. 
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2. Related Works 
Dent [7] describes generic constructions for provably secure KEMs based on weak encryption 
algorithms and analyses the two most popular techniques for constructing a KEM. Then he presents 
several simple approaches to constructing a KEM based on weak assumption. 

Several key encapsulation mechanisms have been devised in recent years. Smart [8] devises a key 
encapsulation to multiple parties based on the Diffie-Hellman problem. In his mechanism, the sender 
can encapsulate the “session key” for several recipients and the KEM takes multiple public keys as 
input. He investigates the naive concatenation method and proves its security in standard model. 
Finally, he presents a public key mKEM based on DDH problem and proves its security in random 
oracle model.  

Barbosa and Farshim [13] present the concept of identity based key encapsulation to multiple 
parties and design a mID-KEM. They prove their mechanism in the random oracle model under 
DDH assumption. 

The notion of “atomic proxy cryptography” was presented by Blaze et al. [11] in 1998. It 
provides securer and more efficient way than usual to deal with the scenario in which a proxy 
decrypts a ciphertext using Alice’s private key and then encrypts the result using Bob’s public key.  
  In 2003, Ivan and Dodis [14] designed proxy encryption for Elgamal, RSA, and an IBE scheme 
using secret sharing technique. In their Elgamal based scheme, PKG generates encrypt key EK 
and decrypt key DK for each user, and then DK is divided into two parts 1x and 2x , which satisfy 
DK= 1x + 2x . Moreover, they designed unidirectional and bidirectional proxy encryption scheme. 
  Recently, Canetti and Hohenberger [12] proposed a proxy re-encryption scheme secure against 
chosen ciphertext attack. They discuss its security in standard model. There are some other 
re-encryption schemes, such as Jakobsson’s quorum controlled asymmetric proxy re-encryption 
[15], and the identity-based scheme presented by Green and Ateniese [16]. 
 
3. Background 
3.1. Preliminaries 
Let 1G  be a cyclic multiplicative group generated by g , whose order is a prime q  and 2G  be 
a cyclic multiplicative group of the same order q . Assume that the discrete logarithm in both 1G  
and 2G  is intractable. A bilinear pairing is a map e : 1 1 2G G G× →  and satisfies the following 
properties:  

1. Bilinear: ( , ) ( , )a b abe g p e g p= . For all g , 1Gp∈  and , qa b∈Z , the equation holds. 
2. Non-degenerate: There exists 1Gp∈ , if ( , ) 1e g p = , then g = Ο . 
3. Computable: For g , 1Gp∈ , there is an efficient algorithm to compute ( , )e g p . 
4. commutativity: ( , ) ( , )a b b ae g p e g p= . For all g , 1p G∈  and , qa b∈Z , the equation 

holds. 
Typically, the map e  will be derived from either the Weil or Tate pairing on an elliptic curve 

over a finite field. Pairings and other parameters should be selected in proactive for efficiency and 
security [17]. 
 
⎯ Decisional Bilinear Diffie-Hellman Assumption [18] 
We say that an algorithm π  that outputs {0,1}b∈  has advantage ε  in solving the 

Decisional Bilinear Diffie-Hellman (DBDH) problem in 1G  if  
| Pr[ ( , , , , ( , ) ) 0]a b c abcg g g g e g gπ = − Pr[ ( , , , , ) 0] |a b cg g g g Tπ ε= ≥  
where the probability is over the random bit of π , the random choice of *, , qa b c∈Z , and the 
random choice of 2GT ∈ . The DBDH problem is intractable if there is no attacker in 1G  can 
solve the DBDH with non-negligible ε . 
 
3.2. Security notions 
The proposed proxy key re-encapsulation scheme consists of five algorithms, namely KeyGen, 
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ReKeyGen, Encap, ReEnc and Decap. 
⎯ KeyGen (1 )λ . On input the security parameter, outputs the public key PK of each group 

and the corresponding private key id for each member. 
⎯ ReKeyGen 1 2( , )sk sk . On input two private key 1sk and 2sk , outputs a bidirectional 

re-encapsulation key 1 2rk ↔ . 
⎯ Encap ( , )PK s . On input a random number *

qs∈Z  and a public key PK , outputs a 
ciphertext C .  

⎯ ReEnc 1 2 1( , )rk C↔ . On input ciphertext 1C and the re-encapsulation key 1 2rk ↔ , outputs a 
ciphertext 2C or an error symbol⊥ . 

⎯ Decap ( , )sk C . On input ciphertext C and a private key sk , outputs the corresponding 
encapsulated key. 

 
The indistinguishable chosen ciphertext attack (IND-CCA) [19] presented by Goldwasser and 

Micali has been widely used to analyze the security of an encryption scheme. In this model, 
several queries are available to the attacker to model his capability. Subsequently, Rackhoff and 
Simon [20] enhanced it and proposed adaptively chosen ciphertext attack (IND-CCA2). Since this 
notion is stronger, it is becoming a prevalent model in analyzing encryption scheme. Green and 
Ateniese [16] enhanced the model and used it to discuss the security of proxy re-encryption 
scheme, then followed by Canetti and Hohenberger [12]. 

In this part, we define adaptively chosen ciphertext security of the group-based proxy 
re-encapsulation scheme. Compared to the model mentioned in [12], the security is defined using 
the following game between an Attacker (Alice) and Challenger (Bob). 
1. Setup. The Challenger initializes the system and gives the Attacker the resulting system 

parameters and the public key PK . It keeps private key to itself. 
2. Query phase 1.  

• Decapsulate queries. The Attacker issues a query 1 2( , )i ic c . The Challenger outputs 
Decapsulate 1 2( , )i ic c , otherwise outputs error symbol⊥ .  

• Re-encapsulate queries. The Attacker issues a query 1 2( , )i ic c  encrypted using the 
public key of group A. The Challenger outputs Re-encapsulate 1 2( , , )A B i irk c c↔ . 
Obviously, the output is a ciphertext encrypted using the public key of group B. 

The Attacker is allowed to perform the Query phase 1 several times. 
3. Challenge. Once the Attacker decides that Query phase 1 is over, the Challenger outputs 

two messages * *
1 2{ , }c c  and *T to the Attacker.  

4. Query phase 2. The Attacker continues to adaptively issue Decapsualte queries and 
Re-encapsualte queries. The Challenger responds as in the phase 1. These queries may be 
asked adaptively as in Query phase 1, but the query on * *

1 2( , )c c  is not permitted. 
5. Guess. Upon receiving the messages, the Attacker guesses whether the encapsulated key is 

equal to *T . If it is true, outputs 1bit = , otherwise outputs 0bit = . 
 

The encryption scheme is secure against chosen ciphertext attack, if the Attacker has a 
negligible advantage ε to win the game. 
 
4. The Proposed Proxy Re-Capsulation Scheme 
We assume that there exist two groups in our scheme, namely A and B. The function of the Proxy 
is to transform ciphertext corresponding to the public key of group A into ciphertext for the public 
key of group B without revealing any information about the secret decryption keys or the 
encapsulate key. It means that our proxy re-encapsulation is a bidirectional scheme. The proposed 
scheme consists of following steps. 
 
4.1. Initialize 
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Let 1G  be a cyclic multiplicative group generated by g , whose order is a prime q  and 2G  be 
a cyclic multiplicative group of the same order q . A bilinear pairing is a map: 1 1 2: G G Ge × →  
that can be efficiently computed.  
PKG chooses *, qa b∈Z  and 1Gh∈ uniformly at random, and then computes 1

ag g=  and 2
bg g= . 

The master private keys are a and b , and the master public keys are 1g , 2g and h . Define one 
cryptographic hash functions 1: qH G Z→  
 
4.2. Key Generation 
PKG chooses *

ql∈Z  uniformly at random as the tag of the group B. Using
1

1 1
l

BPK g
−

= , 

2
b

BPK h= , 
1

3
l

BPK h
−

=  as group B’s public keys. The private keys of the member ip B∈  can be 
generated as follows: 

1. PKG chooses *
i qm Z∈  uniformly at random and computes *

i qn ∈Z , such that 
( ) modi il m n q≡ + . 

2. compute and output 1 2
im

id g= , 
1

2 2
ian l

id g
−

= , and 
1

3
ibn l

id h
−

= . 
The member ip ’s private key is 1 2 3{ , , }i i i id d d d= . PKG chooses *

qk ∈Z  uniformly at random as 

the tag of the group A and publishes
1

1 1
k

APK g
−

= , 2
b

APK h= , 
1

2
k

APK h
−

= , as group A’s public keys. 
The private keys of the member ip A∈  can be similarly generated as above. 
 
4.3. Encapsulate 
In order to encapsulate a key for the group A, the sender first chooses *

qs∈Z  uniformly at 
random, and computes the ciphertext 

1
sc g=    2 1 3(( ) ( ))z s

A Ac PK PK= ⋅ . 
The encapsulated key is 1 2( , )zs

sKey e g g= , where 1( )z H c= . The sender sends 1 2( , )c c  to the group 
A by broadcast over the Internet. 
 
4.4. Re-encapsulate 
In order to transform the ciphertext to group B, PKG generates a Re-encapsulation 
key 1

A Brk kl−↔ = , and send it to Proxy. Then using the Re-encapsulation key the proxy can perform 

1 1c c=  

2c = ( )
2( ) A Bzs rkc ↔

1 1 1

1( )k z k s k lg h
− − −⋅ ⋅= ⋅  

1 1

1( )l z l sg h
− −

= ⋅ 1 3(( ) ( ))z s
B BPK PK= ⋅  

The Re-encapsulated ciphertext is 1 2( , )c c . 
 
4.5. Decapsulate 
After receiving the ciphertext 1 2( , )c c , the member ip B∈  computes 1( )z H c=  and 
decapsulates as follows, otherwise outputs ⊥  and rejects the ciphertext. 

2 1 1 2 3 1 2( , ) ( , ) / ( , )z
s i i i BKey e c d e c d d e c PK=  

Any member ip B∈  can decapsulate the ciphertext since 

2 1 1 2 3 1 2( , ) ( , ) / ( , )z
s i i i BKey e c d e c d d e c PK=  

1 1

1 3 2 2(( ) ( ) , ) ( , ) / ( , )i i im azn l bn lzs s s s b
B Be PK PK g e g g h e g h

− −

= ⋅  
1 11 1

1 2 2( , ) ( , ) ( , ) / ( , )i i im azn l bn lzl s l s s s s be g h g e g g e g h e g h
− −− −

=  
1 1 11

1 2 2 1 2( , ) ( , ) ( , ) ( , ) / ( , )i i i il zsm sm l zsn bn ll s s be g g e h g e g g e g h e g h
− − −−

=  
1 1( ) ( )

1 2 2 2( , ) ( , ) / ( , )i i i izsl m n s m nl se g g e h g e g h
− −+ +=  

1 2( , )zse g g=  
To the user in group A, he can get the decapsulated key from 1 2( , )c c  similarly to the user in 
group B. 



 - 5 -

 
5. Security 
In this section, we will discuss the security of the proposed proxy key re-encapsualtion scheme in 
standard model. 

Theorem. Suppose that the DBDH is intractable. Then our proxy key re-encapsulation scheme 
is secure against adaptively chosen ciphertext attack. 

Proof. Assume that if the attacker Alice has ability to break the proposed proxy key 
re-encapsulation scheme via chosen ciphertext attack with non-negligible probabilityε , then we 
can prove that there exists challenger Bob that can solve DBDH problems with the same 
probability. In other words, given 1, , Ga b cg g g ∈ and 1GT ∈ , Bob can decide if T  is equal 
to ( , )abce g g with non-negligible probability by running Alice as a subroutine. The challenger Bob 
interacts with Alice by simulating Decapsulate, Re-encapsulate oracles. 

Bob initializes the system, chooses random numbers *, qu k ∈Z . Let 

1
ag g=   2

bg g=    
1

1 1
k

APK g
−

=   2
b

APK h=   
1

3
k

APK h
−

=  
* ( )cz H g=   

*

1
z uh g g−= ⋅ . 

Then Bob chooses a random number *
qα ∈Z and publishes

1 1

1 1
k

BPK g α− −⋅= , 2
b

BPK h= and 
1 1

2
k

BPK h α− −

= as the public keys of group B. 
Query phase 1. 

• Decapsulate queries. To every new query 1 2( , )c c , Bob computes and outputs 
*/( )

2 1 2(( / ) , )k u z z z
sKey e c c g−= as the answer. We say Bob can output sKey  since 

*/( )
2 1 2(( / ) , )k u z z ze c c g− 1 1 * 1 */( )

1 2(( ) / ) , )k z a k z u k s k s u z z ze g g g g g
− − −⋅ ⋅ ⋅ ⋅ ⋅ ⋅ −= ⋅ ⋅  

* *( ) /( )
1 2(( ) / ) , )z z u s u s z z ze g g g g− ⋅ −= ⋅  

1 2( , )z se g g⋅= sKey=  
• Re-encapsulate queries. To every new query 1 2( , )c c , Bob computes 

1 1c c=   2c =
1

2( )c α−

 
And then, Bob outputs 1 2( , )c c as the answer. 
  Since *, qw α ∈Z are two random number, Alice can’t distinguish the simulated answers from the 
actual results. Thereby, we say above simulation is perfect. Alice is allowed to perform 
Decapsulate and Re-encapsulate queries several times. 
 
Challenge phase. When Alice decides Query phase 1 is over, Bob generates the challenge 
ciphertext. 

*
1

cc g=   
1*

2 ( )c u kc g
−⋅= . 

The Challenge phase can be performed only once. We say * *
1 2( , )c c is a valid ciphertext since 

*
2 1 3(( ) ( ))z c

A Ac PK PK= ⋅ =
1 1 * 1

1 1( )k z k z u k cg g g
− − −⋅ − ⋅ ⋅⋅ ⋅  

Note that *( )cz H g z= = , and then we have
1*

2 ( )c u kc g
−⋅= . In this instance, the encapsulated key is 

( , )abcz
cKey e g g= . Bob sends * *

1 2( , )c c and zT to Alice as the challenge. 
 
Query phase 2. Alice continues to adaptively issue Decapsulate and Re-encapsulate queries. 
Bob responds as in the phase 1. However, the query on * *

1 2( , )c c is not permitted. 
 
Guess. After receiving the challenge message * *

1 2( , )c c and zT , if the encapsulated key is zT , Alice 
outputs 1bit = , otherwise outputs 0bit = . Thereafter, if Alice guesses 1bit = , Bob 
guesses ( , )abce g g T= , otherwise guesses ( , )abce g g T≠ . 
  Obviously, above simulation is perfect. We say that Alice can break the proxy re-encapsulate 
scheme with non-negligible probability ε . It means that Alice can output correct bit with 
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probability ε . Then Bob can solve the DBDH with same probabilityε by running Alice as a 
subroutine. 

□ 
6. Conclusions 
The notion of proxy cryptography is very useful in cases when one user needs to perform sensitive 
operation without holding the necessary secret key. This technology can be used in group-based 
key encapsulation mechanism. In this paper we design a proxy key re-encapsulation key 
mechanism, and analysis it security. As an important part of hybrid encryption scheme, it can 
improve the performance of the group communication, especially in the scenario of real-time 
communication. 
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