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Abstract. In 1998, Blaze, Bleumer, and Strauss proposed a kind of
cryptographic primitive called proxy re-encryption [3]. In proxy re-encryption,
a proxy can transform a ciphertext computed under Alice’s public key
into one that can be opened under Bob’s decryption key. They predi-
cated that proxy re-encryption and re-signature will play an important
role in our life. In 2007, Matsuo proposed the concept of four types
of re-encryption schemes: CBE to IBE(type 1), IBE to IBE(type 2),
IBE to CBE (type 3), CBE to CBE (type 4 ) [29]. Now CBE to IBE
and IBE to IBE proxy re-encryption schemes are being standardized by
IEEEP1363.3 working group [31]. In this paper, based on [29] we pay
attention to the role of KGC for proxy re-encryption in identity based
setting. We find that if we can introduce the KGC in the process of gener-
ating re-encryption key for proxy re-encryption in identity based setting,
many open problems can be solved. Our main results are as following:

1. One feature of proxy re-encryption from CBE to IBE scheme in [29]
is that it inherits the key escrow problem from IBE, that is, KGC can
decrypt every re-encrypted ciphertext for IBE users.We ask question
like this: can the malicious KGC not decrypt the re-encryption ci-
phertext? Surprisingly, the answer is affirmative.We construct such
a scheme and prove its security in the standard model. So we give
the conclusion that key escrow problem is not unavoidable in re-
encryption from CBE to IBE.

2. We propose a proxy re-encryption scheme from IBE to CBE. To the
best of our knowledge, this is the first type 3 scheme. We give the
security model for proxy re-encryption scheme from IBE to CBE and
prove our scheme’s security in this model without random oracle.

3. One feature of proxy re-encryption schemes in [29] is that they are
all based on BB1 identity based encryption.We ask question like this:
can we construct proxy re-encryption schemes based on BB2 identity
based encryption? We give affirmative answer to this question. We
construct an IBE to IBE proxy re-encryption scheme based on BB2
with the help of KGC and prove its security in the standard model.

4. In [30] there was a conclusion that it is hard to construct proxy
re-encryption scheme based on BF and SK IBE. When considering



KGC in the proxy key generation, we can construct a proxy re-
encryption scheme based on SK IBE. Interestingly, this proxy re-
encryption can achieve IND-ID-CCA2 secure, which makes it is a
relative efficient proxy re-encryption scheme with pairing which can
achieve CCA2 secure in the literature. But this scheme can not resist
DDos attack [38]. We also prove our scheme’s security.

5. At last, we give some observations on the difficulty of constructing
proxy re-encryption based on BF identity based encryption. Our
technique can no longer be used to the BF identity based encryption.

Thus, we almost solve the problem of constructing proxy re-encryption
scheme in identity based setting, and we note that our technique maybe
can also be used to construct proxy re-signature scheme in identity based
setting, which is our further work.
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1 How to Solve Key Escrow Problem in Proxy
Re-encryption from CBE to IBE

1.1 Introduction

The concept of proxy re-cryptography comes from the work of Blaze, Bleumer,
and Strauss in 1998. The goal of proxy re-encryptiohn is to securely enable the
re-encryption of ciphertexts from one key to another, without relying on trusted
parties.In 2005, Ateniese et al proposed a few new re-encryption schemes and
discussed its several potential applications.They predicated that re-encryption
will play an important role in our life. Since then, many excellent schemes
have been proposed,including re-encryption schemes in certificate based setting
[11, 23, 27, 28],re-encryption schemes in identity based setting [12, 17, 29, 34]and
re-encryption schemes in hybrid setting [29]. Now the IEEE P1363.3 standard
working group is setting up a standard with pairing including re-encryption [31].

[Related Work]In 2007, Matsuo proposed a new type of re-encryption scheme
which can re-encrypt the ciphertext in the certificate based encryption(CBE) set-
ting to one that can be decrypted in identity based settingIBE [29].This scheme
sets up an example for constructing re-encryption schemes between CBE and
IBE.Now their scheme is being standardized by IEEEP1363.3 working group [31].

[Our Motivation]We extend their research in re-encryption from CBE to IBE.
As we all know, in IBE setting, KGC can decrypt every user’s ciphertext and
the key escrow problem seems unavoidable for IBE.There are many good papers
on this topic [1, 18]. So we consider the key escrow problem in re-encryption
too, we find that the re-encryption scheme in [29]is inherited suffering from this
problem. Is this unavoidable for re-encryption from CBE to IBE?

[Our Contribution]Our results show that the answer is negative! Actually, this
result lies in the difference between IBE and Re-encryption from CBE to IBE. In
IBE, KGC allocates private keys for users but In Re-encryption, there is another
semi-trusted party “proxy”, like the idea in certificateless public cryptography
[1, 19], the IBE users can have their own secret key during the re-encryption
process.Depending on this secret key, the delegatee can decrypt the re-encrypted
ciphertext while KGC no longer can!

We organize our paper as following. In section 2,we revisit the re-encryption
scheme from CBE to IBE in [29].In section 3, we propose our new re-encryption
scheme from CBE to IBE and show why it solves the key escrow problem.In
section 4, we prove our new scheme’s security.We give our concluding remarks
in section 5.

1.2 Revisit the Re-encryption Scheme from CBE to IBE

The hybrid proxy re-encryption scheme involving the ElGamal-type CBE scheme
and the BB-IBE scheme.

– The underlying IBE scheme (BB-IBE scheme):



1. SetUpIBE(k).Given a security parameter k, select a random generator
g ∈ G and random elements g2, h ∈ G. Pick a random α ∈ Z∗

p . Set
g1 = gα,mk = gα

2 , and parms = (g, g1, g2, h). Let mk be the master-
secret key and let parms be the public parameters.

2. KeyGenIBE(mk,parms, ID). Given mk = gα
2 and ID with parms,

pick a random u ∈ Z∗
p . Set skID = (d0, d1) = (gα

2 (gID
1 h)u, gu).

3. EncIBE(ID,parms,M). To encrypt a message M ∈ G1 under the
public key ID ∈ Z∗

p , pick a random r ∈ Z∗
p and compute CID =

(gr, (gID
1 h)r,Me(g1, g2)r) ∈ G2 ×G1.

4. DecIBE(skID,parms,CID). Given ciphertext CID = (C1, C2, C3) and
the secret key skID = (d0, d1) with prams, compute M = C3e(d1, C2)/e(d0,
C1).

– The underlying CBE scheme (ElGamal-type CBE scheme):
1. KeyGenCBE(k,parms). Given a security parameter k , parms, pick a

random θ, β, δ ∈ Zp. Set g3 = gθ, g4 = gβ
1 , g5 = hδ. The public key is

pk = (g3, g4, g5). The secret random key is sk = (θ, β, δ).
2. EncCBE(pk,parms,M). Given pk = (g3, g4, g5) and a message M with

parms, pick a random r ∈ Z∗
p and compute CPK = (gr

3, g
r
4, g

r
5,Me(g1, g2)r

∈ G3 ×G1.
3. DecCBE(sk,parms,CPK). Given CPK = (C1, C2, C3, C4) and the se-

cret key sk = (θ, β, δ) with parms, compute M = C4/e(C1/β
2 , g2).

– The delegation scheme:
1. EGen(skID,parms). Given skID = (d0, d1) = (gα

2 (gID
1 h)u, gu) for ID

with parms, set eID = d1 = gu.
2. KeyGenPRO(sk, eID,parms). Given sk = (θ, β, δ) and eID = gu for

ID with parms, set rkID = (θ, gu/β , δ).
3. ReEnc(rkID,parms,CPK, ID). Given a CBE ciphertext CPK = (C1, C2,

C3, C4), the re-encryption key rkID = (θ, gu/β , δ) and ID with parms,
re-encrypt the ciphertext CPK into CIDas follows. CID = (C ′

1, C
′
2, C

′
3) =

(C1/θ
1 , C

1/δ
3 , C4e(gu/β , CID

2 )) ∈ G2 ×G1.
4. Check(parms,CPK,pk). Given CPK = (C1, C2, C3, C4) and pk = (g3, g4,

g5) with parms, set v1 = e(C1, g4), v2 = e(C2, g3), v3 = e(C2, g5) and
v4 = e(C3, g4). If v1 = v2, v3 = v4 then output 1, otherwise output 0.

In this scheme,KGC knows everything about the delegatee,the private key
skID = (d0, d1) = (gα

2 (gID
1 h)u, gu), the ephemeral key eID for re-key generation,

he certainly can decrypt the re-encryption ciphertext if the delegatee can!

1.3 Our New Re-encryption Scheme from CBE to IBE Which Can
Resist Malicious KGC Attack

Our scheme shares the same underlying CBE scheme (ElGamal-type CBE scheme)
as [29] scheme. The difference lies in the underlying IBE scheme (BB-IBE scheme)
and delegation scheme.

– The underlying IBE scheme (BB-IBE scheme):



1. SetUpIBE(k).Given a security parameter k, select a random generator
g ∈ G and random elements g2, h ∈ G. Pick a random α ∈ Z∗

p . Set
g1 = gα,mk = gα

2 , and parms = (g, g1, g2, h). Let mk be the master-
secret key and let parms be the public parameters.

2. KeyGenIBE(mk,parms, ID). Given mk = gα
2 and ID with parms,

pick a random u ∈ Z∗
p . Set skID = (d0, d1) = (gα

2 (gID
1 h)u, gu).

3. EncIBE(ID,parms,M). To encrypt a message M ∈ G1 under the
public key ID ∈ Z∗

p , pick a random r ∈ Z∗
p and compute CID =

(gr, (gID
1 h)r,Me(g1, g2)r) ∈ G2 ×G1.

4. Dec1IBE(skID,parms,CID). Given normal ciphertext CID = (C1, C2, C3)
and the secret key skID = (d0, d1) with prams, compute M = C3e(d1,C2)

e(d0,C1)
.

5. Dec2IBE(skID,parms,CID). Given re-encryption ciphertext CID =
(C1, C2, C3), skID = (d0, d1, k), prams, compute M = (C3Ck

4 e(d1,Ck
2 )

e(d0,Ck
1 )

)
1
k .

– The underlying CBE scheme (ElGamal-type CBE scheme):
1. KeyGenCBE(k,parms). Given a security parameter k, parms, pick a

random θ, β, δ ∈ Zp. Set g3 = gθ,g4 = gβ
1 and g5 = hδ. The public key is

pk = (g3, g4, g5). The secret random key is sk = (θ, β, δ).
2. EncCBE(pk,parms,M). Given pk = (g3, g4, g5) and a message M with

parms, pick a random r ∈ Z∗
p and compute CPK = (gr

3, g
r
4, g

r
5,Me(g1, g2)r)

∈ G3 ×G1.
3. DecCBE(sk,parms,CPK). Given CPK = (C1, C2, C3, C4) and the se-

cret key sk = (θ, β, δ) with parms, compute M = C4/e(C1/β
2 , g2).

– The delegation scheme:
1. EGen(skID,parms). Given skID = (d0, d1) = (gα

2 (gID
1 h)u, gu) for ID

with parms, the delegatee chooses a collision resistent hash function
H : {0, 1}3|p| → Z∗

p and a random seed r ∈ Z∗
p , and computes k =

H(pk, ID, r) set (d′0, d
′
1) = (d0, d

k
1) = (gα

2 (gID
1 h)u, gku),set eID = d′1 =

gku.The user’s real private key is skID = (d′0, d
′
1, k).

2. KeyGenPRO(sk, eID,parms). The delegator given input eID = guk, sk =
(θ, β, δ), , parms, he chooses randomly t ∈ Z∗

p and set it as the trankey

and output rkID = (1/tθ, gku/β , 1/δ).
3. Ciphertext−Transformation(CPK,Trankey). Given a CBE cipher-

text CPK = (C1, C2, C3, C4) , the delegator transforms CPK = (C1, C2, C3, C4)
into C ′

PK = (Ct
1, C2, C3, C4) and sends (C ′

PK , gt
3) to the proxy.

4. ReEnc(rkID,parms,CPK, ID). Given a CBE ciphertext C ′
PK = (Ct

1, C2,
C3, C4), the re-encryption key rkID = (1/tθ, gku/β , 1/δ) and ID with
parms, re-encrypt the ciphertext CPK into CID as follows. CID = (C ′

1, C
′
2,

C ′
3, C

′
4) = (Ct/tθ

1 , C
1/δ
3 , e(gku/β , CID

2 ), C4) ∈ G2 ×G2
1.

5. Check(parms,CPK,pk). Given CPK = (C1, C2, C3, C4) and pk = (g3, g4, g5)
with parms, set v1 = e(Ct

1, g4), v2 = e(C2, g
t
3), v3 = e(C2, g5) and

v4 = e(C3, g4). If v1 = v2 and v3 = v4 then output 1, otherwise out-
put 0.

We verify correctness of our scheme. Following the Dec2IBE(skID, parms,CID)
scheme, we have



(
C3C

k
4 e(d1, C

k
2 )

e(d0, Ck
1 )

)
1
k = (

e(gku/β , CID
2 )Mke(g1, g2)ke(gu, hkr)

e(gα
2 (gID

1 h)u, grk)
)

1
k

= (
Mke(g1, g2)ke(guk, (gID

1 h)r)
e(gα

2 (gID
1 h)u, grk)

)
1
k

= (
Mke(g1, g2)k

e(gα
2 , grk)

)
1
k

= (Mk)
1
k

= M

Although our scheme can resolve the key escrow problem in proxy re-encryption
from CBE to IBE, there are still some issues we must consider.

Remark 1. In our scheme, the decryption algorithm has two different procedure
for two level ciphertext. But how can the decryption algorithm distinguish them?
We give a very simple solution. The proxy can sign the re-encryption ciphertext.
Assuming the proxy has private ,public key and signature algorithm(sk, vk,Σ),then
the proxy can sign the re-encryption ciphertext as Σsk(c), thus everyone can ver-
ify the ciphertext and distinguish it from normal ciphertext.

Remark 2. In our scheme, every IBE user has a self generated private key k.It’s
this k that can make our scheme resist KGC decrypting every user’s cipher-
text.We can see that even if KGC and proxy collude, he yet still can not decrypt
the ciphertext.

1.4 Security Models for Re-encryption from CBE to IBE Which
Can Resist Malicious KGC Attack

In this section,we first give our security model for re-encryption schemes from
CBE to IBE. We then give the security proof for our scheme in this new model.As
[29], we just prove our scheme’s IND-ID-CPA security. For achieving CCA2
security, we can fellow the technique in [17]. We can see the re-encryption scheme
from CBE to IBE in figure 1.

First we define the following oracles, which can be invoked multiple times in
any order, subject to the constraints list in the various definition:

– Uncorrupted user’s key generation (Okeygen): Obtain a new key pair
as (pk, sk)← KeyGenCBE(1k). A is given pk .

– Corrupted user’s key generation (Ocorkeygen): Obtain a new key pair as
(pk, sk)← KeyGenCBE(1k). Obtain skID ← KeyGenIBE(mk, parms, ID).A
is given (pk, sk), skID.

– Re-encryption key generation (Orekeygen):On input (pk, ID) by the ad-
versary, where pk was generated before by KeyGen and ID is a user in IBE
setting, return the re-encryption key rkID = KeyGenPRO(sk, eID, parms)
where sk is the secret keys that correspond to pk and eID is the delegatee’s
input for re-encryption key generation purpose.
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Fig. 1. Proxy re-encryption from CBE to IBE

– Encryption oracleOencIBE ,encCBE
: For IBE users, to encrypt a message

M ∈ G1 under the public key ID ∈ Z∗
p , return EncIBE(ID, parms, M). For

CBE users, given pk and a message M with parms, return EncCBE(pk, parms,
M).

– Re-encryption Orenc: Output the re-encrypted ciphertext ReEnc(rkID, parms,
CPK , ID).

Internal and External Security. Our security model protects users from two
types of attacks: those launched from parties outside the system (External Se-
curity), and those launched from parties inside the system, such as the proxy,
another delegation partner, KGC, or some collusion between them (Internal Se-
curity). Generally speaking, internal adversaries are more powerful than external
adversaries. And our scheme can achieve reasonable internal security. We just
provide formalization of internal security notions.

Delegatee Security.

Because in re-encryption from CBE to IBE, KGC knows every IBE’s normal
secret key, so for every level 1 normal ciphertext, KGC can decrypt every normal
ciphertext. Thus we consider the case that proxy and/or delegator are corrupted.
We can see the intuition from the top left corner in figure 2. In this case, we
consider the case that malicious CBE users and malicious proxy colludes.

Definition 1. (IBE-Level1-IND-ID-CPA) A PRE scheme from CBE to IBE
is level1-IND-ID-CPA secure if the probability



Pr[skID? ← Okeygen(λ), {(pkx, skx)← Ocorkeygen(λ)}, {skIDx
← Ocorkeygen(λ)},

{(pkh, skh)← Okeygen(λ)}, {skIDh
← Okeygen(λ)},

{Rhx ← Orekeygen(skh, IDx)}, {Rxh ← Orekeygen(skx, IDh)},
{Rh? ← Orekeygen(skh,ID?)},
(m0,m1, St) ← A

Orenc,OencIBE

OencCBE
(ID?, {(pkx, skx)}, {skIDx

}, {(pkh, skh)}, {Rxh},
{Rhx}),

d? R←− {0, 1}, C? = encIBE(md? , ID?), d′ ← AOrenc,OencIBE
,OencCBE (C?, St) :

d′ = d?]
is negligibly close to 1/2 for any PPT adversary A. In our notation, St is a state
information maintained by A while ID? is the target user’s pubic and private
key pair, the challenger also chooses other keys for corrupt and honest parties.
For other honest parties, keys are subscripted by h or h′ and we subscript corrupt
keys by x or x′. In the game, A is said to have advantage ε if this probability,
taken over random choices of A and all oracles, is at least 1/2 + ε.

In re-encryption from CBE to IBE, even KGC knows every IBE’s normal
secret key, but he does not the local secret key k, so malicious may no longer learn
the re-encryption ciphertext. But for the delegator, he certainly can decrypt the
ciphertext which will be re-encrypted. Thus we consider only the case that proxy
and/or KGC are corrupted, We must point out this model is not considered in
the previous literature.

We can see the intuition from the top right corner in figure 2.In this case,
we consider the malicious KGC and malicious proxy colluding. The goal of this
paper is to construct such a scheme resisting malicious KGC attack.

Definition 2. (IBE-Level2-IND-ID-CPA) A PRE scheme from CBE to IBE
is level2-IND-ID-CPA secure if the probability
Pr[(parms, master − key) ← OKGCsetup(λ), skID? ← Okeygen(λ), (pk?, sk?) ←
Okeygen(λ),
{(pkx, skx)← Ocorkeygen(λ)}, {skIDx

← Ocorkeygen(λ)},
{(pkh, skh)← Okeygen(λ)}, {skIDh

← Okeygen(λ)},
{R?h ← Orekeygen(sk?,IDh)}, {R?x ← Orekeygen(sk?,IDx)},
{Rhx ← Orekeygen(skh, IDx)}, {Rxh ← Orekeygen(skx, IDh)},
(m0,m1, St)← A

Orenc,OencIBE

OencCBE
(ID?, {(pkx, skx)}, {skIDx

}, {pkh}, {Rxh}, {Rhx},
{R?h}, {R?x}, {(parms, master − key)}),
d? R←− {0, 1}, C? = renc(md? , pk?, ID?), d′ ← A

Orenc,OencIBE

OencCBE
(C?, St) : d′ = d?]

is negligibly close to 1/2 for any PPT adversary A. In the above game, any
query to oracle Orenc which makes the output is C? is returned with ⊥.In our
notation, St is a state information maintained by A while ID? is the target IBE
user, the challenger also chooses other keys for corrupt and honest parties. For
other honest parties, keys are subscripted by h or h′ and we subscript corrupt
keys by x or x′. In the game, A is said to have advantage ε if this probability,
taken over random choices of A and all oracles, is at least 1/2 + ε.
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Fig. 2. Security models for internal adversaries



Delegator Security.

In re-encryption from CBE and IBE, the delegator is a CBE user. The re-
encryption scheme can not influence CBE ’s security. In this case, we consider
the delegatee, proxy and KGC are all colluding. We must point out this model
is not considered in previous literature. We can see the intuition from the down
left corner in figure 2.

Definition 3. (CBE-IND-CPA) A PRE scheme from CBE to IBE is IND-
CPA secure for CBE if the probability
Pr[(parms, master − key)← OKGCsetup(λ), (pk?, sk?)← Okeygen(λ),
{(pkx, skx)← Ocorkeygen(λ)}, {skIDx

← Ocorkeygen(λ)},
{(pkh, skh)← Okeygen(λ)}, {skIDh

← Okeygen(λ)},
{R?h ← Orekeygen(sk?,IDh)}, {R?x ← Orekeygen(sk?,IDx)},
{Rhx ← Orekeygen(skh, IDx)}, {Rxh ← Orekeygen(skx, IDh)},
(m0,m1, St)← A

Orenc,OencIBE

OencCBE
(pk?, {(pkx, skx)}, {skIDx

}, {(pkh, skh)}, {Rxh},
{Rhx}, {R?h}, {R?x}, {(parms, master − key)}),
d? R←− {0, 1}, C? = encCBE(md? , pk?), d′ ← A

Orenc,OencIBE

OencCBE
(C?, St) : d′ = d?]

is negligibly close to 1/2 for any PPT adversary A. In our notation, St is a
state information maintained by A while (pk?, sk?) is the target user’s pubic
and private key pair, the challenger also chooses other keys for corrupt and
honest parties. For other honest parties, keys are subscripted by h or h′ and we
subscript corrupt keys by x or x′. In the game, A is said to have advantage ε
if this probability, taken over random choices of A and all oracles, is at least
1/2 + ε.

KGC Security.

In re-encryption from CBE and IBE, KGC’s master secret key can not leverage
even the delegator, the delegatee and proxy colludes.We must point out this
model is not considered in previous literature. We can see the intuition from the
down right corner in figure 2.

Definition 4. (KGC-OW) A PRE scheme from CBE to IBE is secure for
KGC if the output
Exp[{(pkx, skx)← Ocorkeygen(λ)}, {skIDx

← Ocorkeygen(λ)},
{(pkh, skh)← Okeygen(λ)}, {skIDh

← Okeygen(λ)},
{Rxx′ ← Orekeygen(skx,IDx′ )

}, {Rx′x ← Orekeygen(skx′ ,IDx)},
{Rhx ← Orekeygen(skh, IDx)}, {Rxh ← Orekeygen(skx, IDh)},
mk ← AOrenc,OencIBE

encCBE
({(pkx, skx)}, {skIDx}, {(pkh, skh)}, {Rxh}, {Rhx}, {Rxx′},

{Rx′x}, {parms})

is not the real master−key for any PPT adversary A.The challenger also chooses
other keys for corrupt and honest parties. For other honest parties, keys are
subscripted by h or h′ and we subscript corrupt keys by x or x′.



1.5 Security Analysis

In this section, we will give our scheme’s security results based on the models
defined in Sec 1.4. We can see these results in figure 2. In this figure, the
entity on the left denotes the target, the three right entities denote the internal
adversary. Entities in the circle denote colluders. Red circle means the colluders
in this circle can break the security of the target, while the brown circle means
not. We give the results below:

– For delegatee’s IBE-level1-IND-sID-CPA security, KGC alone can break it,
while the proxy and delegator’s colluding can not.

– For delegatee’s IBE-level2-IND-ID-CPA security, delegator alone can break
it, while the proxy and KGC’s colluding can not.

– For delegator’s CBE-IND-CPA security, the proxy, KGC and delegatee’s
colluding can not break it.

– For KGC’s OW security, even if allowing the proxy, delegator and delegatee
collude any way, they can not break the KGC’s OW security, that is, they
can not get the master − key.

Theorem 1. Suppose the DBDH assumption holds, then our scheme is IBE-
Level1-IND-sID-CPA secure for the proxy and delegator’s colluding.

Proof. Suppose A can attack our scheme, we construct an algorithm B solves the
DBDH problem in G. On input (g, ga, gb, gc, T ), algorithm B’s goal is to output
1 if T = e(g, g)abc and 0 otherwise. Let g1 = ga, g2 = gb, g3 = gc.Algorithm B
works by interacting with A in a selective identity game as follows:

1. Initialization. The selective identity game begins with A first outputting
an identity ID∗ that it intends to attack.

2. Setup.To generate the system’s parameters, algorithm B picks α′ ∈ Zp at
random and defines h = g−ID∗

1 gα′ ∈ G. It gives A the parameters params =
(g, g1, g2, h). Note that the corresponding master − key, which is unknown
to B, is ga

2 = gab ∈ G∗. B picks random xi, yi, zi ∈ Zp, computes gi1 =
gxi , gi2 = gyi , gi3 = hzi . it gives A the public key pki = (gi1 , gi2 , gi3).

3. Phase 1
– “A issues up to private key queries on IDi.” B selects randomly ri ∈ Zp

∗

and k′ ∈ Zp, sets skIDi
= (d0, d1, d2) = (g

−α′
IDi−ID∗

2 (g(IDi−ID∗)
1 gα′)

ri

, g
−1

IDi−ID∗

2 gri ,
k′) . We claim skIDi is a valid random private key for IDi. To see this,
let r̃i = ri − b

ID−ID∗ . Then we have that

d0 = g
−α′

IDi−ID∗

2 (g(IDi−ID∗)
1 gα)

ri

= gα
2 (g(IDi−ID∗)

1 gα)
ri− b

ID−ID∗ = ga
2 (gIDi

1 h)r̃i .

d1 = g
−1

IDi−ID∗

2 gri = gr̃i .

– “A issues up to private key queries on pki”. B returns (xi, yi, zi).
– “A issues up to rekey generation queries on (pkj , IDi)”. The challenge

B computes rkpk→id = (k′/xj , (g
−1

IDi−ID∗

2 gri)
k′
yj , k′/zj) and returns it to

A.



– “A issues up to rekey generation queries on (pkj , ID∗)”. The challenge B

randomly choose a k′ ∈ Zp, and computes rkpkj→ID∗ = (k′/xj , (gu′)k′/yj ,
k′/zj) where u′ is a randomly choose from Z∗

p and returns it to A.
– “A issues up to re-encryption queries on (C, pkj , IDi) or (C, pkj , ID∗)”

The challenge B runs ReEnc(rkpkj→IDi
, C, pkj , IDi) or ReEnc(rkpkj→ID∗ ,

C, pkj , ID∗) and return the results.
4. Challenge When A decides that Phase1 is over, it outputs two messages

M0,M1 ∈ G. Algorithm B picks a random bit b and responds with the
ciphertext C = (gc, (gα)c,Mb · T ). Hence if T = e(g, g)abc = e(g1, g2)c, then
C is a valid encryption of Mb under ID∗. Otherwise, C is independent of b
in the adversary’s view.

5. Phase2 A issues queries as he does in Phase 1 excepts natural constraints.
6. Guess Finally, A outputs a guess b′ ∈ {0, 1}. Algorithm B concludes its own

game by outputting a guess as follows. If b = b′, then B outputs 1 meaning
T = e(g, g)abc. Otherwise it outputs 0 meaning T 6= e(g, g)abc.

When T = e(g, g)abc then A’s advantage for breaking the scheme is same as B’s
advantage for solving DBDH problem.

Theorem 2. Our scheme is IBE-Level2-IND-ID-CPA secure for the proxy and
KGC’s colluding.

Proof. The security proof follows the principle of symmetrical encryption.

1. Setup.To generate the system’s parameters, the challenger B picks α ∈ Zp

, it randomly choose x ∈ Z∗
q , computes h = gx and computes g1 = gα, it

randomly choose y ∈ Z∗
q and computes g2 = gy, it also computes master −

key = gα
2 . It gives params = (g, g1, g2, h) to A.

2. Phase 1
– “A issues up to master-key query ”. The challenger B returns (α, gα

2 ).
– “A issues up to private key queries on ID”. Given mk = gα

2 and ID with
parms, pick a random u, k′ ∈ Z∗

p . Set skID = (d0, d1, d2) = (gα
2 (gID

1 h)u, gu, k′).
– “A issues up to private key queries on pk”. B returns (θ, β, δ).
– “A issues up to rekey generation queries on (pk, ID)”. The challenge B

chooses randomly k′ ∈ Z∗
p and computes rkpk→id = (k′/θ, gk′u/β , k′/δ)

and returns it to A.
– “A issues up to re-encryption queries on (C, pk, ID)”. The challenge B

runs ReEnc(rkpk→ID, C, pk, ID) and return the results.
3. Challenge When A decides that Phase1 is over, it outputs two messages

M0,M1 ∈ G and the attack identity ID∗, Algorithm B picks gu as the ID∗’s
second item of its private key, he picks a random bit b and r, k∗ ∈ Z∗

p responds
with the ciphertext C = (gr, hr, e(gk∗u, gIDr

1 ),Mb · e(g2, (gr)α)). Hence if k∗

is the real secret key of ID∗, then C is a valid encryption of Mb under ID∗.
Otherwise, C is independent of b in the adversary’s view.

4. Phase2 A issues queries as he does in Phase 1 except natural constraints.
5. Guess Finally, A outputs a guess b′ ∈ {0, 1}. Algorithm B concludes its own

game by outputting a guess as follows. If b = b′, then B outputs 1. Otherwise
it outputs 0.



Thus the maximal probability of A successes is 1/p , which is negligible.

Theorem 3. Our scheme is CBE-IND-CPA secure for the proxy, KGC and
delegatee’s colluding except the case of the target CBE ciphertext has been re-
encrypted by the proxy.

Proof. In this case, the KGC and delegatee’s colluding just likes [29]’s proxy
re-encryption scheme from CBE to IBE, the proof is the same as [29].

Theorem 4. Our scheme is not CBE-IND-CPA secure for the proxy, KGC
and delegatee’s colluding in the case of the target CBE ciphertext has been re-
encrypted by the proxy.

Proof. Suppose the target CBE ciphertext is C ′
PK = (Ct

1, C2, C3, C4) and has
been re-encrypted by proxy to be CID = (C ′

1, C
′
2, C

′
3, C

′
4) = (Ct/tθ

1 , C
1/δ
3 , e(gku/β ,

CID
2 ), C4), the KGC can decrypt the ciphertext as following. Because C ′

1 = gr,
he can compute w = grα, so he can get the plaintext by

C4

e(w, g2)
=

Me(g1, g2)r

e(grα, g2)

=
Me(g1, g2)r

e(g1, g2)r

= M

Thus we prove this theorem.

Theorem 5. Suppose the DBDH assumption holds, then our scheme is KGC-
OW secure for all of the proxy, delegatee and delegator’s colluding.

Proof. We just give the intuition for this theorem. When considering the proxy,
delegatee and delegator’s colluding, the KGC only interact with delegatee, that
is, its IBE users. And we know the BB1 identity based encryption is secure
under DBDH assumption. That’s imply the attacker can not recover the KGC’s
master − key. Thus we prove this theorem.

1.6 Conclusion

In 2007, Matsuo proposed a new type of re-encryption scheme which can re-
encrypt the ciphertext in the certificate based encryption(CBE) setting to one
that can be decrypted in identity based setting [29].Now this scheme is being
standardized by IEEEP1363.3 working group [31]. In this paper, we further ex-
tend their research. One feature of their scheme is that it inherits the key escrow
problem from IBE, that is, KGC can decrypt every re-encrypted ciphertext for
IBE users.We ask question like this: can the malicious KGC not decrypt the
re-encryption ciphertext? Surprisingly, the answer is affirmative.We construct
such a scheme and prove its security. So we give our conclusion that key escrow
problem is not unavoidable in re-encryption from CBE to IBE.



2 Proxy Re-encryption Scheme from IBE to CBE

2.1 Introduction

The concept of proxy re-cryptography comes from the work of Blaze, Bleumer,
and Strauss in 1998. The goal of proxy re-encryptiohn is to securely enable
the re-encryption of ciphertexts from one key to another, without relying on
trusted parties.In 2005, Ateniese et al proposed a few new proxy re-encryption
schemes and discussed its several potential applications. Since then, many ex-
cellent schemes have been proposed,including proxy re-encryption schemes in
certificate based setting [11, 23, 27, 28],re-encryption schemes in identity based
setting [12,17,29,34]and proxy re-encryption schemes in hybrid setting [29]. Now
the IEEE P1363.3 standard working group is setting up a standard with pairing
including proxy re-encryption [31].

[Related Work]In 2007, Matsuo proposed a new type of proxy re-encryption
scheme which can re-encrypt the ciphertext in the certificate based encryp-
tion(CBE) setting to one that can be decrypted in identity based setting [29].This
scheme sets up an example for constructing proxy re-encryption schemes between
CBE and IBE. Now their scheme is being standardized by IEEEP1363.3 working
group [31].

[Our Motivation and Contribution ]We follow the research in [29], that is,
can we construct a re-encryption scheme from IBE to CBE? We answer this
question affirmatively. Surprisingly, if we consider the help of KGC when gener-
ating re-encryption key in Matsuo’s proxy re-encryption from CBE to IBE, we
find that it is easy to construct a proxy re-encryption scheme from IBE to CBE.
We believe that introducing the KGC in re-encryption is not unreasonable. As
we all know, the KGC plays an important role in IBE. Specifically, the KGC
can know every IBE user’s private key and thus can decrypt every IBE user’s
ciphertext. So it’s reasonable to introduce KGC for re-encryption key generating
in proxy re-encryption in IBE setting.

We organize our paper as following. In section 2, we revisit the proxy re-
encryption from CBE to IBE proposed in [29]. In section 3, we propose our
proxy re-encryption scheme from IBE to CBE .In section 4, we give the security
model for our scheme. and we prove our scheme’s security in the model.We give
our conclusion in section 5.

2.2 Revisit the Proxy Re-encryption Scheme from CBE to IBE

The proxy re-encryption scheme from CBE to IBE involves the ElGamal-type
CBE scheme and the BB-IBE scheme.

– The underlying CBE scheme (ElGamal-type CBE scheme):
1. KeyGenCBE(k,parms). Given a security parameter k , parms, pick a

random θ, β, δ ∈ Zp. Set g3 = gθ, g4 = gβ
1 , g5 = hδ. The public key is

pk = (g3, g4, g5). The secret random key is sk = (θ, β, δ).



2. EncCBE(pk,parms,M). Given pk = (g3, g4, g5) and a message M with
parms, pick a random r ∈ Z∗

p and compute CPK = (gr
3, g

r
4, g

r
5,Me(g1, g2)r

∈ G3 ×G1.
3. DecCBE(sk,parms,CPK). Given CPK = (C1, C2, C3, C4) and the se-

cret key sk = (θ, β, δ) with parms, compute M = C4/e(C1/β
2 , g2).

– The underlying IBE scheme (BB-IBE scheme):
1. SetUpIBE(k).Given a security parameter k, select a random generator

g ∈ G and random elements g2, h ∈ G. Pick a random α ∈ Z∗
p . Set

g1 = gα,mk = gα
2 , and parms = (g, g1, g2, h). Let mk be the master-

secret key and let parms be the public parameters.
2. KeyGenIBE(mk,parms, ID). Given mk = gα

2 and ID with parms,
pick a random u ∈ Z∗

p . Set skID = (d0, d1) = (gα
2 (gID

1 h)u, gu).
3. EncIBE(ID,parms,M). To encrypt a message M ∈ G1 under the

public key ID ∈ Z∗
p , pick a random r ∈ Z∗

p and compute CID =
(gr, (gID

1 h)r,Me(g1, g2)r) ∈ G2 ×G1.
4. DecIBE(skID,parms,CID). Given ciphertext CID = (C1, C2, C3) and

the secret key skID = (d0, d1) with prams, compute M = C3e(d1, C2)/e(d0,
C1).

– The delegation scheme:
1. EGen(skID,parms). Given skID = (d0, d1) = (gα

2 (gID
1 h)u, gu) for ID

with parms, set eID = d1 = gu.
2. KeyGenPRO(sk, eID,parms). Given sk = (θ, β, δ) and eID = gu for

ID with parms, set rkID = (θ, gu/β , δ).
3. ReEnc(rkID,parms,CPK, ID). Given a CBE ciphertext CPK = (C1, C2,

C3, C4), the re-encryption key rkID = (θ, gu/β , δ) and ID with parms,
re-encrypt the ciphertext CPK into CIDas follows. CID = (C ′

1, C
′
2, C

′
3) =

(C1/θ
1 , C

1/δ
3 , C4e(gu/β , CID

2 )) ∈ G2 ×G1.
4. Check(parms,CPK,pk). Given CPK = (C1, C2, C3, C4) and pk = (g3, g4,

g5) with parms, set v1 = e(C1, g4), v2 = e(C2, g3), v3 = e(C2, g5) and
v4 = e(C3, g4). If v1 = v2, v3 = v4 then output 1, otherwise output 0.

2.3 Our Proposed Proxy Re-encryption Scheme from IBE to CBE

The proxy re-encryption scheme from IBE to CBE involving the ElGamal-type
CBE scheme and the BB1-IBE scheme.

– The underlying IBE scheme (BB1-IBE scheme):
1. SetUpIBE(k).Given a security parameter k, select a random generator

g ∈ G , choose randomly t1, t2 ∈ Z∗
q and computes g2 = gt1 , h = gt2 .

Pick a random α ∈ Z∗
p . Set g1 = gα,mk = (gα

2 , α, t1, t2), and parms =
(g, g1, g2, h). Let (mk,α) be the master-secret key and let parms be the
public parameters.

2. KeyGenIBE(mk,parms, ID). Given mk = gα
2 and ID with parms,

pick a random u ∈ Z∗
p . Set skID = (d0, d1) = (gα

2 (gID
1 h)u, gu).



3. EncIBE(ID,parms,M). To encrypt a message M ∈ G1 under the
public key ID ∈ Z∗

p , pick a random r ∈ Z∗
p and compute CID =

(gr, (gID
1 h)r,Me(g1, g2)r) ∈ G2 ×G1.

4. DecIBE(skID,parms,CID). Given ciphertext CID = (C1, C2, C3) and
the secret key skID = (d0, d1) with prams, compute M = C3e(d1, C2)/e(d0, C1).

– The underlying CBE scheme (ElGamal-type CBE scheme):
1. KeyGenCBE(k,parms). Given a security parameter k , parms, pick a

random θ ∈ Zp. Set g3 = g1
θ. The public key is pk = g3. The secret

random key is sk = θ.
2. EncCBE(pk,parms,M). Given pk = g3 and a message M with parms,

pick a random r ∈ Z∗
p and compute CPK = (gr

3,Me(g1, g2)r) ∈ G×G1.
3. Dec1CBE(sk,parms,CPK). Given CPK = (C1, C2) and the secret key

sk = θ with parms, compute M = C2/e(C1/θ
1 , g2).

4. Dec2CBE(sk,parms,CPK). Given a normal ciphertext CPK = (C ′
1, C

′
2)

and the secret key sk = k2θ with parms, compute M = C ′
2/e(C ′1/k2θ

1 , g2).
– The delegation scheme:

1. ReKeyGenPRO(ID,pk). The KGC chooses a collision resistent hash
function H : {0, 1}3|p| → Z∗

p and a random seed n ∈ Z∗
p , and computes

k1 = H(ID, pk, n). The KGC computes α+k1
IDα+t2

, w = gk1
2 and sends it

to the proxy. The delegatee choose a randomly k2, computes k2θ and
sends it to the proxy. He preserves k2 for decryption. The proxy sets the
re-encryption key rk = ( α+k1

IDα+t2
, k2θ, w).We note that the KGC chooses

a different k for every different user pair (ID, pk).
2. ReEnc(rkID,pk,parms,CID,pk). Given a IBE ciphertext CID = (C1,

C2, C3) = (gr, (gID
1 h)r,Me(g1, g2)r), first run “Check” algorithm, if re-

turn “invalid” then “Abort”, otherwise, do the following: Given re-encryption
key rk = ( α+k1

IDα+t2
, k2θ, w), the proxy re-encrypt the ciphertext CID into

Cpk as following. Cpk = (C ′
1, C

′
2) = (C

α+k1
IDα+t2

·k2θ

2 , C3e(C1, w)) ∈ G×G1.
3. Check(parms,CID). Given CID = (C1, C2, C3) with parms, set v1 =

e(C1, g
ID
1 h), v2 = e(C2, g). If v1 = v2 then output “Valid”, otherwise

output “Invalid”.

We can verify its correctness as the following

C3e(C1, w)

e((C
α+k1

IDα+t2
·k2θ

2 )
1

k2θ , g2)
=

Me(g1, g2)re(gr, w)

e(((gID
1 h)r· α+k1

IDα+t2
·k2θ)

1
k2θ , g2)

=
Me(g1, g2)re(gr, gk1

2 )

e((gID
1 h)r· α+k1

IDα+t2 , g2)

=
Me(g1, g2)re(gr, gk1

2 )
e(g(α+k1)r, g2)



=
Me(g1, g2)re(gr, gk1

2 )
e(gαr, g2)e(gk1r, g2)

=
Me(g1, g2)re(gr, gk1

2 )
e(g1, g2)re(gr, gk1

2 )
= M

Remark 3. In our scheme, we must note that the KGC computes a different
k for every different user pair (ID, pk). Otherwise, if the adversary know

α+k1
IDα+t2

for three different ID1, ID2, ID3 but one k and pk, he can compute
α, t2, which is not secure of course.

2.4 Security Models for Proxy Re-encryption from IBE to CBE

First we define the following oracles, which can be invoked multiple times in
any order, subject to the constraints list in the various definition:
• Uncorrupted user’s key generation (Okeygen): Obtain a new key

pair as (pk, sk)← KeyGenCBE(1k). A is given pk .
• Corrupted user’s key generation (Ocorkeygen): Obtain skID ←

KeyGenIBE(mk, parms, ID). Obtain a new key pair as (pk, sk)← Key
GenCBE(1k). A is given skID, (pk, sk).
• Re-encryption key generation (Orekeygen):On input (ID, pk) by the

adversary, where pk was generated before by KeyGen and ID is a user
in IBE setting, return the re-encryption key ReKeyGenPRO(ID, pk).
• Encryption oracle(OencIBE ,encCBE

): For IBE users, to encrypt a mes-
sage M ∈ G1 under the public key ID ∈ Z∗

p , return EncIBE(ID, parms, M).
For CBE users, given pk and a message M with parms, return EncCBE(pk,
parms, M).
• Re-encryption (Orenc): Output the re-encrypted ciphertext ReEnc(rkID,pk,

parms, CID, pk).
Internal and External Security. Our security model protects users from
two types of attacks: those launched from parties outside the system (Ex-
ternal Security), and those launched from parties inside the system, such
as the proxy, another delegation partner, KGC, or some collusion between
them (Internal Security). Generally speaking, internal adversaries are more
powerful than external adversaries.We give the security models as following.
Delegator Security.

Definition 5. (IBE-IND-ID-CPA) A PRE scheme from IBE to CBE is
IBE-IND-ID-CPA secure if the probability
Pr[skID? ← Okeygen(λ), {(pkx, skx)← Ocorkeygen(λ)}, {skIDx

← Ocorkeygen(λ)},
{(pkh, skh)← Okeygen(λ)}, {skIDh

← Okeygen(λ)},
{Rhx ← Orekeygen(IDh, skx)}, {Rxh ← Orekeygen(IDx, skh)},
{R?h ← Orekeygen(ID?,skh)}, {R?x ← Orekeygen(ID?,skx)}
(m0,m1, St)← A

Orenc,OencIBE

OencCBE
(ID?, {(pkx, skx)}, {skIDx}, {(pkh, skh)}, {Rxh},



{Rhx}, {R?h}, {R?x}),
d? R←− {0, 1}, C? = encIBE(md? , ID?), d′ ← AOrenc,OencIBE

,OencCBE (C?, St) :
d′ = d?]
is negligibly close to 1/2 for any PPT adversary A. In the above game, any
query to oracle Orenc which makes the output is C? is returned with ⊥. In
our notation, St is a state information maintained by A while sk? is the tar-
get user’s pubic and private key pair, the challenger also chooses other keys
for corrupt and honest parties. For other honest parties, keys are subscripted
by h or h′ and we subscript corrupt keys by x or x′. In the game, A is said
to have advantage ε if this probability, taken over random choices of A and
all oracles, is at least 1/2 + ε.

Delegatee Security.

Definition 6. (CBE-IND-CPA) A PRE scheme from IBE to CBE is
CBE-IND-CPA secure for CBE if the probability
Pr[(parms, master − key)← OKGCsetup(λ), (pk?, sk?)← Okeygen(λ),
{(pkx, skx)← Ocorkeygen(λ)}, {skIDx

← Ocorkeygen(λ)},
{(pkh, skh)← Okeygen(λ)}, {skIDh

← Okeygen(λ)},
{Rh? ← Orekeygen(IDh,sk?)}, {Rx? ← Orekeygen(IDx,sk?)},
{Rhx ← Orekeygen(IDh, skx)}, {Rxh ← Orekeygen(IDx, skh)},
(m0,m1, St)← A

Orenc,OencIBE

OencCBE
(pk?, {(pkx, skx)}, {skIDx}, {(pkh, skh)}, {Rxh},

{Rhx}, {R?h}, {R?x}, {(parms, master − key)}),
d? R←− {0, 1}, C? = encCBE(md? , pk?), d′ ← AOrenc,OencIBE

,OencCBE (C?, St) :
d′ = d?]
is negligibly close to 1/2 for any PPT adversary A. In the above game, any
query to oracle Orenc which makes the output is C? is returned with ⊥. In
our notation, St is a state information maintained by A while (pk?, sk?)
is the target user’s pubic and private key pair, the challenger also chooses
other keys for corrupt and honest parties. For other honest parties, keys are
subscripted by h or h′ and we subscript corrupt keys by x or x′. In the game,
A is said to have advantage ε if this probability, taken over random choices
of A and all oracles, is at least 1/2 + ε.

KGC Security.

In proxy re-encryption from IBE to CBE, KGC’s master key can not leverage
even if the delegator, the delegatee and proxy collude.

Definition 7. (KGC-OW) A PRE scheme from IBE to CBE is secure for
KGC if the
Pr[{(pkx, skx)← Ocorkeygen(λ)}, {skIDx ← Ocorkeygen(λ)},
{(pkh, skh)← Okeygen(λ)}, {skIDh

← Okeygen(λ)},
{Rxx′ ← Orekeygen(IDx′ ,skx)}, {Rx′x ← Orekeygen(IDx,skx′ )

},
{Rhx ← Orekeygen(IDh, skx)}, {Rxh ← Orekeygen(IDx, skh)},



mk′ ← AOrenc,OencIBE
encCBE

(St, {(pkx, skx)}, {skIDx
}, {(pkh, skh)}, {Rxh}, {Rhx}, {Rxx′},

{Rx′x}, {parms}) : mk = mk′]

is is negligibly close to 0 for any PPT adversary A. In our notation, St
is a state information maintained by A, For the honest parties, keys are
subscripted by h or h′ and we subscript corrupt keys by x or x′.

2.5 Security Analysis

In this section, we will give our scheme’s security results based on the models
defined in the above section. We give the results below:
• For delegator’s IBE-IND-sID-CPA security, the proxy and delegatee’s

colluding can not break it.
• For delegatee’s CBE-IND-CPA security, the KGC , delegator and proxy’s

colluding can not break it.
• For KGC’s OW security, even if allowing the proxy, delegator and del-

egatee collude in any way, they can not break the KGC’s OW security,
that is, they can not get the master − key.

Now let’s prove these security results.

Theorem 6. Suppose the mDBDH assumption holds, then our scheme is
IBE-IND-sID-CPA secure for the proxy and delegatee’s colluding.

Proof. Suppose A can attack our scheme, we construct an algorithm B solves
the mDBDH problem in G. On input (g, ga, ga2

, gb, gc, T ), algorithm B’s goal
is to output 1 if T = e(g, g)abc and 0 otherwise. Let g1 = ga, g2 = gb, g3 =
gc.Algorithm B works by interacting with A in a selective identity game as
follows:
1. Initialization. The selective identity game begins with A first out-

putting an identity ID∗ that it intends to attack.
2. Setup.To generate the system’s parameters, algorithm B picks α′ ∈ Zp

at random and defines h = g−ID∗

1 gα′ ∈ G. It gives A the parameters
params = (g, g1, g2, h). Note that the corresponding master−key, which
is unknown to B, is ga

2 = gab ∈ G∗. B picks random xi, yi, zi ∈ Zp,
computes gi1 = gxi . it gives A the public key pki = gi1 .

3. Phase 1
• “A issues up to private key queries on IDi”. B selects randomly ri ∈

Zp
∗ and k′ ∈ Zp, sets skIDi = (d0, d1) = (g

−α′
IDi−ID∗

2 (g(IDi−ID∗)
1 gα)

ri

,

g
−1

IDi−ID∗

2 gri). We claim skIDi is a valid random private key for
IDi. To see this, let r̃i = ri − b

ID−ID∗ . Then we have that d0 =

g
−α′

IDi−ID∗

2 (g(IDi−ID∗)
1 gα)

ri

= gα
2 (g(IDi−ID∗)

1 gα)
ri− b

ID−ID∗ = ga
2 (gIDi

1 h)r̃i .

d1 = g
−1

IDi−ID∗

2 gri = gr̃i .
• “A issues up to private key queries on pki”. B returns xi.



• “A issues up to rekey generation queries on (ID, pki)”. The challenge
B chooses a randomly x ∈ Z∗

p , sets rkID,pk1 = x and returns it to

A. he computes rkID,pk3 = w = (g
(ID−ID∗)x
4 gα′x

1
g4

and rkID,pk2 = k′xi

where k′ chosen randomly from Z∗
p , sends them to the proxy. We

have
(gID

1 h)x = g1g
k1

gk1
1 = (

(gID
1 h)x

g1
)α =

(gID−ID∗

1 gα′)αx

gα
1

=
(g(ID−ID∗)x

4 gα′x
1

g4
= w

For the delegatee and the proxy, they can verify e(gk1 , g1) = e(w, g)
is always satisfied. Thus our simulation is a perfect simulation. But
the delegator and delegatee cannot get any useful information from
x.
• “A issues up to re-encryption queries on (CID, ID, pki)”. The chal-

lenge B runs ReEnc(rkID→pki , CID, ID, pki) and return the results.
4. Challenge When A decides that Phase1 is over, it outputs two messages

M0,M1 ∈ G. Algorithm B picks a random bit b and responds with the
ciphertext C = (gc, (gα′)c,Mb · T ). Hence if T = e(g, g)abc = e(g1, g2)c,
then C is a valid encryption of Mb under ID∗. Otherwise, C is indepen-
dent of b in the adversary’s view.

5. Phase2 A issues queries as he does in Phase 1 except natural constraints.
6. Guess Finally, A outputs a guess b′ ∈ {0, 1}. Algorithm B concludes its

own game by outputting a guess as follows. If b = b′, then B outputs 1
meaning T = e(g, g)abc. Otherwise it outputs 0 meaning T 6= e(g, g)abc.

When T = e(g, g)abc then A’s advantage for breaking the scheme is same as
B’s advantage for solving mDBDH problem.

Theorem 7. Our scheme is CBE-IND-CPA secure for the proxy, delegator
and KGC’s colluding.

Proof. We just give the intuition for this theorem. The security proof follows
the principle of symmetrical encryption. The only information about CBE
user’s private key just lies in k2θ. But even if the proxy, delegator and KGC’s
colluding, they can only get k2θ where k2 blinding the private key θ perfectly.
Thus they can only guess θ, the adversaries’ success probability is at most
1/p which is negligible, whether for CBE level1 ciphertext or for CBE level2
ciphertext.

Theorem 8. Suppose the mDBDH assumption holds, then our scheme is
KGC-OW secure for the proxy, delegatee and delegator’s colluding.

Proof. We just give the intuition for this theorem. When considering the
proxy, delegatee and delegator’s colluding, the KGC only interact with dele-
gator and proxy. The re-encryption key rk = ( α+k1

IDα+t2
, k2θ, w) is distributed

same as (x, k,
(g

(ID−ID∗)x
4 gα′x

1
g4

) where x and k are randomly choose from Z∗
p ,



that is to say, the adversaries can not get any information about α except
randomly guessing. And we know the BB1 identity based encryption is se-
cure under DBDH assumption. That’s imply the attacker can not recover the
KGC’s master − key. Thus our scheme is KGC-OW secure for the proxy,
delegatee and delegator’s colluding.

2.6 Conclusion

In 2007, Matsuo proposed a new type of re-encryption scheme which can re-
encrypt the ciphertext in the certificate based encryption(CBE) setting to
one that can be decrypted in identity based setting [29](IBE). In this paper,
we try to solve a problem left by [29], that is, can we construct a proxy re-
encryption scheme from IBE to CBE? We answer this question affirmatively,
we propose the first proxy re-encryption scheme from IBE to CBE with the
help of KGC. We also give the security model for proxy re-encryption scheme
from IBE to CBE and prove our scheme’s security in this model.



3 Proxy Re-encryption Scheme Based on BB2 Identity
Based Encryption

3.1 Introduction

The concept of proxy re-cryptography comes from the work of Blaze, Bleumer,
and Strauss in 1998 [3]. The goal of proxy re-encryption is to securely enable
the re-encryption of ciphertexts from one key to another, without relying
on trusted parties.In 2005, Ateniese et al proposed a few new proxy re-
encryption schemes and discussed their several potential applications espe-
cially in distributed secure storage.They predicated that proxy re-encryption
will play an important role in our life [2]. Since then, many excellent schemes
have been proposed, including proxy re-encryption schemes in certificate
based setting [11, 23, 27, 28],proxy re-encryption schemes in identity based
setting [12,17,29,34]and proxy re-encryption schemes in hybrid setting [29].
Now the IEEE P1363.3 standard working group is setting up a standard
with pairing including proxy re-encryption [31].

[Related Work]In 2007, Matsuo proposed the concept of four types of proxy
re-encryption schemes: CBE to CBE, IBE to CBE, CBE to IBE and IBE to
IBE [29]. Now CBE to IBE and IBE to IBE proxy re-encryption schemes are
being standardized by IEEEP1363.3 working group [31]. One feature of their
schemes is that they are all based on BB1 identity based encryption [6]. They
excluded constructing proxy re-encryption schemes based on BB2 identity
based encryption [6] for technique reasons [30].

[Our Motivation]We extend their research in proxy re-encryption from
IBE to IBE. We follow the framework proposed by Boyen [8], that is, the
IBE framework can be divided into three categories. The first kind is “Full
Domain Hash” framework [5]; the second is “Exponent Inversion” frame-
work, including the second scheme BB2 in [6]; the third is “Commutative
Blinding” framework, including the first scheme BB1 in [6]. This framework
is the most flexible which has been used to construct group signature, ring
signature and many other useful applications. Also Matsuo’s re-encryption
schemes lie in this framework. Recently, “Exponent Inversion” framework
has found applications in fuzzy IBE, delegation IBE and hierarchical IBE,
which makes it much more flexible than previous thought [8]. So we recon-
sider the problem of constructing proxy re-encryption based on BB2 identity
based encryption. Surprisingly, if we consider the help of KGC, then it is easy
to construct proxy re-encryption based on BB2 identity based encryption.

[Our Contribution]We construct a proxy re-encryption scheme based on
BB2 identity based encryption with the help of KGC. As we all know, the
KGC plays an important role in IBE. Specifically, the KGC can know every
IBE user’s private key and thus can decrypt every IBE user’s ciphertext. So
it’s reasonable to give a position to KGC in proxy re-encryption in IBE set-
ting. In our proxy re-encryption scheme, the re-encryption key is generated
by the KGC only. The assumption of our scheme is the KGC must be trusted



completely, which is a shortcoming. We hope we can reduce this trust in our
further research.

We organize our paper as following. In section 2,we revisit the BB2 identity
based encryption in [6].In section 3, we propose our new re-encryption scheme
from IBE to IBE with the help of KGC. In section 4, we give the security
model for our scheme and prove its security in the standard model. We give
our conclusion in section 5.

3.2 Revisit the BB2 Identity Based Encryption

Let G be a bilinear group of prime order p and g be a generator of G. For
now, we assume that the public keys (ID) are elements in Z∗

p . We show later
that arbitrary identities in {0, 1}∗ can be used by first hashing ID using a
collision resistant hash H : {0, 1}∗ → Z∗

p . We also assume that the messages
to be encrypted are elements in G1. The IBE system works as follows:
1. Setup: To generate IBE parameters, select random elements x, y ∈ Z∗

p

and define X = gx and Y = gy. The public parameters params and the
secret master − key are given by params = (g, gx, gy), master − key =
(x, y)

2. KeyGen(master− key, ID): To create a private key for the public key
ID ∈ Z∗

p :
(a) pick a random r ∈ Zp and compute K = g

1
(ID+x+ry) ∈ G,

(b) output the private key dID = (r, K). In the unlikely event that x +
ry + ID = 0 mod p, try again with a new random value for r.

3. Encrypt(params, ID,M): To encrypt a message M ∈ G1 under public
key ID ∈ Z∗

p , pick a random s ∈ Z∗
p and output the ciphertext C =

(gs·IDXs, Y s, e(g, g)s ·M). Note that e(g, g) can be precomputed once
and for all so that encryption does not require any pairing computations.

4. Decrypt(dID, C): To decrypt a ciphertext C = (A,B, C) using the
private key dID = (r, K), output C/e(ABr,K). Indeed, for a valid ci-
phertext we have

C

e(ABr,K)
=

C

e(gs(ID+x+ry), g1/(ID+x+ry))
=

C

e(g, g)s
= M

This scheme is an efficient identity based encryption and proved to be IND-
sID-CPA secure in the standard model. In 2006, Gentry proposed a practical
identity based encryption based on this scheme which can achieve IND-ID-
CCA2 with tight security proof [20]. Thus this scheme plays an important
role in identity based encryption.

3.3 Our Proxy Re-encryption Scheme Based on BB2 Identity
Based Encryption

1. ReKeyGenID→ID′ : The KGC chooses a collision resistent hash func-
tion H : {0, 1}3|p| → Z∗

p and a random seed t ∈ Z∗
p , and computes



k = H(ID, ID′, t). He computes rkID→ID′ = ( ID′+x+k
ID+x , w = g

k
ID′+x+r′y )

and sends them to the proxy as the proxy re-encryption key. We note that
the KGC chooses a different k for every different user pair (ID, ID′).

2. ReEnc (rkID→ID′ , parms,CID, ID′):. On input the ciphertext CID =
(C1, C2, C3) = (gs·IDXs, Y s, e(g, g)s ·M), the proxy first run Check, if
it returns “Invalid”, then reject, else computes CID′ = (C ′

1, C
′
2, C

′
3) =

(C1
rkID→ID′ , C2, C3e(C1, w)), and sends it to the delegatee.

3. Check:. On input a ciphertext CID = (C1, C2, C3), the proxy computes
v1 = e(C1, Y ) and v2 = e(C2, g

IDX), if v1 = v2, then return “Valid”,
else return “Invalid”.

First we verify our scheme’s correctness as following.

C ′
3

e(C ′
1C

′r′
2 ,K)

=
C3e(C1, w)

e(C1
rkID→ID′Cr′

2 , g1/(ID′+x+r′y))

=
C3e(C1, w)

e((gs·IDXs)
ID′+x+k

ID+x Y sr′ , g1/(ID′+x+r′y))

=
C3e(C1, w)

e(gs(ID′+x+ry)Y sr′ , g1/(ID′+x+r′y))

=
C3e(C1, w)

e(gs(ID′+x+k+r′y), g1/(ID′+x+r′y))

=
e(g, g)s ·M · e(C1, w)

e(gs(ID′+x+k+r′y), g1/(ID′+x+r′y))

=
e(g, g)s ·M · e(C1, g

k
ID′+x+r′y )

e(gs(ID′+x+k+r′y), g1/(ID′+x+r′y))

=
e(g, g)s ·M

e(gs(ID′+x+r′y), g1/(ID′+x+r′y))
= M

3.4 Security Models

First we define the following oracles, which can be invoked multiple times in
any order, subject to the constraints list in the various definition:
• Corrupted user’s key generation (Ocorkeygen): Obtain skID ←

KeyGenIBE(mk, parms, ID).A is given skID.
• Re-encryption key generation (Orekeygen):On input (ID, ID′) by

the adversary, where pk was generated before by KeyGen and ID is a
user in IBE setting, return the re-encryption key rkID→ID′ = KeyGenPRO

(sk, eID, parms) where sk is the secret keys that correspond to pk and
eID is the delegatee’s input for re-encryption key generation purpose.
• Encryption oracleOencIBE

: For IBE users, to encrypt a message M ∈
G1 under the public key ID ∈ Z∗

p , return EncIBE(ID, parms, M).
• Re-encryption Orenc: Output the re-encrypted ciphertext ReEnc

(rkID→ID′ , parms, CID, ID′).



Internal and External Security. Our security model protects users from
two types of attacks: those launched from parties outside the system (Ex-
ternal Security), and those launched from parties inside the system, such
as the proxy, another delegation partner, KGC, or some collusion between
them (Internal Security). Generally speaking, internal adversaries are more
powerful than external adversaries. And our scheme can achieve reasonable
internal security. We just provide formalization of internal security notions.

Delegatee Security.

We consider the case that proxy and delegator are corrupted.

Definition 8. (Delegatee-IBE-IND-ID-CPA) A PRE scheme from IBE
to IBE is Delegatee-IBE-IND-ID-CPA secure if the probability
Pr[skID? ← Okeygen(λ), {skIDx

← Ocorkeygen(λ)},
{skIDh

← Okeygen(λ)},
{Rhx ← Orekeygen(skIDh

, IDx)}, {Rxh ← Orekeygen(skIDx
, IDh)},

{Rh? ← Orekeygen(skIDh
,ID?)}, {Rx? ← Orekeygen(skIDx ,ID?)},

(m0,m1, St)← AOrenc,OencIBE (ID?,{skIDx},{Rxh}, {Rhx}, {Rh?}, {Rx?}),

d? R←− {0, 1}, C? = encIBE(md? , ID?), d′ ← AOrenc,OencIBE (C?, St) : d′ =
d?]
is negligibly close to 1/2 for any PPT adversary A. In our notation, St is
a state information maintained by A while skID? is the target user’s private
key, the challenger also chooses other keys for corrupt and honest parties.
For other honest parties, keys are subscripted by h or h′ and we subscript
corrupt keys by x or x′. In the game, A is said to have advantage ε if this
probability, taken over random choices of A and all oracles, is at least 1/2+ε.

Delegator Security.

We consider the case that proxy and delegatee are corrupted.

Definition 9. (Delegator-IBE-IND-ID-CPA) A PRE scheme from IBE
to IBE is Delegator-IBE-IND-ID-CPA secure if the probability
Pr[skID? ← Okeygen(λ), {skIDx ← Ocorkeygen(λ)}, {skIDh

← Okeygen(λ)},
{Rhx ← Orekeygen(skIDh

, IDx)}, {Rxh ← Orekeygen(skIDx
, IDh)},

{R?h ← Orekeygen(skID? ,IDh)}, {R?x ← Orekeygen(skID? ,IDx)},
(m0,m1, St)← AOrenc,OencIBE (ID?, {skIDx}, {Rxh}, {Rhx}, {R?h}, {R?x}),

d? R←− {0, 1}, C? = encIBE(md? , ID?), d′ ← AOrenc,OencIBE (C?, St) : d′ =
d?]
is negligibly close to 1/2 for any PPT adversary A. In our notation, St is
a state information maintained by A while skID? is the target user’s private
key, the challenger also chooses other keys for corrupt and honest parties.
For other honest parties, keys are subscripted by h or h′ and we subscript
corrupt keys by x or x′. In the game, A is said to have advantage ε if this
probability, taken over random choices of A and all oracles, is at least 1/2+ε.



KGC Security.

In proxy re-encryption from IBE and IBE, KGC’s master key can not lever-
age even if the delegator, the delegatee and proxy collude.

Definition 10. (KGC-OW) A PRE scheme from CBE to IBE is KGC-
OW secure if the output
Exp[{skIDx

← Ocorkeygen(λ)},
{skIDh

← Okeygen(λ)},
{Rxx′ ← Orekeygen(skIDx ,IDx′ )

}, {Rx′x ← Orekeygen(skID′
x

,IDx)},
{Rhx ← Orekeygen(skIDh

, IDx)}, {Rxh ← Orekeygen(skIDx
, IDh)},

mk ← AOrenc,OencIBE ({skIDx
}, {Rxh}, {Rhx}, {Rxx′}, {Rx′x}, {parms})

is not the real master − key for any PPT adversary A.The challenger also
chooses other keys for corrupt and honest parties. For other honest parties,
keys are subscripted by h or h′ and we subscript corrupt keys by x or x′.

3.5 Security Analysis

In this section, we will give our scheme’s security results:
• For delegatee’s IBE-IND-sID-CPA security, KGC alone can break it,

while the proxy and delegator’s colluding can not.
• For delegator’s IBE-IND-sID-CPA security, KGC alone can break it,

while the proxy and delegatee’s colluding can not.
• For KGC’s OW security, even if allowing the proxy, delegator and dele-

gatee collude any way, they can not break the KGC’s OW security, that
is, they can not get the master − key.

Theorem 9. Suppose Decision q-BDHI assumption holds in G, then our
scheme is Delegator-IBE-IND-sID-CPA secure for the proxy and delegatee’s
colluding.

Proof. Suppose A has advantage in attacking the proxy re-encryption IBE
system.We build an algorithm B that uses A to solve the Decision q −
BDHI problem in G.Algorithm B is given as input a random (q + 2)-tuple
(g, gα, g(α2), ..., g(αq), T ) ∈ (G∗)q+1×G1 that is either sampled from PBDHI

(where T = e(g, g)
1
α ) or from R (where T is uniform and independent in

G1). Algorithm B’s goal is to output 1 if T = e(g, g)1/α and 0 otherwise.
Algorithm B works by interacting with A in a selective identity game as
follows:
1. Preparation. Algorithm B builds a generator h ∈ G∗ for which it knows

q−1 pairs of the form (wi, h
1/(α+wi)) for random w1, ..., wq−1 ∈ Z∗

p . This
is done as follows:
(a) Pick random w1, ..., wq−1 ∈ Z∗

p and let f(z) be the polynomial f(z) =∏q−1
i=1 (z + wi). Expand the terms of f to get f(z) =

∑q−1
i=0 cixi. The

constant term c0 is non-zero.
(b) Compute h =

∏q−1
i=0 (g(αi))ci = gf(α) and u =

∏q
i=1(g

(αi))ci−1 =
gαf(α). Note that u = hα.



(c) Check that h ∈ G∗.Indeed if we had h = 1 in G this would mean
that wj = −α for some j easily identifiable wj ,at which point B
would be able to solve the challenge directly.We thus assume that all
wj 6= −α.

(d) Observe that for any i = 1, ..., q − 1, it is easy for B to construct
the pair (wi, h

1/(α+wi)). To see this, write fi(z) = f(z)/(z + wi) =∑q−2
i=0 diZi. Then h1/(α+wi) = g fi(α) =

∏q−2
i=0 (g(αi))di .

(e) Next B computes

Th = T c0f(α) · T0 where T0 =
∏q−1

i=0

∏q−2
j=0 e(g(αi), g(αj))cicj+1

Observe that if T = e(g, g)1/α then Th = e(gf(α)/α, gf(α)) = e(h, h)1/α.
On the contrary, if T is uniform in G1, then so is Th.

We will be using the values h, u, Th and the pairs (wi, h
1/(α+wi)) for

i = 1, ..., q − 1 throughout the simulation.
2. Initialization. The selective identity game begins with A first out-

putting an identity ID∗ ∈ Z∗
p that it intends to attack.

3. Setup To generate the system parameters,algorithm B does the follow-
ing:
(a) Pick random a, b ∈ Z∗

p under the constraint that ab = ID∗.
(b) Compute X = u−ah−ab = h−a(α+b) and Y = u = hα.
(c) Publish params = (h, X, Y ) as the public parameters. Note that

X, Y are independent of ID∗ in the adversary’s view.
(d) We implicitly define x = −a(α + b) and y = α so that X = hx and

Y = hy. Algorithm B does not know the value of x or y,but does
know the value of x + ay = −ab = −ID∗.

4. Phase 1.
• “A issues up to qs < q private key queries”.

Consider the i-th query for the private key corresponding to public
key IDi 6= ID∗. We need to respond with a private key (r, h

1
(IDi+x+ry) )

for a uniformly distributed r ∈ Zp. Algorithm B responds to the
query as follows:
(a) Let (wi, h

1/(α+wi)) be the i−th pair constructed during the prepa-
ration step. Define hi = h1/(α+wi).

(b) B first constructs an r ∈ Zp satisfying (r − a)(α + wi) = IDi +
x + ry. Plugging in the values of x and y the equation becomes

(r − a)(α + wi) = IDi − a(α + b) + rα

We see that the unknown α cancels from the equation and we
get r = a + IDi−ab

wi
∈ Zp which B can evaluate.

(c) Now,(r, h1/(r−a)
i ) is a valid private key for ID for two reasons.

First,

h
1/(r−a)
i = (h1/(α+w))1/(r−a) = h1/(r−a)(α+wi) = h1/(IDi+x+ry)



as required. Second, r is uniformly distributed among all ele-
ments in Zp for which IDi + x + ry 6= 0 and r 6= a.This is true
since w is uniform in Zp/{0,−α} and is currently independent
of A’s view. Algorithm B gives A the private key (r, h1/(r−α)

i ).
For completeness, we note that B can construct the private key
for IDi with r = a as (r, h1/IDi−ID∗

). Hence,the r in the private
key given to A can be made uniform among all r ∈ Zp for which
ID + x + ry 6= 0 as required.

We point out that this procedure will fail to produce the private key
for IDi = ID∗ since in that case we get r = a and ID + x + ry = 0.
Hence, B can generate private keys for all public keys except for
ID∗.
• “A issues up to rekey generation queries on (IDi, IDj)”.

The challenger B chooses a randomly U ∈ Z∗
p and sets IDj+x+k

IDi+x = U ,
he also computes

w =
(h

1
α+wj )

IDi·U−IDj+(U−1)(awj−ab)
rj−a

h
(U−1)· a

rj−a

we can see w = h
k

IDj+x+rjy , because the following:

(hIDX)U = (hIDX)
IDj+x+k

IDi+x = hID′
·X · hk

hk =
(hIDX)U

hID′X
= h(IDi+x)U−(IDj+x)

w = h
k

IDj+x+rjy = h
(IDi+x)U−(IDj+x)

(rj−a)(α+wj)

= h
(IDi·U−IDj)+(U−1)(−a(α+b))

(rj−a)(α+wj)

h
(IDi·U−IDj)+(U−1)(−a(α+b))

(rj−a)(α+wj) +(U−1) a
rj−a = h

(IDi·U−IDj)+(U−1)(−a(α+b))+(U−1)a(α+wi)
(rj−a)(α+wj)

= h
(IDi·U−IDj)+(U−1)(−aα−ab+aα+awj)

(rj−a)(α+wj)

= h
(IDi·U−IDj)+(U−1)(−ab+awj)

(rj−a)(α+wj)

= (h
1

α+wj )
IDi·U−IDj+(U−1)(awj−ab)

rj−a

w =
(h

1
α+wj )

IDi·U−IDj+(U−1)(awj−ab)
rj−a

h
(U−1)· a

rj−a

thus our simulation is a perfect simulation. Because U is uniformly
in Z∗

p , the adversary (including delegator and proxy colluding or
delegatee and proxy colluding) can not get any useful information
from it.
• “A issues up to rekey generation queries on (ID∗, ID)”.

Same as the above.
• “A issues up to re-encryption queries on (CIDi

, IDi, IDj)”.
The challenge B runs ReEnc(rkIDi→IDj

, CIDi
, IDj) and returns the

results



5. Challenge. A outputs two messages M0,M1 ∈ G. Algorithm B picks
a random bit b ∈ {0, 1} and a random l ∈ Z∗

p . It responds with the
ciphertext CT = (h−al, hl, T l

h ·Mb). Define s = l/α. On the one hand, if
T = e(h, h)1/α we have

h−al = haα(l/α) = h(x+ab)(l/α)=hsID∗
·Xs

hl = Y l/α = Y s

T l
h = e(h, h)l/α = e(h, h)s

It follows that CT is a valid encryption of Mb under ID∗ , with the
uniformly distributed randomization value s = l/α. On the other hand,
when T is uniform in G1 ,then, in the adversary’s view CT is independent
of the bit b.

6. Phase2. A issues more private key queries, for a total of at most qs < q.
Algorithm B responds as before. A issues more other queries like in
Phase1 except natural constraints and Algorithm B responds as before.

7. Guess. Finally, A outputs a guess b′ ∈ {0, 1}. If b = b′ then B outputs 1
meaning T = e(g, g)1/α . Otherwise,it outputs 0 meaning T 6= e(g, g)1/α

.
When T = e(g, g)1/α then A’s advantage for breaking the scheme is same as
B’s advantage for solving q-BDHI problem. This completes the proof.

Theorem 10. Suppose the q-BDHI assumption holds, then our scheme is
Delegatee-IBE-IND-sID-CPA secure for the proxy and delegator’s colluding.

Proof. The security proof is same as the above theorem except that it does
not allow “A issues up to rekey generation queries on (ID, ID∗)”, for B does
not know the private key corresponding to ID∗.

Theorem 11. Suppose the q-BDHI assumption holds, then our scheme is
KGC-OW secure for the proxy, delegatee and delegator’s colluding.

Proof. We just the the intuition for this theorem. The master-key is (x, y),
and delegator’s private key is (ri, g

1
IDi+x+riy ), the delegatee’s private key is

(rj , g
1

IDj+x+rjy ) , the proxy re-encryption key is ID′+x+k
ID+x , w = g

k
ID′+x+r′y .

Because the proxy re-encryption key is uniformly distributed in Z∗
p , and the

original BB2 IBE is secure, we can conclude that (x, y) can not be disclosed
by the proxy, delegatee and delegator’s colluding.

3.6 Conclusion

In 2007, Matsuo proposed the concept of four types of re-encryption schemes:
CBE to CBE, IBE to CBE, CBE to IBE and IBE to IBE [29]. Now CBE
to IBE and IBE to IBE proxy re-encryption schemes are being standardized
by IEEEP1363.3 working group [31]. In this paper, we further extend their
research. One feature of their schemes is that they are all based on BB1



identity based encryption [6].We ask question like this: can we construct
proxy re-encryption schemes based on BB2 identity based encryption [6]?
We give affirmative answer to this question. We construct an IBE to IBE
proxy re-encryption scheme based on BB2 with the help of KGC and prove
its security in the standard model.



4 Proxy Re-encryption Scheme Based on SK Identity
Based Encryption

4.1 Introduction

The concept of proxy re-cryptography comes from the work of Blaze, Bleumer,
and Strauss in 1998 [3]. The goal of proxy re-encryption is to securely enable
the re-encryption of ciphertexts from one key to another, without relying on
trusted parties.In 2007, Matsuo proposed the concept of four types of proxy
re-encryption schemes: CBE to CBE, IBE to CBE, CBE to IBE and IBE
to IBE [29]. Now CBE to IBE and IBE to IBE proxy re-encryption schemes
are being standardized by IEEEP1363.3 working group [31]. One feature of
their schemes is that they are all based on BB1 identity based encryption [6].
We reconsider the problem of constructing proxy re-encryption based on SK
identity based encryption. Surprisingly, if we consider the help of KGC, then
it is easy to construct proxy re-encryption based on SK identity based en-
cryption. Interestingly , our proxy re-encryption scheme even can achieve
CCA2 secure, which makes it is unique.

We organize our paper as following. In section 2,we revisit the SK identity
based encryption in [9, 13, 35]. In section 3, we propose our new proxy re-
encryption scheme from IBE to IBE based on SK identity based encryption.
In section 4, we give the security models for our scheme and prove its security
in the model. We give our conclusion in section 5.

4.2 Revisit the SK Identity Based Encryption

SK-IBE is specified by four polynomial time algorithms:
1. Setup. Given a security parameter k, the parameter generator follows

the steps.
• Generate three cyclic groups G1, G2 and GT of prime order q, an

isomorphism ϕ from G2 to G1, and a bilinear pairing map e : G1 ×
G2 → GT . Pick a random generator P2 ∈ G∗ and set P1 = ϕ(P2).

• Pick a random s ∈ Z∗
q and compute Ppub = sP1.

• Pick four cryptographic hash functions H1 : {0, 1}∗ → Z∗
q ,H2 :

GT → {0, 1}n,H3 : {0, 1}n × {0, 1}n → Z∗
q and H4 : {0, 1}n →

{0, 1}n for some integer n > 0.
The message space is M = {0, 1}n. The ciphertext space is C = G∗

1 ×
{0, 1}n×{0, 1}n. The master public key is Mpk = (q, G1, G2, GT , ϕ, e, n, P1,
P2, Ppub,H1,H2,H3,H4), and the master secret key is Msk = s.

2. Extract. Given an identifier string IDA ∈ {0, 1}∗ of identity A, Mpk

and Msk, the algorithm returns dA = 1
s+H1(IDA)P2.

3. Encrypt. Given a plaintext m ∈M , IDA and Mpk, the following steps
are performed.
• Pick a random σ ∈ {0, 1}n and compute r = H3(σ,m).
• Compute QA = H1(IDA)P1 + Ppub, gr = e(P1, P2)r.



• Set the ciphertext to C = (rQA, σ ⊕H2(gr),m � H4(σ)).
4. Decrypt. Given a ciphertext C = (U, V,W ) ∈ C, IDA, dA and Mpk,

follows the steps:
• Compute g′ = e(U, dA) and σ′ = V ⊕H2(g′).
• Compute m′ = W ⊕H4(σ) and r′ = H3(σ′,m′).
• if U 6= r′(H1(IDA)P1 +Ppub), output ⊥, else return m′ as the plain-

text.

4.3 Our Proposed Proxy Re-encryption Scheme Based On SK
Identity Based Encryption

We modify the underlying SK identity based encryption for the proxy re-
encryption purpose, our proposed proxy re-encryption scheme based on SK
identity based encryption are as following:
1. Setup. Same as the original scheme.
2. Extract. Same as the original scheme.
3. ReKeyGenID→ID′ : The KGC chooses a collision resistent hash func-

tion H5 : {0, 1}3|p| → Z∗
p and a random seed t ∈ Z∗

p , and computes k =

H5(ID, ID′, t). He computes rkID→ID′ = ( s+H1(ID′)+k
s+H1(ID) , w = k

s+H1(ID′)P2)
and s = kP1. He sends rkID→ID′ to the proxy as the proxy re-encryption
key via authenticated channel. He also sends s = kP1 to the delegatee
via authenticated channel for “Verify” purpose. We note that the KGC
chooses a different k for every different user pair (ID, ID′).

4. Encrypt1. Given a plaintext m ∈M , IDA and Mpk, the following steps
are performed.
• Pick a random σ ∈ {0, 1}n and compute r = H3(σ,m).
• Compute QID = H1(ID)P1 + Ppub, gr = e(P1, P2)r.
• Set the ciphertext to C = (rP1, rQID, σ ⊕H2(gr),m⊕H4(σ)).

5. ReEnc (rkID→ID′ , parms,CID, ID′):. On input the ciphertext CID =
(C1, C2, C3, C4) = (rP1, rQID, σ ⊕H2(gr),m ⊕H4(σ)), the proxy com-
putes CID′ = (C ′

1, C
′
2, C

′
3, C

′
4) = (rkID→ID′C2, e(C1, w), C3, C4), and

sends it to the delegatee.
6. Decrypt1. Given a ciphertext CID′ = (C ′

1, C
′
2, C

′
3, C

′
4), follows the steps:

• Compute g′ = e(C′
1,dID′ )
C′

2
and σ′ = C ′

3 ⊕H2(g′).
• Compute m′ = C ′

4 ⊕H4(σ) and r′ = H3(σ′,m′).
7. Verify. If C ′

1 6= r′(H1(ID′)P1 + Ppub + s), output ⊥, else return m′ as
the plaintext.

First we verify our scheme’s correctness as following.

g′ =
e(C ′

1, dID′)
C ′

2

=
e(rkID→ID′C2,

1
s+H1(ID′)P2)

e(C1, w)

=
e(rkID→ID′C2,

1
s+H1(ID′)P2)

e(C1,
k

s+H1(ID′)P2)



=
e( s+H1(ID′)+k

s+H1(ID) rQID, 1
s+H1(ID′)P2)

e(C1,
k

s+H1(ID′)P2)

=
e( s+H1(ID′)+k

s+H1(ID) r(H1(ID) + s)P1,
1

s+H1(ID′)P2)

e(rP1,
k

s+H1(ID′)P2)

=
e(rP1, P2)e(rkP1,

1
s+H1(ID′)P2)

e(rP1,
k

s+H1(ID′)P2)

= e(P1, P2)r

= gr

σ′ = C ′
3 ⊕H2(g′) = σ ⊕H2(gr)⊕H2(gr) = σ

m′ = m, r′ = r

C ′
1 = rkID→ID′C2 = r(H1(ID′) + k + s)P1 = r′(H1(ID′)P1 + Ppub + s)

Thus our scheme is a correct proxy re-encryption scheme. Note that in our
scheme, the delegatee must receive s for every delegation pair (ID, ID′), the
purpose of this step is for “Verify” the ciphertext.

4.4 Security Models and Security Analysis

The security models are same as in Section 3.4, they follow the security
model for proxy re-encryption scheme from IBE to IBE.
Interestingly, our proxy re-encryption scheme even can achieve IND-ID-

CCA2 secure while all the above proxy re-encryption scheme can only
achieve IND-sID-CPA secure. We also note this scheme is the most effi-
cient scheme for proxy re-encryption with pairing which can achieve CCA2
secure in literature, which makes it is so unique! But unfortunately, this
scheme cannot resist DDos attack introduced in [38].

In this section, we will give our scheme’s security results:
• For delegatee’s IBE-IND-ID-CCA2 security, KGC alone can break it,

while the proxy and delegator’s colluding can not.
• For delegator’s IBE-IND-ID-CCA2 security, KGC alone can break it,

while the proxy and delegatee’s colluding can not.
• For KGC’s OW security, even if allowing the proxy, delegator and dele-

gatee collude any way, they can not break the KGC’s OW security, that
is, they can not get the master − key.

Theorem 12. Suppose q-BDHI assumption holds in G, then our scheme is
Delegator-IBE-IND-ID-CCA2 secure for the proxy and delegatee’s colluding.

Proof. The proof combines the following three lemmas.



Lemma 1. Suppose that H is a random oracle and that there exists an IND-
ID-CCA adversary A against PRE-SK-IBE with advantage ε(k) which makes
at most q1 distinct queries to H (note that H can be queried directly by
A or indirectly by an extraction query,a decryption query or the challenge
operation).Then there exists an IND-CCA adversary B which runs in time
O(time(A)+qD ·(T +Γ1)) against the following PRE−BasicPubhy scheme
with advantage at least ε(k)/q1 where T is the time of computing pairing and
Γ1 is the time of a multiplication operation 1 in G1.
PRE−BasicPubhy is specified by seven algorithms: KeyGen, ReKeyGen,
Encrypt, ReEnc, Decrypt1, Decrypt2, Verify.
KeyGen: Given a security parameter k, the parameter generator follows the
steps.
1. Identical with step 1 in Setup algorithm of SK − PRE − IBE.
2. The KGC pick a random s ∈ Z∗

q and compute Ppub = sP . Randomly
choose different elements hi ∈ Z∗

q and compute 1
hi+sP for 0 ≤ i ≤ q1.

Randomly choose different elements h′0 ∈ Z∗
q and compute 1

h′0+sP .
3. Pick three cryptographic hash functions: H2 : GT → {0, 1}n , H3 :
{0, 1}n × {0, 1}n → Z∗

q and H4 : {0, 1}n → {0, 1}n for some integer
n > 0.

The message space is M = {0, 1}n. The ciphertext space is C = G∗
1×{0, 1}n×

{0, 1}n. The public key for delegator is KpubA = (q, G1, G2, GT , ϕ, e, n, P1, P2,
Ppub, h0, (h1,

1
h1+sP2), ..., (hi,

1
hi+sP2), ..., (hq1−1,

1
hq1−1+sP2),H2,H3,H4) and

the private key is dA = 1
h0+sP . Note that e(h0P1+Ppub, dA) = e(P1, P2). The

public key for delegatee is KpubB = (q, G1, G2, GT , ϕ, e, n, P1, P2, Ppub, h
′
0, (h1,

1
h1+sP2), ..., (hi,

1
hi+sP2), ..., (hq1−1,

1
hq1−1+sP2),H2,H3,H4) and the private

key is dB = 1
h′0+sP . Note that e(h′0P1 + Ppub, dB) = e(P1, P2).

ReKeyGen: The KGC chooses a collision resistent hash function H5 :
{0, 1}3|p| → Z∗

p and a random seed t ∈ Z∗
p , and computes k = H5(h0, h

′
0, t).

He computes rkA→B = ( s+h′0+k
s+h0

, w = k
s+H′

0
P2) and s = kP1. He sends

rkA→B to the proxy as the proxy re-encryption key via authenticated chan-
nel. He also sends s = kP1 to the delegatee via authenticated channel for
“Verify” purpose.
Encrypt: Given a plaintext m ∈M and the public key KpubA and KpubB,
1. Pick a random σ ∈ {0, 1}n and compute r = H(σ,m),and gr = e(P1, P2)r.
2. For the delegator, set the ciphertext to C = (rP1, r(h0P1 + Ppub), σ ⊕

H2(gr),m⊕H(σ)).
3. For the delegatee, set the ciphertext to C = (rP1, r(h′0P1 + Ppub), σ ⊕

H2(gr),m⊕H(σ)).
ReEnc:. On input the ciphertext CA = (C1, C2, C3, C4) = (rP1, rQID, σ ⊕
H2(gr),m⊕H4(σ)), the proxy computes CB = (C ′

1, C
′
2, C

′
3, C

′
4) = (rkA→BC2,

e(C1, w), C3, C4), and sends it to the delegatee.
Decrypt1:For the delegator, given a ciphertext CA = (U, V,W ), KpubA, and
the private key dA,
1. Compute g′ = e(U, dA) and σ′ = V ⊕H(g′),



2. Compute m′ = W ⊕H4(σ′) and r′ = H3(σ′,m′),
3. If U 6= r′(h0P1 + Ppub),reject the ciphertext, else return m′ as the plain-

text.
Decrypt2.For the delegatee, given a ciphertext CB = (C ′

1, C
′
2, C

′
3, C

′
4):

• Compute g′ = e(C′
1,dB)
C′

2
and σ′ = C ′

3 ⊕H2(g′).
• Compute m′ = C ′

4 ⊕H4(σ) and r′ = H3(σ′,m′).
Verify. For the delegatee, if C ′

1 6= r′(h′0P1 + Ppub + s), output ⊥, else return
m′ as the plaintext.

Proof. The proof for this lemma is similar as lemma1 in [13].

Lemma 2. Let H3,H4 be random oracles. Let A be an IND-CCA adversary
against PRE−BasicPubhy defined in Lemma1 with advantage ε(k). Suppose
A has running time t(k), makes at most qDdecryptionqueries, andmakesq3

and q4 queries to H3 and H4 respectively. Then there exists an IND-CPA
adversary B against the following PRE-BasicPub scheme,which is specified
by six algorithms: KeyGen, ReKeyGen, Encrypt, ReEnc, Decrypt1,
Decrypt2.
keygen: Given a security parameter k, the parameter generator follows the
steps.
1. Identical with step 1 in algorithm keygen of PRE −BasicPubhy.
2. Identical with step 2 in algorithm keygen of PRE −BasicPubhy.
3. Pick a cryptographic hash function H2 : GT → {0, 1}n for some integer

n > 0.
The message space is M = {0, 1}n. The ciphertext space is C = G∗

1×{0, 1}n×
{0, 1}n. The public key for delegator is KpubA = (q, G1, G2, GT , ϕ, e, n, P1, P2,
Ppub, h0, (h1,

1
h1+sP2), ..., (hi,

1
hi+sP2), ..., (hq1−1,

1
hq1−1+sP2),H2,H3,H4) and

the private key is dA = 1
h0+sP . Note that e(h0P1+Ppub, dA) = e(P1, P2). The

public key for delegatee is KpubB = (q, G1, G2, GT , ϕ, e, n, P1, P2, Ppub, h
′
0, (h1,

1
h1+sP2), ..., (hi,

1
hi+sP2), ..., (hq1−1,

1
hq1−1+sP2),H2,H3,H4) and the private

key is dB = 1
h′0+sP . Note that e(h′0P1 + Ppub, dB) = e(P1, P2).

ReKeyGen: Identical with ReKeyGen of PRE − BasicPubhy except no
s generation.
Encrypt: Given a plaintext m ∈M and the public key Kpub, choose a ran-
dom r ∈ Z∗

q and compute ciphertext C = (rP1, r(h0P1 + Ppub),m⊕H2(gr))
where gr = e(P1, P2)r.
ReEnc:Identical with ReEnc of PRE −BasicPubhy.
Decrypt1: Given a ciphertext C = (U1, U2, V ), Kpub, and the private key
dA, compute g′ = e(U2, dA) and plaintext m = V ⊕H2(g′).
Decrypt2:Identical with Decrypt2 of PRE −BasicPubhy.
with advantage ε1(k) and running time t1(k) where

ε1(k) ≥ 1
2(q3 + q4)

[(ε(k) + 1)(1− 2
q
)qD − 1]

t1(k) ≤ t(k) + O((q3 + q4) · (n + logq)).



Proof. The proof for this lemma is similar as lemma2 in [13], actually this
is the Fujisaki-Okamoto transformation [16].

Lemma 3. Let H be a random oracle. Suppose there exists an IND-CPA
adversary Adv against the PRE-BasicPub defined in Lemma2 which has
advantage ε(k) and queries H at most q2 times. Then there exists an algo-
rithm C to solve the q1−BDHI problem with advantage at least 2ε(k)/q2 and
running time O(time(Adv)+ q2

1 ·T2) where T2 is the time of a multiplication
operation in G2.

Proof. Algorithm C is given as input a random q1−BDHI instance (q, G1, G2,
GT , ϕ, P1, P2, xP2, x

2P2, ..., x
q1P2) where x is a random element from Z∗

q . Al-
gorithm C finds e(P1, P2)

1
x by interacting with Adv as follows: Algorithm C

first simulates algorithm keygen of BasicPub, which was defined in Lemma
2, to create the public key as below.
1. Randomly choose different h0, ..., hq1−1 ∈ Z and let f(z) be the polyno-

mial f(z) =
∏q1−1

i=1 (z +hi). Reformulate f to get f(z) =
∏q1−1

i=0 cizi. The
constant term c0 is non-zero because hi 6= 0 and ci are computable from
hi.

2. Compute Q2 =
∑q1−1

i=0 cix
iP2 = f(x)P2 and xQ2 ==

∑q1−1
i=0 cix

i+1P2 =
xf(x)P2.

3. Check that Q2 ∈ G∗
2. If Q2 = 1G2 , then there must exist an hi = −x

which can be easily identified, and so, C solves the q1−BDHI problem
directly. Otherwise C computes Q1 = ϕ(Q2) and continues.

4. Compute fi(z) = f(z)/(z + hi) =
∑q1−2

j=0 djz
j and 1

x+hi
Q2 = fi(x)P2 =∑q1−2

j=0 djx
jP2 for 1 ≤ i < q1.

5. Set T ′ =
∑q1−1

i=0 cix
i−1P2 and compute T0 = e(ϕ(T ′), Q2 + c0P2)

6. Now C passes Adv the public key KpubA = (q, G1, G2, GT , ϕ, e, n, Q1, Q2,
xQ1 − h0Q1, h0, (h1 + h0,

1
h1+xQ2), ..., (hi + h0,

1
hi+xQ2), ..., (hq1−1 + h0

, 1
hq1−1+xQ2),H2)(ie. setting Ppub = xQ1 − h0Q1), and the private key

is dA = 1
xQ2, which C does not know. H2 is a random oracle controlled

by C. Note that e((hi + h0)Q1 + ppub, dA) = e(Q1, Q2). Hence KpubA is
a valid public key of A in BasicPub.

7. Now C passes Adv the public key KpubB = (q, G1, G2, GT , ϕ, e, n, Q1, Q2,
xQ1 − h0Q1, h

′
0 = h1 + h0, ..., (hi + h0,

1
hi+xQ2), ..., (hq1−1 + h0

, 1
hq1−1+xQ2),H2)(ie. setting Ppub = xQ1−h0Q1), and the private key is

dB = 1
h1+xQ2, which C knows. H2 is a random oracle controlled by C.

Note that e((hi + h0)Q1 + ppub, dB) = e(Q1, Q2). Hence Kpub is a valid
public key of B inBasicPub.

Now B starts to respond to queries as follows.

1. Phase1
H2-query(Xi). At any time algorithm Adv can issue queries to the ran-
dom oracle H2. To respond to these queries C maintains a list of tuples
called H list

2 .Each entry in the list is a tuple of the form (Xi, ζi) indexed
by Xi. To respond to a query on Xi, C does the following operations:



(a) If on the list there is a tuple indexed by Xi, then B responds with
ζi.

(b) Otherwise, C randomly chooses a string ζi ∈ {0, 1}n and inserts a
new tuple (Xi, ζi) to the list. It responds to A with ζi.

ReKeyGenration query. C Choose a randomly a ∈ Z∗
q , set s+h′0+k

s+h0
=

a. C computes w = a(h0 − h′0)dB + (a− 1)Q2. He sets rkA→B = (a,w)
is of the right form. Because the following

s + h′0 + k

s + h0
= a

s = x− h0

e(a((h0 + s)Q1 − (h′0 + s)Q1, dB) = e(w,Q1)

w =
(ah0 + as− h′0 − s)

s + h′0
Q2

w − (a− 1)Q2 =
ah0 + as− h′0 − s− (a− 1)(s + h′0)

s + h′0
Q2

=
ah0 − h′0 − (a− 1)h′0

s + h′0
Q2

=
a(h0 − h′0)

s + h′0
Q2

= a(h0 − h′0)dB

w = a(h0 − h′0)dB + (a− 1)Q2

ReEncryption query. The challenge C runs ReEnc(rkA→B , CA, B)
and returns the results.

2. Challenge.Algorithm Adv outputs two messages (m0,m1) of equal length
on which it wants to be challenged. C chooses a random string R ∈
{0, 1}n and a random element r ∈ Z∗

p , and defines Cch = (U, V ) =
(rQ1, R). B gives Cch as the challenge to Adv. Observe that the decryp-
tion of Cch is

V ⊕H2(e(U, dA)) = R⊕H2(e(rQ1,
1
x

Q2))

3. Phase2. Adv issues more queries like in Phase1 except natural con-
straints and Algorithm C responds as before.

4. Guess. After algorithm Adv outputs its guess, C picks a random tuple(Xi, ζi)
from H2list. C first computes T = X

1/r
i , and then returns (T/T0)1/c2

0 .
Note that e(P1, P2)1/x = (T/T0)1/c2

0 if T = e(Q1, Q2)1/x. Let H be the
event that algorithm Adv issues a query for H2(e(rQ1,

1
xQ2)) at some

point during the simulation above. Using the same methods in [5], we
can prove the following two claims:
Claim1: Pr[H]in the simulation above is equal to Pr[H] in the real
attack.



Claim2: In the real attack we have Pr[H] ≥ 2ε(k). Following from the
above two claims, we have that C produces the correct answer with prob-
ability at least 2ε(k)/q2 .

This completes the proof of this theorem.

Theorem 13. Suppose q-BDHI assumption holds in G, then our scheme is
Delegatee-IBE-IND-ID-CCA2 secure for the proxy and delegator’s colluding.

Proof. Same as the above theorem except in the simulation the role of A
and B exchanged.

Theorem 14. Suppose the q-BDHI assumption holds, then our scheme is
KGC-OW secure for the proxy, delegatee and delegator’s colluding.

Proof. We just the the intuition for this theorem. The master-key is s, and
delegator’s private key is 1

s+H1(ID) , the delegatee’s private key is 1
s+H1(ID′)

, the proxy re-encryption key is s+H1(ID′)+k
s+H1(ID) , w = k

s+H1(ID′)P2. Because the
proxy re-encryption key is uniformly distributed in Z∗

p , and the original SK
IBE is secure, we can conclude that s can not be disclosed by the proxy,
delegatee and delegator’s colluding.

4.5 Conclusion

In 2007, Matsuo proposed the concept of four types of proxy re-encryption
schemes: CBE to CBE, IBE to CBE, CBE to IBE and IBE to IBE [29].
Now CBE to IBE and IBE to IBE proxy re-encryption schemes are be-
ing standardized by IEEEP1363.3 working group [31]. One feature of their
schemes is that they are all based on BB1 identity based encryption [6]. They
excluded constructing proxy re-encryption schemes based on SK identity
based encryption [6] for technique reasons [30]. We reconsider the problem
of constructing proxy re-encryption based on SK identity based encryption.
Surprisingly, if we consider the help of KGC, then it is easy to construct
proxy re-encryption based on SK identity based encryption. Interestingly ,
our proxy re-encryption scheme even can achieve CCA2 secure, which makes
it is unique.



5 Some Observation on Constructing Proxy
Re-encryption Scheme Based on BF Identity Based
Encryption

5.1 Revisit BF Identity Based Encryption

We now revisit the BF identity based encryption scheme.
We assume that recipient identities are represented as bit strings of arbitrary
length, and that the messages to be encrypted are bit strings of some fixed
length l.
Let g be the respective generator of a bilinear group G of prime order p, and
let e : G×G→ Gt be a bilinear map taking its arguments in G. Additionally,
we require the availability of four cryptographic hash functions viewed as
random oracles:
1. a function H1 : {0, 1}∗ → G for hashing the recipient identity;
2. a function H2 : Gt → {0, 1}l for xor-ing with the session key;
3. a function H3 : {0, 1}l × {0, 1}l → Zp for deriving a blinding coefficient;
4. a function H4 : {0, 1}l → {0, 1}l for xor-ing with the plaintext.

The BF-IBE system then consists of the following algorithms:
1. Setup: To generate IBE system parameters, select a random integer

w ∈ Zp , and set gpub = gw . The public system parameters params and
the master secret key masterk are given by:

params = (g, gpub) ∈ G2,masterk = w ∈ Zp.

2. Extract To generate a private key dID for an identity ID ∈ {0, 1}∗,
using the master key w, the trusted authority computes hID = H1(ID)
and then dID = (hID)w in G. The private key is the group element:

dID ∈ G

3. Encrypt: To encrypt a message M ∈ {0, 1}l for a recipient of iden-
tity ID ∈ {0, 1}∗ , the sender picks a random s ∈ {0, 1}l ,derives
r = H3(s,M), computes hID = H1(ID) and yID = e(hID, gpub), and
outputs:

C = (gr, s⊕H2(yr
ID),M ⊕H4(s)) ∈ G× {0, 1}l × {0, 1}l

4. Decrypt: To decrypt a given ciphertext C = (u, v, w) using the private
key dID , the recipient successively computes:

v ⊕H2(e(u, dID)) = s, w ⊕H4(s) = M,H3(s,M) = r

Then, it verifies that gr = u, and rejects the ciphertext if the equality is
not satisfied. Otherwise, it outputs M ∈ {0, 1}l as the decryption of C.



5.2 Our Observation

We note that the ciphertexts for ID and ID′ are

C = (gr, s⊕H2(yr
ID),M ⊕H4(s))

C = (gr, s⊕H2(yr
ID′),M ⊕H4(s))

We must at least construct the re-encryption ciphertext of the form C =
(X, gr, (s ⊕ H2(yr

ID)) ⊕ H2(yr
ID) ⊕ H2(yr

ID′) ⊕ Y, M ⊕ H4(s)) But we note
H2(yr

ID) ⊕ H2(yr
ID′) ⊕ Y = H2(e(hw

ID, gr) ⊕ H2(e(hw
ID′ , gr) ⊕ Y . and it is

impossible to transform e(hw
ID, gr) to e(hw

ID′ , gr) · Z for hID and hID′ are
two different points on the elliptic curve. That means, our technique can no
longer apply. But there are maybe existing other ways to construct proxy
re-encryption based on BF identity based encryption, we leave it as an open
problem.
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