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Abstract. Generic ring algorithms are the class of algorithms running on an algebraic ring, such as
Zn, and working independent of a specific representation of ring elements. We consider the quadratic
residuosity problem, a problem of high relevance for a large number of cryptographic applications,
and show that solving this problem with generic ring algorithms is equivalent to factoring integers.
This provides first formal evidence towards the widely adopted conjecture that solving the quadratic
residuosity problem in Zn is hard, assuming that factoring n is hard. At the same time our results imply
that, in order to solve the quadratic residuosity problem more efficiently than factoring integers, specific
properties of a given representation of ring elements have to be exploited. This result is relevant for the
design of algorithms solving the quadratic residuosity problem. To our best knowledge this is the first
time that a decisional problem of cryptographic interest is shown to be equivalent to the computational
problem “integer factorization” for a certain class of algorithms.

1 Introduction

The security of asymmetric cryptographic systems depends usually on assumptions that certain
computational problems, mostly from number theory and algebra, are intractable. Since it is un-
known whether these assumptions hold in a general model of computation (e.g. the Turing machine
model), restricted models have been considered, e.g. [1–6]. One natural and quite general restricted
model of computation is the model of generic ring algorithms. This model considers a class of algo-
rithms running on an algebraic ring, without exploiting specific properties of a given representation
of ring elements. Such algorithms work in a similar way for an arbitrary representation of ring
elements, thus are generic.

In this work we analyze the quadratic residuosity problem, a famous problem in cryptography
and number theory, with respect to generic ring algorithms. The quadratic residuosity problem
is to decide whether a given element x ∈ Zn is a quadratic residue, i.e. whether there exists
y ∈ Zn such that x ≡ y2 mod n. It is well-known that solving the quadratic residuosity problem
is at most as hard as factoring n. However, it is a long-standing and important open problem
whether solving this problem for all x ∈ Zn is also at least as hard as factoring n. Many important
cryptographic applications rely on the assumption that solving this problem is hard if factoring n
is hard, e.g. the Goldwasser-Micali cryptosystem [7], the Blum-Blum-Shub pseudorandom number
generator [8], encryption schemes secure against adaptive chosen-ciphertext attacks [9], interactive
proof systems [10], and oblivious transfer protocols [11], to mention a few.

In this work we provide first formal evidence that the quadratic residuosity problem is hard
under the factoring assumption, by showing that solving it with generic ring algorithms is equivalent
to factoring integers.



1.1 Related Work

Previous theoretical work considering the fundamental cryptographic assumptions in a restricted
model of computation was targeted especially on the discrete logarithm and the RSA problem. It is
known that solving the discrete logarithm and related problems such as the Diffie-Hellman problem,
and the problem of root extraction in groups of hidden order, is hard with respect to generic group
algorithms [1, 12, 13, 3].

Especially the analysis of the relationship between the RSA problem and factoring integers in
restricted models of computation is strongly related to our work. Brown [4] reduced the factor-
ing problem to solving the low-exponent RSA problem with straight line programs, which are a
subclass of generic ring algorithms. Leander and Rupp [5] augmented this result to generic ring
algorithms, where the considered algorithms may only perform the operations addition, subtraction
and multiplication modulo n, but not multiplicative inversion operations. Recently Aggarwal and
Maurer [6] extended this result from low-exponent RSA to full RSA and to generic ring algorithms
that may also compute multiplicative inverses. Boneh and Venkatesan [2] have shown that there is
no straight line program reducing integer factorization to the low-exponent RSA problem, unless
factoring integers is easy.

The concept of generic ring algorithms has also been applied to study the relationship between
the discrete logarithm and the Diffie-Hellman problem, cf. [14–16].

We are not aware of any formal evidence that the quadratic residuosity problem is intractable
under the factoring assumption, neither in a general model of computation (e.g. the probabilistic
Turing machine model), nor in a restricted model, such as the model of generic ring algorithms.

1.2 Our Contribution

We analyze the quadratic residuosity problem with respect to generic ring algorithms that may
exploit the full algebraic structure of Zn by performing the operations addition, subtraction, mul-
tiplication, and multiplicative inversion modulo n. We consider the general case where n is the
product of at least two different odd primes, thus including the famous special case where n = pq
with p, q prime and p 6= q. We show that solving the quadratic residuosity problem with generic
ring algorithms is equivalent to factoring n. This result has at least the following important inter-
pretations.

– We provide first formal evidence towards the widely adopted conjecture that solving the quadratic
residuosity problem is hard under the assumption that factoring integers is hard. In addition,
our result may be a step towards a proof in a general model of computation.

– If solving the quadratic residuosity problem is substantially easier than factoring in general,
then our results imply at least that one cannot hope to solve the problem by only using the
elementary ring operations and without essentially factoring the modulus. This is an important
result for the design of algorithms for the quadratic residuosity problem.

Remarkably, to our best knowledge this is the first time that a decisional problem relevant for
cryptographic applications is shown to be equivalent to the computational problem “integer factor-
ization” for a certain class of algorithms.

Our proof technique extends and generalizes a concept introduced by Leander and Rupp [5].
The model of generic ring algorithms considered in [5] captures only the case where n is the product
of exactly two different primes, and does not include algorithms that may compute multiplicative



inverses. Since inverses in Zn can be computed easily with the extended Euclidean algorithm,
excluding this operation appears to be an unfair limitation. We extend the technique of [5] to the
case where n is the product of at least two different primes and, in order to capture a large and
natural class of algorithms, to algorithms that can perform multiplicative inversion operations, and
adapt it to the quadratic residuosity problem. This extension may also be valuable for the study of
other cryptographic assumptions in the generic ring model.

2 Generic Ring Algorithms

Generic ring algorithms are the class of algorithms running on the structure of an algebraic ring,
without exploiting specific properties of a given representation of ring elements. Hence generic ring
algorithms work in a similar way for any representation of ring elements. We adapt the generic
group model of Shoup [1] to formalize the notion of generic ring algorithms. To hide any property
of an explicitly given representation of a ring R, we encode elements of R as random but unique
bit strings, and provide a generic ring oracle O computing the ring operations on encoded ring
elements. Let R be a ring with |R| = n, and let Sn ⊆ {0, 1}dlog2 ne with |Sn| = n. An element of R is
represented by a uniformly random element of Sn. The function mapping elements of R to elements
of Sn is a bijection, which enables an algorithm to check for equality of encoded ring elements by
checking equality of encodings.

Definition 1 (Generic Ring Algorithm). A generic ring algorithm A is a (possibly proba-
bilistic) polynomial-time Turing machine taking as input a r-tuple (E1, . . . , Er) ∈ Srn of randomly
encoded ring elements. The algorithm may query a generic ring oracle to perform computations on
encoded ring elements.

Depending on the particular problem the algorithm might take some additional data as input, such
as the cardinality n of R, for example. We measure the complexity of a generic ring algorithm by
the number of performed ring operations (=oracle queries).

3 Generic Quadratic Residuosity and Factoring

Let us first state a few facts from elementary number theory, as far as required for the following
sections. We refer to [17] for details and a comprehensive treatment. In the following let n =

∏k
i=1 p

ei
i

be the prime factor decomposition of n such that gcd(pi, pj) = 1 for i 6= j.
For n ∈ N we denote with QRn ⊆ Zn the set of quadratic residues modulo n, i.e.

QRn := {x ∈ Zn | x ≡ y2 mod n, y ∈ Zn}.

Definition 2. Let x ∈ Z and n ∈ N.

(i) The Legendre symbol (x | n)L is defined for prime n as

(x | n)L :=


1 if x ∈ QRn and x 6≡ 0 mod n
−1 if x 6∈ QRn

0 if x ≡ 0 mod n.



(ii) The Jacobi symbol (x | n) is defined for n =
∏k
i=1 p

ei
i as

(x | n) :=
k∏
i=1

(x | pi)ei
L .

There exist efficient algorithms computing the Jacobi symbol, even if the factorization of n is
unknown, see [17], for instance. Also note that (x | n) = 1 does not imply that x is a quadratic
residue modulo n if n is composite.

Fact 1 Let x ∈ Z, p prime, and n =
∏k
i=1 p

ei
i be the product of odd primes.

(i) x is a quadratic residue modulo pe, e ∈ N, if and only if (x | p)L = 1.
(ii) x is a quadratic residue modulo n if and only if (x | pi)L = 1 for all i ∈ {1, . . . , k}.

Hence, determining whether a given element x ∈ Zn is a quadratic residue modulo n can be
performed by factoring n and then computing the Legendre symbol for x and each prime factor of
n. Thus the quadratic residuosity problem is at most as hard as factoring n.

Note that x ∈ QRn and gcd(x, n) = 1 implies (x | n) = 1. Let

Jn := {x ∈ Zn | (x | n) = 1}

be the set of elements of Zn having Jacobi symbol 1. Given a non-zero element x ∈ Zn\Jn it is easy
to decide that x is not a quadratic residue by computing the Jacobi symbol.

Remark 1. The cardinality |Jn| of the set of elements having Jacobi symbol 1 depends on whether
n is a square in N.

|Jn| =

{
φ(n)/2, if n is not a square in N,
φ(n), if n is a square in N,

where φ(·) is the Euler totient function. In the sequel we assume that n is not a square (otherwise
finding a factor of n is clearly easy), and use the equation |Jn|

|Zn| = φ(n)
2n whenever required in the

sequel, however, assuming factoring n is hard it should be safe to approximate |Jn|
|Zn| = φ(n)

2n ≈
1
2 .

The probability that a uniformly random element x←r Jn is a quadratic residue in Zn depends
on the number of distinct prime factors of n and their multiplicity. Let

Π ′(n) := Pr[x ∈ QRn | x←r Jn] =
|QRn|
|Jn|

denote the probability that a uniformly random element of Jn is a quadratic residue in Zn. If
x ←r Jn is chosen uniformly random, then there exists a trivial algorithm determining whether x
is a quadratic residue by guessing. This algorithm has success probability

Π(n) := max{Π ′(n), 1−Π ′(n)}.

3.1 The Generic Quadratic Residuosity Problem

In the sequel let n be the product of at least two different primes. We formalize the generic quadratic
residuosity problem in terms of a game between an algorithm A and an oracle OQR.



Game 0 (Original Game). The oracle OQR takes as input an integer n ∈ N and a uniformly
random element x ←r Jn, and keeps two internal lists L ⊆ Zn and E ⊆ Sn as internal state to
maintain the assignment of encodings to ring elements. Let Li and Ei denote the i-th element of L
and E, respectively, then Ei is the encoding of Li. The oracle implements the internal procedures
invertible(), compute(), and encode(), which are defined as follows.

– The invertible()-procedure takes L ∈ L as input, and returns true if L ∈ Z∗n and false if
L 6∈ Z∗n.

– The encode()-procedure is called each time an element is appended to L. The procedure checks
whether there exists a list element Li, i ∈ {1, . . . , |L| − 1}, such that

L|L| ≡ Li mod n.

For the first i where this holds, the oracle sets E|L| := Ei. If there is no such i, a new encoding
E|L| ←r Sn\E is chosen at random from the set of unused encodings and appended to E.

– The compute()-procedure takes a triple (i, j, ◦) ∈ {1, . . . , |L|}×{1, . . . , |L|}×{+,−, ·, /} as input.
If ◦ = /, then the the procedure invertible(Lj) is called; if invertible(Lj) = false then
the error symbol ⊥ is returned. Otherwise the procedure computes λ = Li ◦ Lj , appends λ to
L, and calls the encode()-procedure.

Moreover, the oracle implements the public accessible functions init() and query(), which may be
called by the algorithm A. The public functions are defined as follows.

– When the init()-function is called, the lists L and E are set to the empty list. Then the elements
1 ∈ Zn and x are appended to L, i.e. L1 := 1 and L2 := x, each time calling the encode()-
procedure. The init()-function returns the triple (n,E1, E2).

– The query()-function takes as input a triple (E′, E′′, ◦) ∈ E × E × {+,−, ·, /}. It determines
the smallest i, j ∈ {1, . . . , |L|} such that Ei = E′ and Ej = E′′ and calls compute(i, j, ◦). If
compute(i, j, ◦) =⊥, then the query function returns ⊥. Otherwise the encoding E|L| of the
computed element is returned.

At the beginning of the game the algorithm calls the init()-function and receives (n,E1, E2) as
input. Then it may call the query()-function to perform computations on encoded ring elements.
We assume that the algorithm calls the query()-function at most m times.

We say that A wins the game, if x ∈ QRn and AOQR(n,E1, E2) = 1, or x 6∈ QRn and
AOQR(n,E1, E2) = 0.

Definition 3 (Generic Quadratic Residuosity Problem). Given (n,E1, E2) and access to
oracle OQR such that L1 = 1 and L2 = x for x←r Jn. Output 1 if x ∈ QRn, else output 0.

3.2 The Equivalence of Generic Quadratic Residuosity and Factoring

There exist efficient generic algorithms solving the quadratic residuosity problem in Zn given the
factorization of n =

∏k
i=1 p

ei
i , e.g. by checking whether (x(pi−1)/2 − 1) · n/pi ≡ 0 mod n for all

i ∈ {1, . . . , k}. Thus, in order to prove the equivalence of the quadratic residuosity problem and
factoring integers with respect to generic ring algorithms, we are left with proving the following
theorem.



Theorem 1. Let n ∈ N be the product of at least two different odd primes. Suppose there exists
a generic ring algorithm A performing m ring operations and solving the quadratic residuosity
problem in Zn with probability Π(n) + ε. Then there exists an algorithm B performing at most
O(m4) operations in Zn and O(m3) gcd-computations on dlog2 ne-bit numbers, and finding a factor
of n with probability at least

ε

4(m2 + 5m+ 6)

(
φ(n)
n

)2

.

Remark 2. Suppose there is an algorithm solving the generic quadratic residue problem for arbitrary
n. Then n can be factored completely by first running B on n. If B outputs a factor n1 of n, run a
new instance of B on n1 (unless n1 is a prime power) and n2 = n/n1 (unless n2 is a prime power).
Repeating this procedure at most dlog2 ne times yields the factorization of n, since n has at most
dlog2 ne prime factors.

4 Proof of Theorem 1

Outline. We replace the generic ring oracle OQR with a simulator Osim. To make this step more
comprehensible and easier to verify, we introduce the simulator by a sequence of games [18]. That
is, we make gradual modifications to the oracle described in Game 0 by modifying in Game i
the generic ring oracle from Game i − 1 for i ∈ {1, . . . , 4}. The actual simulation oracle Osim is
introduced in Game 4. An interaction of A with Osim is indistinguishable from an interaction with
the original oracle OQR, unless a simulation failure F occurs. Let Ssim denote the event that A
wins in the simulation game. Then it follows that the success probability Π(n) + ε in the original
game is upper bounded by Pr[Ssim] + Pr[F]. We derive an upper bound on Pr[Ssim] and describe
a factoring algorithm B running A as a subroutine such that Pr[F] is essentially a lower bound on
the success probability of B.

4.1 Introducing a Simulation Oracle

Game 1. We modify the internal representation of ring elements. The notion of the introduced
representation is that an element L ∈ Zn is stored as a tuple (N,D) ∈ Zn × Z∗n such that L ≡
ND−1 mod n. The list L is now defined as L ⊆ Zn × Z∗n. For a tuple Li ∈ L we denote with Ni

the first and with Di the second component, i.e. Li = (Ni, Di). We have to make the following
modifications to the internal procedures and public functions of OQR.

– The init()-function appends the elements (1, 1) ∈ Zn × Z∗n and (x, 1) to L, each time calling
the encode()-procedure. The function returns the triple (n,E1, E2).

– The invertible()-procedure takes Lj ∈ L as input, and returns true if Nj ∈ Z∗n and false if
Nj 6∈ Z∗n.

– The compute()-procedure takes a triple (i, j, ◦) ∈ {1, . . . , |L|}×{1, . . . , |L|}×{+,−, ·, /} as input.
If ◦ = /, then the the procedure invertible(Lj) is called; if invertible(Lj) = false then the
error symbol ⊥ is returned. Otherwise the result λ is computed as follows.

λ :=


(NiDj +NjDi, DiDj) , if ◦ = +,
(NiDj −NjDi, DiDj) , if ◦ = −,

(NiNj , DiDj) , if ◦ = ·,
(NiDj , DiNj) , if ◦ = /.



The result is appended to L.
– The encode()-procedure checks whether there exists a list element Li, i ∈ {1, . . . , |L| − 1}, such

that
N|L|D

−1
|L| ≡ NiD

−1
i mod n.

For the first i where this holds, the oracle sets E|L| := Ei. If there is no such i, a new encoding
E|L| ←r Sn\E is chosen uniformly random from the set of unused encodings.

Game 2. We make a simple change to the encode()-procedure. To check whether a newly computed
ring element L|L| has already been computed, the oracle tests whether there exists Li ∈ L, i ∈
{1, . . . , |L| − 1}, such that

(N|L|Di −NiD|L|) ≡ 0 mod n.

Note that this equality test is equivalent to testing

N|L|D
−1
|L| ≡ NiD

−1
i mod n,

since Di ∈ Z∗n for all i ∈ {1, . . . , |L|}.

Game 3. Observe that, for any Li ∈ L, the elements Ni and Di are computed by performing a
sequence of addition, subtraction and multiplication operations on 1 and x.Thus, the elements Ni

and Di can be seen as polynomial functions of x.
Now we replace the element x with a wildcard character X and define L ⊆ Zn[X]× Zn[X]. We

make the following modifications to the internal and public procedures of OQR.

– The init()-function appends the elements (1, 1) and (X, 1) to L, each time calling the encode()-
procedure.

– The invertible()-procedure takes Lj ∈ L as input, and returns true if Nj(x) ∈ Z∗n and false
if Nj(x) 6∈ Z∗n.

– The compute()-procedure performs all computations component-wise in Zn[X]× Zn[X].
– The encode()-procedure checks whether there exists a list element Li, i ∈ {1, . . . , |L| − 1}, such

that
(N|L|Di −NiD|L|)(x) ≡ 0 mod n.

Note that Li(x) ∈ L corresponds to the element Ni(x)/Di(x) = Ni(x)Di(x)−1. We refer to an
element Li(X) = Ni(X)/Di(X) as rational function in X over Zn.

Game 4 (Simulation Game). We replace the oracle OQR with a simulator Osim. The simulator
is defined exactly like the oracle described in Game 3, except for the following modification. In
Game 3 the computed polynomials are evaluated with x by the encode() and the invertible()-
procedure, where x is the random element of Jn that OQR has received as input at the beginning
of the game. In order to make all computations of A independent of x, we replace these procedures
with procedures that evaluate the polynomials with randomly sampled elements. More precisely,
when A calls the query()-function for the k-th time, then the oracle samples a uniformly random
element xk ←r Jn. The procedures encode() and invertible() are modified as follows.

– The invertible()-procedure returns true if Nj(xk) ∈ Z∗n and false if Nj(xk) 6∈ Z∗n.



– The encode()-procedure checks whether there exists a list element Li, i ∈ {1, . . . , |L| − 1}, such
that

(N|L|Di −NiD|L|)(xk) ≡ 0 mod n.

Note that all computations of A are independent of x in the simulation game.

4.2 Probability of Simulation Failure

It is straightforward to verify that Games 1-3 are equivalent to Game 0 (the original game) in the
sense that the modified oracles are equivalent to the original oracle, hence Games 0-3 are perfectly
indistinguishable. Let us compare the oracle Osim introduced in Game 4 with the oracle described
in Game 3.

We say that a simulation failure occurs, if an interaction of A with Osim is not perfectly
indistinguishable from an interaction with OQR, i.e. the input-output behavior of Osim differs from
the input-output behavior of OQR. We denote this event with F. Note that a simulation failure
implies that at least one of the following events has occurred.

1. The invertible()-procedure in Game 4 simulates the invertible()-procedure from Game 3
perfectly, unless there exist Lj ∈ L such that the algorithm has queried a division by Lj in the
k-th step, and it holds that

(Nj(xk) ∈ Z∗n and Nj(x) 6∈ Z∗n) or (Nj(xk) 6∈ Z∗n and Nj(x) ∈ Z∗n) .

We denote this event with F1.
2. Let δk := (NiDj −NjDi) be the difference polynomial computed by the simulator to check for

equality of elements after the k-th query of A. The encode()-procedure in Game 4 simulates
the encode()-procedure from Game 3 perfectly, unless there exists δk, k ∈ {1, . . . ,m}, such that

(δk(xk) ≡ 0 mod n and δk(x) 6≡ 0 mod n) or (δk(xk) 6≡ 0 mod n and δk(x) ≡ 0 mod n) .

We denote this event with F2.

Since a simulation failure implies that events F1 or F2 have occurred, the probability of simulation
failure F is bounded by

Pr[F] ≤ Pr[F1] + Pr[F2].

In the sequel we will derive bounds on Pr[F1] and Pr[F2] separately.

4.3 Relating the Simulation Failure Probability to Factoring

For z ∈ Zn[X] let us consider the probability of finding a non-trivial factor of n by sampling
x←r Zn and computing gcd(n, z(x)). This probability is given by

γ(z) := Pr[gcd(n, z(x)) 6∈ {1, n} | x←r Zn].



Bounding the Probability of F1. For z ∈ Zn[X] let π1(z) denote the probability

π1(z) := Pr[z(x) ∈ Z∗n and z(x′) 6∈ Z∗n | x, x′ ←r Jn].

The probability of F1 is bounded by

Pr[F1] = Pr
[(
Nj(x′) ∈ Z∗n and Nj(x) 6∈ Z∗n

)
or
(
Nj(x′) 6∈ Z∗n and Nj(x) ∈ Z∗n

)
| x, x′ ←r Jn

]
= Pr[

(
Nj(x′) ∈ Z∗n and Nj(x) 6∈ Z∗n

)
| x, x′ ←r Jn]

+ Pr[
(
Nj(x′) 6∈ Z∗n and Nj(x) ∈ Z∗n

)
| x, x′ ←r Jn]

=2 Pr[
(
Nj(x′) ∈ Z∗n and Nj(x) 6∈ Z∗n

)
| x, x′ ←r Jn]

≤2
∑
Lj∈L

π1(Nj).

Lemma 1. Let n ∈ N such that n has at least two different prime factors. For z ∈ Zn[X] holds
that

4
(

n

φ(n)

)2

γ(z) ≥ π1(z).

Proof (Sketch). Using that Zn ∼= Zpe1
1
× · · · ×Zpek

k
by the Chinese Remainder Theorem, we express

Pr[γ′(z)] and Pr[π1(z)] in terms of Pr[z(x) ≡ 0 mod pi | x←r Zn] for i ∈ {1, . . . , k}. The resulting
inequality is proven by complete induction. The claim follows, since γ(z) ≥ γ′(z). A full proof is
given in Appendix A.

There are at most m + 2 rational functions in the list L, thus the probability of failure F1 is
bounded by

Pr[F1] ≤ 2
∑
Lj∈L

π1(Nj) ≤ 8
(

n

φ(n)

)2 ∑
Lj∈L

γ(Nj) ≤ 8(m+ 2)
(

n

φ(n)

)2

γ1,

where γ1 := maxLj∈L{γ(Nj)}. Note that γ1 is a lower bound on the probability that n can be
factored by sampling x←r Zn and computing gcd(n,Nj(x)) for all Li ∈ L.

Bounding the Probability of F2. For z ∈ Zn[X] and x, x′ ←r Jn let π2(z) denote the probability

π2(z) := Pr[z(x) ≡ 0 mod n and z(x′) 6≡ 0 mod n | x, x′ ←r Jn].

Let ∆ := {(NiDj − NjDi) | Li, Lj ∈ L, i > j} ⊆ Zn[X] be the set of all possible difference
polynomials computed by the simulator to check for equality of elements. Then the probability of
failure F2 is bounded by

Pr[F2] ≤ 2
∑
δ∈∆

π2(δ).

Lemma 2. Let n ∈ N such that n has at least two different prime factors. For z ∈ Zn[X] holds
that

4
(

n

φ(n)

)2

γ(z) ≥ π2(z).



Proof (Sketch). Similar to the proof of Lemma 1, we express Pr[γ′(z)] and Pr[π1(z)] in terms of
Pr[z(x) ≡ 0 mod pei

i | x ←r Zn] for i ∈ {1, . . . , k}. The resulting inequality is proven by complete
induction. The claim follows, since γ(z) ≥ γ′′(z). A full proof is given in Appendix B.

Let γ2 := maxδ∈∆{γ(δ)}. Note that, since there are at most m + 2 rational functions in L, it
holds that |∆| ≤ (m+ 2)(m+ 1)/2. Hence the probability of failure F2 is bounded by

Pr[F2] ≤ 2
∑
δ∈∆

π2(δ) ≤ 8
(

n

φ(n)

)2∑
δ∈∆

γ(δ) ≤ 4(m2 + 3m+ 2)
(

n

φ(n)

)2

γ2.

Also note that γ2 is a lower bound on the probability that n can be factored by sampling x←r Zn
and computing gcd(n, δ(x)) for all δ ∈ ∆.

4.4 The Probability of Success in the Simulation Game

All computations are independent of x, hence the success probability of any algorithm is at most
Π(n).

Pr[Ssim] ≤ Π(n).

4.5 The Probability of Success in the Original Game

Applying the inequality Π(n) + ε ≤ Pr[Ssim] + Pr[F], we obtain that the success probability of
algorithm A in the original game is bounded by

Π(n) + ε ≤ Pr[Ssim] + Pr[F]
≤ Pr[Ssim] + Pr[F1] + Pr[F2]

≤ Π(n) + 4
(

n

φ(n)

)2 (
(2m+ 4)γ1 + (m2 + 3m+ 2)γ2

)
≤ Π(n) + 4

(
n

φ(n)

)2

(m2 + 5m+ 6)γ.

where γ := max{γ1, γ2}.

4.6 The Factoring Algorithm

Consider the following factoring algorithm B that runs A on an arbitrary instance of the generic
quadratic residuosity problem. Algorithm B records the sequence of queries thatA issues, i.e. records
the same list L of polynomials as the simulation oracle. When algorithm A calls the procedure
query() for the k-th time, submitting the parameters (Ei, Ej , ◦) for some i, j ∈ {1, . . . , k + 2},
algorithm B picks a uniformly random element xk ←r Zn and proceeds as follows.

1. If ◦ = /, compute gcd(n,Nj(xk)).
2. For each Li ∈ L, i ∈ {1, . . . , k − 1}, compute gcd(n, (NkDi −NiDk)(xk)).



Success probability of B. Note that B finds a factor of n by proceeding this way with probability
at least γ. Using that

Π(n) + ε ≤ Π(n) + 4
(

n

φ(n)

)2

(m2 + 5m+ 6)γ

we obtain that the success probability of this algorithm is at least

γ ≥ ε

4(m2 + 5m+ 6)

(
φ(n)
n

)2

.

Running time of B.

1. Computing gcd(n,Nj(xk)) takes O(m) operations in Zn to evaluate Nj(xk) and one gcd-
computation on dlog2 ne-bit numbers.

2. Note that |L| ≤ m+ 2, hence the algorithm has to evaluate at most (m+ 2)(m+ 1)/2 = O(m2)
difference polynomials (NkDi−NiDk)(xk) and perform O(m2) gcd-computations on dlog2 ne-bit
numbers. Each difference polynomial can be evaluated by performing O(m) operations in Zn.

These steps are performed at most m times. In addition, the algorithm has to maintain the list
L, which takes time and space O(m). Summing up we see that the algorithm B performs O(m4)
operations in Zn and O(m3) gcd-computations on dlog2 ne-bit numbers. ut
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A Proof of Lemma 1

For a polynomial z ∈ Zn[X], and t ∈ N let

ν(t, z) :=
|{x ∈ Zn | z(x) ≡ 0 mod t}|

n

denote the probability that z(x) ≡ 0 mod t for uniformly random x←r Zn.
A factor of n is found by sampling x ←r Zn and computing gcd(n, z(x)) if (but not only if)

there exist prime pi and pj dividing n such that z(x) ≡ 0 mod pi and z(x) 6≡ 0 mod pj . Using that
Zn ∼= Zpe1

1
×· · ·×Zpek

k
by the Chinese Remainder Theorem, the success probability of this algorithm

can be expressed as

γ′(z) :=1−
k∏
i=1

Pr[z(x) ≡ 0 mod pi | x←r Zn]−
k∏
i=1

Pr[z(x) 6≡ 0 mod pi | x←r Zn]

=1−
k∏
i=1

ν(pi, z)−
k∏
i=1

(1− ν(pi, z)) .

Note that γ(z) ≥ γ′(z).
The probability π1(z) can be expressed in terms of ν(·, ·) as

π1(z) = Pr[z(x′) ∈ Z∗n ∧ z(x) 6∈ Z∗n | x, x′ ←r Jn]
= Pr[z(x) ∈ Z∗n | x←r Jn] Pr[z(x) 6∈ Z∗n | x←r Jn]

≤ Pr[z(x) ∈ Z∗n | x←r Zn] Pr[z(x) 6∈ Z∗n | x←r Zn]
(
|Zn|
|Jn|

)2

= Pr[z(x) ∈ Z∗n | x←r Zn] (1− Pr[z(x) ∈ Z∗n | x←r Zn])
(

2n
φ(n)

)2

=

(
k∏
i=1

(1− ν(pi, z))−
k∏
i=1

(1− ν(pi, z))
2

)(
2n
φ(n)

)2

,



where we use that

Pr[z(x) ∈ Z∗n | x←r Zn] ≥ Pr[z(x) ∈ Z∗n | x←r Jn]
|Jn|
|Zn|

and

Pr[z(x) 6∈ Z∗n | x←r Zn] ≥ Pr[z(x) 6∈ Z∗n | x←r Jn]
|Jn|
|Zn|

.

We prove Lemma 1 by showing that

(
2n
φ(n)

)2

γ′(z) ≥

(
k∏
i=1

(1− ν(pi, z))−
k∏
i=1

(1− ν(pi, z))
2

)(
2n
φ(n)

)2

.

This inequality is equivalent to

1−
k∏
i=1

ν(pi, z)−
k∏
i=1

(1− ν(pi, z)) ≥
k∏
i=1

(1− ν(pi, z))−
k∏
i=1

(1− ν(pi, z))
2

which in turn is equivalent to(
1−

k∏
i=1

(1− ν(pi, z))

)2

≥
k∏
i=1

ν(pi, z).

Lemma 3. For k ∈ N and µi ∈ [0, 1] with i ∈ {1, . . . , k} holds that

(
1−

k∏
i=1

(1− µi)

)k
≥

k∏
i=1

µi.

Proof. The proof proceeds by induction on k ∈ N. The case k = 1 is obvious. The step k → k + 1
proceeds as follows.(

1−
k+1∏
i=1

(1− µi)

)k+1

=

(
1−

k+1∏
i=1

(1− µi)

)k(
1−

k+1∏
i=1

(1− µi)

)

≥

(
1−

k∏
i=1

(1− µi)

)k
(1− (1− µk+1))

hyp.
≥

k∏
i=1

µi · µk+1 =
k+1∏
i=1

µi

4

The claim follows since
(

1−
∏k
i=1(1− µi)

)2
≥
(

1−
∏k
i=1(1− µi)

)k
for k ≥ 2.



B Proof of Lemma 2

The proof proceeds very similar to the proof of Lemma 1 Observe that n can be factored by sampling
x ←r Zn and computing gcd(n, z(x)) if (but not only if) there exist pei

i and p
ej

j dividing n such
that z(x) ≡ 0 mod pei

i and z(x) 6≡ 0 mod pej

j . Using the notation from the proof of Lemma 1, the
success probability of this algorithm can be expressed as

γ′′(z) :=1−
k∏
i=1

Pr[z(x) ≡ 0 mod pei
i | x←r Zn]−

k∏
i=1

Pr[z(x) 6≡ 0 mod pei
i | x←r Zn]

=1−
k∏
i=1

ν(pei
i , z)−

k∏
i=1

(1− ν(pei
i , z)) .

Note that it holds that γ(z) ≥ γ′′(z).
The probability π2(z) can be expressed in terms of ν(·, ·) as

π2(z) = Pr[z(x) ≡ 0 ∧ z(x′) 6≡ 0 | x, x′ ←r Jn]
= Pr[z(x) ≡ 0 mod n | x←r Jn] Pr[z(x) 6≡ 0 mod n | x←r Jn]

≤ Pr[z(x) ≡ 0 mod n | x←r Zn] Pr[z(x) 6≡ 0 mod n | x←r Zn]
(

Zn
|Jn|

)2

= Pr[z(x) ≡ 0 mod n | x←r Zn] (1− Pr[z(x) ≡ 0 mod n | x←r Zn])
(

2n
φ(n)

)2

=

(
k∏
i=1

ν(pei
i , z)−

k∏
i=1

ν(pei
i , z)

2

)(
2n
φ(n)

)2

where we use that

Pr[z(x) ≡ 0 mod n | x←r Zn] ≥ Pr[z(x) ≡ 0 mod n | x←r Jn]
|Jn|
|Zn|

and
Pr[z(x) 6≡ 0 mod n | x←r Zn] ≥ Pr[z(x) 6≡ 0 mod n | x←r Jn]

|Jn|
|Zn|

We prove Lemma 2 by showing that(
2n
φ(n)

)2

γ′′(z) ≥

(
k∏
i=1

ν(pei
i , z)−

k∏
i=1

ν(pei
i , z)

2

)(
2n
φ(n)

)2

.

Note that this inequality is equivalent to

1−
k∏
i=1

ν(pei
i , z)−

k∏
i=1

(1− ν(pei
i , z)) ≥

(
k∏
i=1

ν(pei
i , z)

)(
1−

k∏
i=1

ν(pei
i , z)

)
,

which in turn is equivalent to(
1−

k∏
i=1

ν(pei
i , z)

)2

≥
k∏
i=1

(1− ν(pei
i , z)) .



Lemma 4. For k ∈ N and µ′i ∈ [0, 1] with i ∈ {1, . . . , k} holds that(
1−

k∏
i=1

µ′i

)k
≥

k∏
i=1

(1− µ′i).

Proof. Let µi := 1− µ′i and apply Lemma 3. 4

The claim follows since
(

1−
∏k
i=1 µi

)2
≥
(

1−
∏k
i=1 µi

)k
for k ≥ 2.

C Storing and Evaluating Rational Functions.

We have to take care of the way how the polynomials (Ni, Di) ∈ Zn[X]×Zn[X] corresponding to the
rational function Li ∈ L are computed and stored. Consider an oracle representing a polynomial f ∈
Zn[X] by the list of non-zero coefficients of f together with the corresponding degree. For instance,
let us assume that the algorithm computes the rational function L3 = L1 + L2 = (1, 1) + (X, 1) =
(X + 1, 1) in the first query, and then applies a sequence of m repeated squaring operations to L3.
The expansion of the polynomial (X + 1)m consists of 2m monomials with non-zero coefficients,
which grows too fast to be stored efficiently.

However, we assume that the oracle stores the polynomials Ni and Di as straight line programs.
That is, the oracle stores the sequence of queries that A performs to compute the polynomials Ni

and Di for i ∈ {3, . . . , |L|}. Note that each polynomial Ni is computed by performing at most 3m
operations in Zn[X], and each polynomial Di is computed by performing at most m operations,
hence the size of this representation is O(m). Moreover, replacing the wildcard character X by
x ∈ Zn and performing the same sequence of operations on 1 and x corresponds to evaluating
Ni(x) and Di(x). Computing Ni(x)/Di(x) if Di(x) ∈ Z∗n yields Li(x). Hence each polynomial can
be evaluated by performing O(m) operations in Zn.


