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Abstract

In this paper we describe a cryptanalysis of MST 3, a public key cryp-
tosystem based on non-commutative groups recently proposed by Lemp-
ken, Magliveras, van Trung and Wei.

1 Introduction

Recently Lempken, Magliveras, van Trung and Wei [7] proposed a new public
key cryptosystem called MST 3 based on non-commutative groups. In their
paper, the authors present a practical instance of the cryptosystem using Suzuki
2-groups. This is the third version of a family of cryptosystems, all roughly based
on the idea that factorisation in groups is a hard problem. There has been a
significant amount of research on these problems in the cryptographic literature:
see [2, 3, 5, 8, 9, 11, 13] for example. The MST 3 proposal is part of a trend in
recent years to study post-quantum cryptography, namely primitives that might
remain secure if practical quantum computers are constructed; examples include
lattice-based, code-based and multivariate public key cryptosystems as well as
cryptosystems based on non-commutative objects [1].

An initial discussion of the security of MST 3 was presented in [7]. Magliv-
eras, Svaba, van Trung and Zajac [10] showed that MST 3 is insecure (even for
passive adversaries) when a certain special but natural method (using ‘canonical
transversal logarithmic signatures’) for generating secret keys is used. González
Vasco, Perez del Pozo and Taborda Duarte [4] showed that a randomised version
of MST 3 is insecure in the sense of indistingishability, even in a passive adver-
sary model. They also provided strong evidence that the One Way Encryption
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(OWE) security of MST 3 against passive attacks relies on a certain security
assumption (on the one-wayness of random covers of groups) that the authors
of MST 3 claimed was not needed.

The papers above still leave open the question of whether MST 3 is secure
in practice if canonical transversal logarithmic signatures are avoided in the
generation of the private key. The aim of this paper is to provide a practical
cryptanalysis of the MST 3 cryptosystem when private keys are generated in the
most general way known to the authors.

This paper is organised as follows. In Section 2 we describe the MST 3

cryptosystem and make some initial observations on its security. We also discuss
the cryptanalytic results of Magliveras et al [10] and of González Vasco et al [4].
In Section 3 we describe a simplification of the cryptosystem. We present our
attacks against MST 3 in Section 4, and provide a conclusion in Section 5.

2 The MST 3 Cryptosystem

We first describe the basic concepts behind the MST 3 cryptosystem, as well as
the notation used. For more details, see [7].

2.1 Covers and logarithmic signatures

Let G be a finite group, S ⊆ G a subset of G and s a positive integer. For all
1 ≤ i ≤ s, let Ai = [αi1, . . . , αiri ] be a finite sequence of elements of G of length
ri > 1, and let α = [A1, . . . , As] be the ordered sequence of Ai. We say that α
is a cover for S if any g ∈ S can be written as a product

g = g1 · · · gs,

where gi = αiki ∈ Ai. If such a decomposition is unique for every g ∈ S, then
α is said to be a logarithmic signature for S. The type of a cover α is the
vector (r1, . . . , rs). Given an element g ∈ G and a cover α of G, obtaining a
factorisation g = α1k1 · · ·αsks

associated with α could well be a hard problem
in general. But if this factorisation can be efficiently computed for every g ∈ G,
we say that α is tame (otherwise, α is said to be wild).

Let α be a cover for a subset S of G of type (r1, . . . , rs), and q =
∏s
i=1 ri.

Consider the maps λα and θα defined by

λα : Zr1 × . . .× Zrs
−→ Zq

(k1, . . . , ks) 7−→
∑s
i=1(ki

∏i−1
j=1 rj),

and
θα : Zr1 × . . .× Zrs −→ G

(k1, . . . , ks) 7−→ α1k1 · · ·αsks
.

We note that λα is a bijection, and both λα and λ−1
α are efficiently computable.

We can define the map

ᾰ : Zq −→ G
k 7−→ θα(λ−1

α (k)).
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Given a cover α for S and an element g ∈ S, computing an s-tuple (k1, . . . , ks)
such that g = α1k1 · · ·αsks

is equivalent to computing the inverse θ−1
α (g). It

follows that α is tame if and only if ᾰ−1(g) can be efficiently computed for
every g ∈ S.

2.2 Definition of MST 3

Let G be a finite non-abelian group with non-trivial centre Z, with the prop-
erty that G does not split over Z (so G cannot be written as a direct product
G = Z ×H for some subgroup H). The MST 3 cryptosystem can be described
as follows:

Key Generation:

• Generate a tame logarithmic signature β = [B1, . . . , Bs] := (βij) of type
(r1, . . . , rs) for Z.

• Generate a random cover α = [A1, . . . , As] := (αij) of the same type as β
for a certain (large) subset J ⊆ G.

• Select random elements t0, . . . , ts ∈ G\Z and compute ᾱ = [Ā1, . . . , Ās] :=
(ᾱij), where Āk = t−1

k−1Aktk for k = 1, . . . , s.

• Compute γ := (γij) = (βijᾱij).

The pair (α, γ) is the public key, while (β, (t0, . . . , ts)) is the corresponding pri-
vate key.

Encryption:
A message p ∈ Z|Z| is encrypted as the pair (ᾰ(p), γ̆(p)) := (y1, y2) (recall that
given covers α, γ, one can efficiently compute the mappings ᾰ and γ̆).

Decryption:
The plaintext p can be obtained from the ciphertext (y1, y2) as follows:

• Since y2 = γ̆(p) = β1j1 ᾱ1j1 · β2j2 ᾱ2j2 · · ·βsjs ᾱsjs , and the elements βij are
in the centre of G, we have

y2 = (β1j1β2j2 · · ·βsjs)t−1
0 (α1j1α2j2 · · ·αsjs)ts

= β̆(p)t−1
0 ᾰ(p)ts

= β̆(p)t−1
0 y1ts.

As a result one can compute β̆(p) = y2t
−1
s y−1

1 t0.

• Now one can recover p = β̆−1(y2t−1
s y−1

1 t0), since β is tame.

We note that Lempken et al [7] require the random cover α to have the
property that Ak ⊆ G\Z for k = 1, . . . , s. We have dropped this requirement,
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since: the property is not needed for the encryption and decryption algorithms
to work correctly; the property holds with high probability if the elements αij
are chosen uniformly and independently at random; we wish to allow all covers
α as valid private keys for the purposes of our cryptanalysis.

Note that the cryptosystem is not yet completely specified: a suitable plat-
form group G needs to be defined, and we need to specify how to choose the
logarithmic signature β. (It seems reasonable to assume that the elements in
α and the elements ti are chosen uniformly and independently at random.) In
the next subsection, we discuss the proposal in [7] for the platform group G.
The issue of how to generate β is not discussed in depth in [7], but we discuss
a general method for accomplishing this in Subsection 2.4.

2.3 A realisation of MST 3

In [7], the authors propose a practical realisation for MST 3 using Suzuki 2-
groups. (See Higman [6] for a description of these groups.) Let m ≥ 3 be an
odd natural number and θ a non-trivial automorphism of odd order of the finite
field Fq, where q = 2m. The Suzuki 2-group G of order q2 can be realised as
the subgroup of GL3(q) consisting of the matrices

S(a, b) =

 1 0 0
a 1 0
b aθ 1

 .

Thus G = {S(a, b) : a, b ∈ Fq} with centre Z = {S(0, b) : b ∈ Fq}. Multiplica-
tion and inversion in G are given by

S(a, b) · S(x, y) = S(a+ x, b+ y + aθx),

S(a, b)−1 = S(a, aθa+ b).

It follows that all elements in the centre have order 2, while elements not in the
centre have order 4.

2.4 Constructing tame logarithmic signatures for Z
The cryptosystem calls for us to generate a tame logarithmic signature β for
the centre Z of the Suzuki 2-group. How should this be done?

Magliveras, Svaba, van Trung and Zajac [10] suggest the following proce-
dure for generating β. Elements of Z are represented as binary vectors of
length m, where the group operation is XOR. Partition {1, 2, . . . ,m} into dis-
joint sets C1, C2, . . . , Cs. Define integers di by di = |Ci|, and set ri = 2di . Let
V1, V2, . . . , Vs be subgroups of Z where Vi consists of the 2di vectors that are all
zero except possibly the positions indexed by integers in Ci. Let M be a ran-
domly chosen invertible m×m matrix, and set Bi to be the result of multiplying
the elements in Vi by the matrix M . The resulting cover β = [B1, B2, . . . , Bs] is
easily seen to be a logarithmic signature of type (r1, r2, . . . , rs); Magliveras et al
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use the term canonical logarithmic signatures for covers constructed in this way.
Note these logarithmic signatures form a very special class: in particular, all
blocks Bi are in fact subgroups of Z. Canonical logarithmic signatures have the
advantage that they can be stored and manipulated very efficiently, provided
the elements of the sets Bi are stored in a certain order: see [10] for details.

We are interested in a much more general way of constructing a logarithmic
signature for Z. Suppose we begin by choosing a chain

1 = Z0 < Z1 < · · · < Zu = Z

of subgroups in Z. Let Ei be a complete set of coset representatives for Zi−1 in
Zi. Then ε = [E1, . . . , Eu] is a tame logarithmic signature (a so-called transver-
sal logarithmic signature) for Z. We now perform some of the following opera-
tions on our logarithmic signature (which do not alter the fact that we have a
tame logarithmic signature for Z):

• permute elements within each Ei;

• permute the Ei;

• replace Ei by Ei · z for some z ∈ Z;

• amalgamate two sets by replacing Ei and Ej by the single set Ei · Ej :=
{gh | g ∈ Ei, h ∈ Ej}.

We will call a logarithmic signature constructed in this fashion an Amal-
gamated Transversal Logarithmic Signature (ATLS). This is the most general
method known to the authors for generating a logarithmic signature of elemen-
tary abelian 2-group. One might try to generalise this construction by con-
sidering the operation which replaces each element by its image under a fixed
automorphism of Z. However, this operation does not lead to new logarith-
mic signatures: the signatures are obtained by starting with a different chain
of subgroups Zi. Another idea might be to try and reverse the amalgamating
operation, by writing a set Ei as the product of two smaller sets. But we do
not know of examples where this produces a non-ATLS (it is likely that the
result of a splitting operation is just an ATLS which uses fewer amalgamation
operations). Note that even if examples of new logarithmic signatures can be
obtained using this splitting operation, the problem of efficiently detecting when
a set Ei can be split would remain.

We are interested in generating logarithmic signatures that can be stored
and manipulated without too much computational overhead. Because of this,
the number of amalgamation operations has to be kept small: an amalgamation
increases the number of elements we have to store by |Ei||Ej |−(|Ei|+ |Ej |), and
so an indiscriminate use of amalgamation could lead to an exponential storage
requirement. From the perspective of efficiency, generating an ATLS of type
(2, 2, . . . , 2) is very attractive (though this would mean that we are unable to
use amalgamation to construct them).

The following key property that holds for any ATLS will prove useful for our
cryptanalysis:
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Lemma 1. Let β = [B1, . . . , Bs] be an ATLS. Suppose that 1 ∈ Bi for all
i. Then there exists a subset Bi and a non-trivial element bij ∈ Bi such that
Bi · bij = Bi for all bik ∈ Bi.

Proof. The subgroup Z1 has been amalgamated into one of the subsets Bi. It
is not difficult to show that Z1 ⊆ Bi and BiZ1 = Bi, and so we may take bij to
be any non-identity element of Z1.

2.5 Previous work on the security of MST 3

In this subsection, we briefly review previous work addressing the security of
MST 3, and make some elementary observations on the system’s security.

In [7], the authors of MST 3 provide a brief discussion on the security of
the scheme, and give an attack on the cryptosystem in the passive adversary
model with complexity approximately q2 when Suzuki 2-groups are used, where
q = |Z| = |G/Z|.

Magliveras et al [10] provide a better attack with complexity approximately q.
They only claim that their attack applies when the Suzuki 2-groups are used as
the platform, but in fact their attack works for any platform group. We provide
a similar generic attack in Section 3 below, as the first step in our cryptanalysis.
Magliveras et al go on to show that MST 3 is insecure whenever β is a canonical
logarithmic signature. (In fact their attack does not work in the interesting
special case when di = 1 for all i, as they need that the sum of the vectors in
a subspace is zero; our cryptanalysis will cover this special case.) Note that it
is easy to avoid the attack in [10]: either choose di = 1 for all i, or generate an
ATLS as described in Subsection 2.4 (which is very unlikely to be canonical).

The authors of MST 3 assume [7, Section 1] that a randomly chosen cover α in
a finite group will (with overwhelming probability) induce a one-way function ᾰ.
This is a reasonable assumption, but the authors claim (in Section 4.4 of their
paper) that this assumption is not actually needed to establish the security
of MST 3 (in a passive model). Gonzalez Vasco, Perez del Pozo and Taborda
Duarte [4] provide strong evidence that this last claim is false, by showing that
when α does not induce a one-way function, MST 3 is insecure unless the quotient
|Z|/|J | is large. They then provide experimental evidence that |Z|/|J | is usually
rather small. Gonzalez Vasco et al also show that a randomised version of MST 3

is insecure in the sense of indistinguishability, even for passive adversaries.
We finish this section with two elementary remarks on the security of the

scheme:

1. Note that although the private key consists of the tame logarithmic sig-
nature β and the s+1 randomly generated elements {t0, . . . , ts}, the s−1
elements t1, . . . , ts−1 are not actually needed: only β and t0, ts are used
in the decryption procedure.

2. Note that any triplet of the form (β, g·t0, g·ts), where g is in the centralizer
of J (in particular, if g ∈ Z), can be used to decrypt the ciphertext. Thus
there are many equivalent private keys.
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3 A Simplification of the MST 3 Cryptosystem

The aim of this section is to simplify the problem of cryptanalysing MST 3: we
will show that it is sufficient to consider a much smaller class of public and
private keys than in the original definition. This simplification works for all
suitable platform groups, not just the Suzuki 2-groups considered above.

Let (α, γ) be a public key for MST 3, with (β, (t0, t1, . . . , ts)) the correspond-
ing private key. Note that the algorithm for deriving γ from the private key
implies that

γij = βijt
−1
i−1αijti. (1)

Define elements pi, qi and zi by setting p0 = q0 = z0 = 1 and for i ∈
{1, 2, . . . , s} defining

pi =
i∏

k=1

αk1, qi =
i∏

k=1

γk1 and zi =
i∏

k=1

βk1.

Note that (1) and the fact that the elements βij are central together imply
that

qi =
i∏

k=1

(βk1t−1
k−1αk1tk) = zit

−1
0 piti. (2)

Define α′ = [A′1, A
′
2, . . . , A

′
s], γ

′ = [H ′1, H
′
2, . . . ,H

′
s] and β′ = [B′1, B

′
2, . . . , B

′
s]

by

A′i = pi−1Aip
−1
i ,

H ′i = qi−1Hiq
−1
i ,

B′i = zi−1Biz
−1
i .

The following lemma is easy to prove.

Lemma 2. We use the notation defined above. For all i ∈ {1, 2, . . . , s}, the
first elements α′i1, γ′i1, β′i1 of the sets A′i, H

′
i, B

′
i are all equal to the identity.

Moreover,

ᾰ′(x) = ᾰ(x)p−1
s , γ̆′(x) = γ̆(x)q−1

s and β̆′(x) = β̆(x)z−1
s .

In particular, β′ is a logarithmic signature for Z, and α′ is a cover for some
subset J ′ of G.

Lemma 3. Let (α, γ) be a public key for MST 3, with (β, (t0, t1, . . . , ts)) the
corresponding private key. Define α′, γ′ and β′ as above, and let t′0 = t′1 =
· · · = t′s = t0. Then (α′, γ′) is a public key for MST 3, with corresponding
private key (β′, (t′0, t

′
1, . . . , t

′
s)).
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Proof. Suppose we use α′, β′ and t′0, t
′
1, . . . , t

′
s to generate a public key (α′, δ),

where δ = [D1, D2, . . . , Ds], so δij = β′ij(t
′
i−1)−1α′ijt

′
i. It suffices to show that

δ = γ′. But

δij = β′ijt
−1
0 α′ijt0

= zi−1βijz
−1
i t−1

0 α′ijt0

= zi−1βijz
−1
i t−1

0 pi−1αijp
−1
i t0

= βijzi−1z
−1
i t−1

0 pi−1αijp
−1
i t0

= βijβ
−1
i1 t
−1
0 pi−1αijp

−1
i t0.

Equation (2) implies that t−1
0 pi−1 = z−1

i−1qi−1t
−1
i−1 and p−1

i t0 = tiq
−1
i zi. So

δij = βijβ
−1
i1 z

−1
i−1qi−1t

−1
i−1αijtiq

−1
i zi

= βijqi−1t
−1
i−1αijtiq

−1
i

by the definition of zi, and since zi is central. But

γ′ij = qi−1γijqi = qi−1βijt
−1
i−1αijtiq

−1
i

by (1). Since βij is central, we have that γ′ij = δij , as required.

We define the Restricted OWE problem for MST 3 as follows. The input
is a public key (α, β) for MST 3 and a challenge ciphertext (y1, y2). The public
key must have the extra property that αi1 = γi1 = 1 for 1 ≤ i ≤ s; the
corresponding private key must have the property that t0 = t1 = · · · = ts and
also that βi1 = 1 for 1 ≤ i ≤ s. The output is the plaintext p corresponding to
the ciphertext (y1, y2).

Theorem 4. There is a polynomial time reduction from the OWE problem for
MST 3 (for general keys) to the Restricted OWE problem for MST 3.

Proof. Let O(α, γ, y1, y2) be an oracle for the restricted OWE problem for
MST 3. We show that this oracle can be used to solve the OWE problem for
MST 3 for general keys.

Suppose (α, γ) is an (unrestricted) public key, with corresponding private
key (β, (t0, t1, . . . , ts)). Let (y1, y2) be a challenge ciphertext with corresponding
message p.

Suppose we are given (α, γ) and (y1, y2). Define (α′, γ′) as above. Note that
α′ and γ′ can be efficiently constructed from α and γ using public information
only. By Lemmas 2 and 3, (α′, γ′) is a public key with corresponding private
key (β′, (t0, t0, . . . , t0)), and these keys satisfy our restrictions. Define y′1 =
y1p
−1
s and y′2 = y2q

−1
s . Again, we note that ps and qs are defined using public

information, so y′1 and y′2 can be efficiently computed from the information we
are given.
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We call the oracle O on (α′, γ′, y′1, y
′
2), and receive a message p such that

(α′(p), γ′(p)) = (y′1, y
′
2). Then p is the message we require, since

ᾰ(p) = ᾰ′(p)ps = y′1ps = y1p
−1
s ps = y1 and

γ̆(p) = γ̆′(p)qs = y′2qs = y2q
−1
s qs = y2.

4 Cryptanalysis of MST 3

This section is concerned with the cryptanalysis of MST 3. In Subsection 4.1 we
provide an attack that is independent of the underlying platform group G. In
Subsection 4.2 we outline an approach that works for platform groups G such
that G/Z is abelian. Finally, in Subsection 4.3 we report on our experiments
with implementing these attacks in the case when G is a Suzuki 2-group.

4.1 A generic attack

From now on, we assume our public key (α, γ) and corresponding private key
(β, (t0, t1, . . . , ts)) are such that

αi1 = βi1 = γi1 = 1

for 1 ≤ i ≤ s and there exists t ∈ G such that

t0 = t1 = · · · = ts = t.

Theorem 4 shows that we may do this without loss of generality.
The secret logarithmic signature β can be obtained from the public key once

t is known, since
βij = γijt

−1α−1
ij t. (3)

So we may think of the private key of the cipher as being the single group
element t.

Define t ∈ G/Z by t = tZ. Let z ∈ Z. Replacing t by tz does not change the
value of the right hand side of (3), and does not change the output of the decryp-
tion algorithm. So once t is known, the cryptosystem is broken as an equivalent
private key can be derived efficiently. A search over all |G/Z| possibilities for t
will therefore break the cipher. This cryptanalysis can be regarded as a gener-
alisation of the ‘attack on t0’ presented by Magliveras et al [10, Subsection 4.1]
in the case of Suzuki 2-groups.

4.2 A more efficient approach

We would like to break the cipher much more efficiently than the attack in the
previous subsection. We are most interested in the case when G is a Suzuki
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2-group. However, in this subsection we consider a more general situation that
includes these groups: the case when G/Z is abelian.

Let t′ be a guess for the value of t. (Of course, it is only the coset t′Z that
matters.) Define

bij = γij(t′)
−1
α−1
ij t
′

for all i and j. (Note that bij can be computed without knowledge of the private
key.) Define a cover b = [B1,B2, . . . ,Bs] for some subset J of G by

Bi = [bi1, bi2, . . . , biri
].

Let q = |Z|, and define the map ω : Zq → G by

ω(x) = γ̆(x)t′−1ᾰ(x)−1t′

for all x ∈ Zq. (Note that ω can also be computed without knowledge of the
private key.)

When t ≡ t′ mod Z (so our guess for t′ is correct) we have that b = β and
ω = β̆ = b̆. In particular, when we have guessed correctly:

1. b is a tame logarithmic signature for Z, and

2. ω = b̆.

Lemma 5. If the above two conditions are satisfied for a particular guess t′,
then (b, (t′, t′, . . . , t′)) is an equivalent private key for the cipher.

Proof. Since b is a tame logarithmic signature for Z, the pair (b, (t′, t′, . . . , t′)) is
a valid private key. Let (y1, y2) be the ciphertext obtained as encryption of the
plaintext p under the public key corresponding to the private key (β, (t, t, . . . , t)).
So y1 = ᾰ(p) and y2 = γ̆(p). Decryption using the key (b, (t′, t′, . . . , t′)) gives us

b̆−1(y2t′−1y−1
1 t′) = ω−1(y2t′−1y−1

1 t′) = ω−1(γ̆(p)t′−1ᾰ(p)−1t′) = ω−1(ω(p)) = p,

as required.

Lemma 6. Suppose that G/Z is abelian. For any choice of t′ we have that b
is a cover of a subset of Z.

Proof. For any i and j we have that

bijZ = γij(t′)−1α−1
ij t
′Z = γijα

−1
ij t
′−1t′Z

= γijα
−1
ij t
−1tZ = γijt

−1α−1
ij tZ = βijZ = Z.

So the elements of the cover b all lie in Z, as required.

Lemma 7. Suppose that G/Z is abelian. For any choice of t′ we have that
ω = b̆.
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Proof. By an abuse of notation we will identify the sets Zq and Zr1 × . . .× Zrs

via the map λα defined in Subsection 2.1. So we think of the domain of the
functions b̆ and ω as being Zr1 × . . .× Zrs

rather than Zq.
We first note that

bi1 = γi1(t′)−1
α−1
i1 t
′ = (t′)−1

t′ = 1

for all i. In particular,

b̆(x1, x2, . . . , xk, 1, 1, . . . , 1) =
s∏
i=1

bixi
=

k∏
i=1

bixi
.

Moreover, writing x = (x1, x2, . . . , xk, 1, 1, . . . , 1), we find that

ᾰ(x) =
k∏
i=1

αixi and γ̆(x) =
k∏
i=1

γixi ,

since αi1 = γi1 = 1.
We will prove the lemma by induction. Let P (k) be the following statement:

ω(x1, x2, . . . , xs) = b̆(x1, x2, . . . , xs) whenever xk+1 = xk+2 = · · · = xs = 1.

The first paragraph of the proof shows that b̆(1, 1, . . . , 1) = 1. Moreover,
since γ̆(1, 1, . . . , 1) = ᾰ(1, 1, . . . , 1) we find that ω(1, 1, . . . , 1) = 1. Hence P (0)
holds.

Assume, as an inductive hypothesis that P (k − 1) holds. Our assumption
that G/Z is abelian implies that bij ∈ Z for all i and j. Let x1, x2, . . . , xk be
fixed. Define x and x′ by

x = (x1, x2, . . . , xk, 1, . . . , 1) and x′ = (x1, x2, . . . , xk−1, 1, . . . , 1).

Then

b̆(x) =
k∏
i=1

bixi
= b̆(x′)bkxk

= ω(x′)bkxk
(by our inductive hypothesis)

= γ̆(x′)t′−1ᾰ(x′)−1t′bkxk

= γ̆(x′)bkxk
t′−1ᾰ(x′)−1t′ (since bkxk

∈ Z)

=

(
k−1∏
i=1

γixi

)
γkxk

t′−1α−1
kxk

t′t′−1

(
k−1∏
i=1

αixi

)−1

t′

= γ̆(x)t′−1ᾰ(x)t′

= ω(x).

So P (k) is true whenever P (k− 1) is true. By induction, P (s) holds and so the
lemma follows.
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The following theorem is a consequence of Lemmas 5, 6 and 7 above.

Theorem 8. Let G be such that G/Z is abelian. Then (b, (t′, t′, . . . , t′)) is an
equivalent private key for MST 3 if and only if b̆ : Z|Z| → Z is a bijection whose
inverse is efficiently computable.

So a general approach to finding a private key for MST 3 may be described
as follows. We use the fact that b̆ must be a bijection to derive some conditions
on t′. If applying these conditions leads to a small number of possibilities for
t′, we perform an exhaustive search to find a private key that works. If there
are still many possibilities for t′, we choose one at random and hope that b̆−1 is
efficiently computable: the probability that this will be successful will depend
on the way that the logarithmic signature β has been generated. In the next
subsection we will analyse the performance of this attack for Suzuki 2-groups.

4.3 Recovering the key in practice

Subsection 4.2 outlined a method for deriving an equivalent private key for
the cipher. We now describe our computer experiments to verify that this
method works in practice. All computer experiments were performed using the
mathematics software SAGE [12].

Let m = 81. Our platform group is the Suzuki 2-group over the field Fq,
where q = 2m. The generic attack described in Subsection 4.1 requires a search
of size q to succeed: we fix m = 81 so that this generic attack is not feasible.
Note that the public key is already rather long when m = 81: in the most
efficient case we consider (Case 1 below), we need over 19 000 bits to store the
non-identity elements in the logarithmic signatures α and γ. Our techniques
do not seem to depend significantly on the automorphism θ in the definition
of the Suzuki 2-group, so we fix θ to be the squaring automorphism in all our
experiments.

We construct our logarithmic signature β using the ALTS method discussed
in Subsection 2.4; this is the most general method we know of for generating a
logarithmic signature on an elementary abelian 2-group. We wish to generate
logarithmic signatures of type (r1, r2, . . . , rs), where

∏s
i=1 ri = 2m. Note that

the integers ri must be fairly small, as otherwise the logarithmic signatures we
produce cannot be stored efficiently. The precise method we use to generate β
depends on its type: we give explicit details below. By Theorem 4, it is enough
to consider logarithmic signatures that have an extra property: the elements
βi1 are all equal to the identity. Our methods for generating β always produce
logarithmic signatures with this property (and no generality is lost by generating
logarithmic signatures in this way).

We follow the approach in Subsection 4.2 in our cryptanalysis. In the no-
tation of that subsection, we begin by deriving conditions that t must satisfy
as a consequence of the fact that β is bijective. We then choose t′ at random
subject to these conditions; our attack is successful if we obtain a valid private
key after trying a small number of guesses t′. In our experiments, our attack
was always successful.

12



Recall the notation S(a, b) for an element in the Suzuki 2-group defined in
Subsection 2.3. Our remark at the end of Subsection 2.5 shows that we may
assume that t = S(x, 0) where x ∈ Fq is unknown, and so we restrict our guess
t′ to be of the form S(y, 0) for some y ∈ Fq. The conditions on t that we derive
are F2-linear conditions, so it is easy to choose t′ satisfying these conditions
at random. The precise conditions on t we derive will depend on the number
of components ri of the type of β that are equal to 2: when there are many
of such components, the conditions we derive are weaker. For this reason, we
provide three cases to illustrate our methods. In Case 1, ri = 2 for all i. In this
case we find no conditions on t, but simply randomly choosing a small number
of values for t′ leads to a successful attack. In Case 2, ri 6= 2 for all i. In
this case, we find that every condition we derive restricts t′ to such a small
number of possibilities that a negilible exhaustive search can be carried out.
Case 3, with approximately half of the components of the type of β being equal
to 2, illustrates an intermediate case. Here, each condition limits the number
of possibilities for t′ significantly (to approximately 240 possibilities). Very few
guesses t′ can satisfy two of these conditions simultaneously, so combining two
conditions allows us to derive an equivalent private key by a negligible exhaustive
search.

Case 1: β has type (2, 2, . . . , 2)

In this case, we assume β consists of 81 blocks of size 2. Such logarithmic
signatures are very attractive from the perspective of efficiency: we only need
to store the 81 non-trivial elements in the sets Bi; moreover these elements
form a basis of Z when Z is considered as a 81-dimensional vector space over
F2, and computations with β can be carried out using straightforward linear
algebra. (We note that β is an example of canonical logarithmic signature as
defined in [10]; however the attack described in that paper does not work in this
particular case.)

We derive public and private keys for the MST 3 cryptosystem as follows. We
randomly choose a generating set {z1, . . . , z81} for Z. Define elements di2 ∈ Fq
by zi = S(0, di2), so the elements di2 form an F2-basis for Fq. Set

β = [B1, . . . , B81], where Bi = {1, S(0, di2)}.

We then generate elements ei2, fi2 ∈ Fq at random, and define

α = [A1, . . . , A81], where Ai = {1, S(ei2, fi2)}.

Let t = S(x, 0) where x ∈ Fq is chosen at random. We construct γ as specified
in the definition of MST 3. So we define

γi2 = βi2t
−1αi2t

= S(0, di2)S(x, xθx)S(ei2, fi2)S(x, 0)

= S(ei2, di2 + fi2 + ei2x
θ + eθi2x) =: S(ei2, gi2),
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no. guesses t′ 1 2 3 4 5 6 7 8 9
frequency 2829 2111 1429 1048 799 490 374 279 181

no. guesses t′ 10 11 12 13 14 15 16 17 18
frequency 133 98 66 47 31 26 19 11 5

no. guesses t′ 19 20 21 22 23 24 25 26 27
frequency 3 7 7 4 2 1 0 0 0

Table 1: Experimental Results for Case 1

and set γ = [C1, . . . , C81], where Ci = {1, γi2}.
Out attack works as follows. Let t′ = S(y, 0) be a random guess for t. We

form b = [B1, . . . ,B81], where Bi = {1, bi2} and bi2 is given by

bi2 = γi2t
′−1

α−1
i2 t
′

= S(ei2, gi2)S(y, yθy)S(ei2, ei2θei2 + fi2)S(y, 0)

= S(0, gi2 + fi2 + ei2y
θ + ei2

θy).

If the set {bi2}81i=1 is linearly independent, then b̆ is a bijection and it follows
from Theorem 8 that we have an equivalent private key. If the set is linearly
dependent, we repeat this process with another guess t′.

We have implemented this attack for 10 000 random instances of MST 3. The
results of this experiment, which took a few minutes to carry out on a standard
PC, are given in Table 1. The average number of guesses for t′ before finding
an equivalent private key, was approximately 3.47. Thus the scheme is insecure
in this case.

Case 2: β has type (8, 64, 64, . . . , 64)

We now consider the case when our logarithmic signatures consist of one block
of size 8 and thirteen blocks of size 64.

We construct β as follows. We generate a random basis {z1, . . . , z81} for Z.
We consider the subgroup chain

1 = Z0 < Z1 < · · · < Z27 = Z,

where Zi = 〈z1, . . . , z3i〉 for 1 ≤ i ≤ 27. We form a transversal logarithmic
signature of type (8, 8, . . . , 8) (with 27 blocks in total), whose ith block is a
transversal for Zi−1 in Zi containing the identity as its first element. We then
randomly amalgamate 26 blocks of size 8 in pairs to form 13 blocks of size 64.
Reordering the blocks we have constructed an ATLS β = [B1, B2, . . . , B14] of
type (8, 64, 64, . . . , 64) for Z. Define elements dij ∈ Fq by βij = S(0, dij).

We generate the element t = S(x, 0), the elements αij = S(eij , fij), the
elements γij = S(eij , gij), and the covers α and γ as in Case 1. In particular,
the equation

gij = dij + fij + eθijx+ eijx
θ
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holds.
Our attack recovers a private key directly by a small exhaustive search,

rather than guessing an equivalent private key. Lemma 1 implies that there
exists i and j such that j ≥ 2 and Bi · bij = Bi. There is only a small number of
possibilities for i and j so (using a negligible exhaustive search) we may assume
that a valid choice for i and j are known. We know that

dij = gij + fij + eθijx+ eijx
θ. (4)

Moreover, when Bi · bij = Bi, the equation

dij + dik = dil (5)

holds for at least |Bi| − 2 pairs of indices k, l where 2 ≤ k, l ≤ |Bi| and where
j, k and l are distinct. Writing uijkl for uij + uik + uil, equations (4) and (5)
combine to give

gijkl + fijkl = eijkl
θx+ eijklx

θ. (6)

Note that the elements eijkl, fijkl and gijkl are all known (forming part of the
public key (α, γ)), but x is unknown. For a fixed e ∈ Fq, the map

φe : Fq → Fq given by x 7→ eθx+ exθ

is an F2-linear map. Moreover, when e 6= 0, we have that φe has a kernel of size
2. Assuming (as is very likely) that eijkl is non-zero, we find that each equation
of the form (6) is satisfied by at most two possibilities for x (and these choices
are easily computed using elementary linear algebra). There are fewer than 218

choices for i, j, k and l. Once these choices are fixed, there are at most 2 values
for x that satisfy equation (6). So we can recover x by an exhaustive search
though 220 possibilities. (For each possibility for x, we can construct b and
check to see whether b̆ is a bijection: this check can be carried out efficiently
for an ATLS.)

Note that this attack makes use of the fact that |Bi| > 2 in an essential
way: if |Bi| = 2 then there are no valid choices for j and k. Note also that
when we have a correct value for i and j the same element x will occur at least
|Bi| − 2 times as a solution to (6) as j and k vary over all possible values: this
observation can be used to recover x more efficiently. Finally, we note that
when i is guessed correctly the set Bi has the property that the product of its
elements must be the identity (as the same is true for any coset of a subgroup
of Z of order 4 or more); this property can be used to find x without the need
to guess j, k or l.

We implemented the attack using SAGE on a standard PC, and in each run
the randomly chosen secret value x was returned correctly within 30 minutes.
Thus the MST 3 cryptosystem is also insecure in this case.

Case 3: β has type (2, 2, . . . 2, 16, 16, . . . , 16)

Finally, we consider the case when β consists of 41 sets of size 2 and 10 sets
of size 16. In this situation, the analogue of equation (6) does not restrict the
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number of possibilities for x sufficiently, and so we combine two equations to
recover x.

We construct β by starting with the subgroup chain

1 = Z0 < Z1 < · · · < Z61 = Z,

where each Zi has index 2 in Zi+1 for 0 ≤ i ≤ 40 and index 4 for 41 ≤ i ≤ 60.
We form a random transversal logarithmic signature for this chain (including
the identity as the first element in each transversal): this logarithmic signature
will consist of 41 sets of size 2 and 20 sets of size 4. We then amalgamate the 20
sets of size 4 in pairs to form 10 sets of size 16, where the pairing of these sets
is chosen at random. The result is an ATLS β = [B1, B2, . . . , B41, B42, . . . , B51]
of the type we are seeking. We then choose t and α, and construct γ, just as
before.

Our attack in this case is as follows. Define the subgroup H = 〈B1, . . . , B41〉.
Write βij = S(0, dij), and define V = 〈di2 : 1 ≤ i ≤ 41〉. Note that V has
dimension 41 and H = {S(0, v) : v ∈ V }. Clearly the image of [B42, . . . , B51]
in Z/H is an ATLS for Z/H with no blocks of size 2. So we may proceed in
the same way as in Case 2, this time working in the quotient Z/H to derive
equations that x must satisfy modulo V . Using the notation from Case 2, we
obtain equations of the form

gijkl + fijkl + V = φeijkl
(x), (7)

where φeijkl
is an F2-linear map. On the assumption that eijkl is non-zero, an

equation of this form restricts x to lie in an affine subspace of dimension at
most 42, and so we have reduced the size of an exhaustive search for x to 242

possibilities. But a correct guess for i means that x satisfies at least |Bi|−2 ≥ 2
such equations as j, k and l vary. If we correctly guess two such combinations
of j, k and l, we know that x lies in the intersection of two affine subspaces
of dimension at most 42 (namely the solution sets corresponding to the two
equations), and this reduces the number of possibilities for x to a negligible
number. The validity of each possibility for x can be determined by checking
the bijectivity of b̆ as in Case 2.

Implementing these ideas, we generated 1000 random ATLSs for Z/H. For
each ATLS we picked a random pair of equations (7) where the indices i, j, k
and l have been guessed correctly, and computed the size of the intersection
of the two solution sets. We did the same when the indices have been guessed
incorrectly, to check that the number of possibilities for x is not too large in this
case. We record the results in Table 2. As Table 2 indicates, in either case the
number of possibilities for x is small. There are less than 220 pairs of equations
to check, and so we typically expect (guided by Table 2) an exhaustive search
for x to be of size 224 at most. (Furthermore, within this search we expect x to
occur with a relatively high frequency, since it appears for every correct pair of
equations (7).) Thus we conclude that the MST 3 cryptosystem is also insecure
in this case.
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No. possibilities for x 0 1 2 4 8 16
Freq. (correct indices) 0 579 386 33 2 0

Freq. (incorrect indices) 276 543 170 10 1 0

Table 2: Experimental Results for Case 3

5 Conclusion

We have described the analysis of MST 3, a public key cryptosystem based on
non-commutative groups recently proposed by Lempken, Magliveras, van Trung
and Wei [7]. We have given a generic attack on the scheme (in the sense of being
independent of the platform group) which substantially reduces the estimate
originally given in [7] for the complexity for attacking the scheme. We have
presented attacks on MST 3 that operate for a wide class of platform groups
and work under the assumption that private keys are generated in the most
general way known to the authors. We successfully implemented these attacks
when the proposed platform group suggested in [7] is used, and under a wide
variety of methods for generating the private key. Thus we conclude that, until
a method for generating secure tame logarithmic signatures in this context is
invented, the MST 3 cryptosystem is insecure.
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