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Abstract. This article proposes dealer-free dynamic secret sharing schemes
where parameters of the protocol, such as the threshold and the secret, can
be changed after the initialization. Our motivation is to tackle the following
two problems: (a) In practice, the ability of the adversary might be enhanced
over time, for instance, by compromising more players. A possible solution to
this problem is to increase the threshold and/or change the secret. (b) On the
other hand, another common problem with almost all secret sharing schemes
is that they are one-time meaning that after secret recovery both the secret
and shares are known to everyone. This problem might be resolved if the
dealer shares several secrets at the beginning but a better solution for players
is to dynamically generate new secrets in the absence of the dealer. As our
contribution, we first propose a new scheme, called incremental multilevel
secret sharing, in order to motivate secret changeability. We then formally
analyze the well-known re-sharing technique for threshold changeability and
show its drawbacks. Finally, we present our solutions for dealer-free dynamic
schemes in both passive and active adversary models. In our constructions,
players do not need to save extra shares beforehand, and both the threshold
and the secret can be changed multiple times to arbitrary values. In the
proposed schemes, each secret is changed based on the linear combination of
previous secrets. As a result, we are able to recover old secrets at any time.

Keywords: threshold changeability, secret changeability

1 Introduction

In a secret sharing scheme, a secret is divided into different shares for distribution
among several players, and a subset of players then collaborate to recover the secret
[22, 3]. In particular, the (¢, n)-threshold secret sharing scheme is proposed in which
the secret is divided into n shares in such a way that any ¢ players can combine
their shares to reveal the secret, but any set of ¢ — 1 parties cannot learn the secret.
Our goal is to construct a dynamic secret sharing scheme where parameters of the
protocol are changed after the initialization. We would like to change the threshold
and the secret simultaneously in the absence of the dealer.

We consider various types of adversaries in our constructions. In the passive
adversary setting, players follow protocols correctly but are curious to learn the
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secret. On the other hand, in the active adversary model, players may deviate from
protocols (e.g., prevent the secret recovery or reconstruct an incorrect secret) while
trying to learn the secret. In addition, the passive or active adversary can be static
or mobile. The former refers to the adversary who corrupts players ahead of time,
while in the latter case, the adversary may corrupt players at different stages of
the protocol’s execution. Finally, the entire security model can be computational,
where the security of the protocols relies on computational assumptions such as
the hardness of factoring, or unconditional, in which the adversary has unlimited
computational power.

1.1 Motivation

Secret sharing is an essential tool used in many cryptographic constructions such
as secure multiparty computation [30] where various players cooperate to perform
a computational task based on the private data they each provide. In this article,
our motivation is to tackle the following two major problems:

1. In practice, the ability or the computational power of the adversary might be
enhanced over time, for instance, by compromising more participants. In other
words, increasing the threshold and/or changing the secret might be required
throughout the lifetime of a secret. This problem can be resolved by changing
these parameters in the absence of the dealer (i.e., the entity who initiates the
scheme). In the literature, there exist some techniques to address this issue but
these solutions suffer from either of the following drawbacks, they:

assume the existence of a trusted authority.
have a large storage requirement.

are limited to predefined modifications.
rely on computational assumptions.

In addition, they may only modify the threshold at the side of the combiner
(i.e., the entity who recovers the secret) rather than the entire scheme. In that
case, the secret can be reconstructed if an adversary attacks a subset of players
instead of the combiner.

2. Another well-known problem with almost all secret sharing schemes is that they
are one-time meaning that after secret recovery both the secret and shares are
known to everyone. To resolve this issue, the concept of multistage secret sharing
is proposed [10], where many independent secrets are shared by the dealer ahead
of time, but a better solution for players is to dynamically generate new secrets
in the absence of the dealer.

Our motivation is therefore to apply existing tools and develop new techniques
in order to tackle these problems and add more utility to secret sharing schemes.
We construct new protocols with the ability of (a) threshold increase as well as (b)
secret changeability based on the linear combination of previous secrets.

We motivate our constructions by two applications: incremental multilevel secret
sharing and sealed-bid auctions. It worth mentioning that in the context of the
secret sharing, a dynamic scheme refers to a protocol with threshold and/or access
structure changeability. To the best of our knowledge, all those constructions update
the threshold without changing the secret.
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1.2 Ouwur Contributions

The contribution of this paper is to construct dynamic secret sharing schemes with
a variety of desirable properties. Our protocols are (a) dealer-free, which means
that players change both the secret and the threshold based on a group agreement
after the initialization. They are (b) unconditionally secure in the sense that they
do not rely on any computational assumptions. They have a (c) minimum storage
cost since players do not need to save extra shares beforehand in order to modify
those parameters. They are (d) flexible because the secret and the threshold can be
changed to arbitrary values multiple times with the presence of enough participants.
Our contribution therefore is as follows:

1. First of all, we motivate secret and threshold changeability by constructing a
new scheme, called incremental multilevel secret sharing. To further motivate
our dynamic scheme, we illustrate a sealed-bid auction protocol in which secrets,
i.e., bids, are changed in order to determine the winner in a secure fashion.

2. We then analyze the well-known re-sharing technique, also known as 2-level
sharing. We initially show the security and correctness of the re-sharing method
under the passive adversary model and then illustrate two major drawbacks of
this approach in the active adversary setting. More precisely:

e We formally show that the 2-level sharing under the active adversary model
is not secure against a mobile adversary.

e Moreover, each player has to store several shares unless parties agree on a
set of exactly ¢ good players (¢ is the initial threshold).

3. Finally, we propose a solution for a dealer-free dynamic secret sharing scheme
in both passive and active adversary models. To change the secret, we generate
a random symmetric polynomial in the absence of the dealer by a new protocol,
called dealer-free verified polynomial production. To adjust the threshold, we
extend the degree reduction and randomization approach of [9] to the verified
symmetric bivariate polynomials.

1.3 Organization

The paper is organized as follows. Section 2 reviews existing protocols for changing
the threshold in the secret sharing schemes. Section 3 provides some preliminaries.
Section 4 illustrates two applications of secret and threshold changeability. Section
5 formally analyzes the well-known re-sharing approach. Section 6 demonstrates our
dealer-free dynamic secret sharing, and Section 7 contains concluding remarks.

2 Previous Work

Martin et al. [14] design a threshold changeable secret sharing scheme, in the absence
of secure channels, based on two methods. The first one can be implemented by the
Shamir approach and the second one is a geometric construction. They make two
assumptions. First, the original shares must contain the required information for
extracting both the shares of the initial scheme and the shares of the future scheme,
known as shares and subshares. Consequently, the size of the stored shares grows
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linearly with the number of required modifications to the threshold. Second, the
proposed construction assumes that shareholders behave honestly in the sense that
they only use the subshares that are relevant to the threshold in current use.

Using the prior approach, Maeda et al. [13] propose an unconditionally secure
verifiable scheme where the threshold can be changed several times, say N, but only
to the values determined in advance. In this protocol, each player receives one full
share and extracts the subsequent subshares from it by N public functions released
by the dealer at the time of the initialization. The dealer also has to distribute N
polynomials ahead of time. The authors assume that the secret is not recovered
before the threshold changes, therefore, no share has been pooled.

Steinfeld et al. [24] construct a threshold changeability mechanism for the Shamir
secret sharing scheme. The general idea is that players add an appropriate amount
of random noise to their shares in order to create subshares that contain incomplete
information regarding the primary shares. As a result, ¢ subshares are not sufficient
to recover the secret, but by using a relatively large number of subshares, say ¢,
the secret can be reconstructed.

Tartary and Wang [28] propose a dealer-free threshold changeable scheme in
which the problem of secret recovery is reduced to the polynomial reconstruction
problem. In this construction, players send some fake shares along with their real
shares to increase the threshold ¢ at the side of the combiner to a new value t'.
First, the threshold stays constant among players. Second, their algorithm does not
allow any value ¢’ to be chosen.

In addition to the drawbacks we mentioned regarding the existing techniques,
there is one common problem with all of these solutions. That is, if an adversary
attacks the shareholders (not the combiner) then he can have access to the (a)
original shares, (b) shares related to various thresholds, or (c¢) shares without any
noise. Consequently, the secret can be recovered by the attacker.

Other techniques are proposed in the literature for threshold changeability in a
secret sharing scheme, for instance: re-sharing existing shares of a (¢, n)-threshold
scheme by a set of new polynomials of degree t' [7]; redistribution of secret shares
to new access structures in which participants of a scheme send information to a
new set of players in such a way that the old secret is shared among a new access
structure [6, 15]; dynamic secret sharing schemes where the dealer triggers a specific
access structure out of a given set, or enables the players to recover various secrets in
different times by sending them the same broadcast message [4]. The paper [1] also
considers schemes with changeable parameters, e.g., the threshold and the number
of players, in order to minimize both the storage costs (size of shares) and the size
of broadcast messages.

3 Preliminaries

3.1 Secure Multiplication of Secrets

Ben-Or et al. [2] proposed a method for the secure multiplication of two secrets.
Suppose secrets o and [ are encoded by two polynomials f(x) and g(z) of degree
t — 1, and each player P; holds one share on each of these polynomials, f(i) and
g(i) respectively. The product of these two secrets a3 is the constant term of the

polynomial h(z) = f(x) x g(x).
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If each player multiplies his shares together, the resulting value is a point on
h(z). There are two problems with this approach. First, the degree of h(x) is 2t — 2
instead of the desired t—1. Second, h(x) is reducible as a product of two polynomials,
which may not be secure. To overcome these problems, [2] uses a degree reduction
protocol in which the polynomial h(z) is truncated in the middle to decrease its
degree to t — 1. Let k(x) be the resulting truncation of h(z). Subsequently, they
apply a simple procedure to randomize the coefficients of k(z), except the constant
term which is the product of the two secrets.

Later on, this method was simplified by Gennaro et al. [9], his approach is
illustrated in the second phase of our constructions in Section 6. They combine the
randomization and degree reduction stage by a simpler approach.

3.2 Lagrange Interpolation Formula

In this part, we recall the Lagrange method for the polynomial interpolation [25].
Let ¢ be a prime number. Let z1,xo,...,x; and f1, fo, ..., f; be distinct elements in
Zg. Then, there is a unique polynomial f(z) € Z4[z] of degree at most ¢ — 1 such
that f(x;) = f; for 1 <i <t:

=3 T 2=%xs) 1)

t
; PR
i=1 N1<j<t,j#i

In the case of bivariate polynomials, y1, ¥, ...,y are distinct elements in Z, and
fi(z), fa(x), ..., fi(z) are polynomials of degree at most t —1 in Z,[z]. Consequently,
there is a unique polynomial f(z,y) € Z4[x,y] of degree at most ¢ — 1 such that
f(@,y;) = fi(x) for 1 <i < t:

f(w)zi( I1 y_ijfi(x)) 2)

i=1 Ni<j<e g Y

4 Security Applications

As we stated earlier, dealer-free threshold increase along with secret changeability
(based on the linear combination of previous secrets) is our new approach motivated
by the following applications. For the sake of simplicity, we only consider the passive
adversary model in this section.

4.1 Incremental Multilevel Secret Sharing

In this new approach, players are able to progressively construct a multilevel secret
sharing scheme with several secrets in the absence of the dealer, that is, players
change both the access structure and the threshold while generating multiple secrets.
Simmons [23] first proposed a disjunctive multilevel secret sharing, and then Tassa
[29] extended that construction to a conjunctive multilevel secret sharing. They both
use a single secret to construct those hierarchical threshold secret sharing schemes.
We first state the following definitions and then show our new secret sharing scheme.
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Definition 1. An access structure I' defines different authorized subsets of users
and satisfies two conditions: (a) if A€ I' and A C B then B € T, i.e., monotonicity,
and (b) if A € I then |A| > 0. In a threshold access structure, |A| >t where t — 1
is the degree of the secret sharing polynomial.

Definition 2. An incremental multilevel secret sharing scheme is a construction
where several secrets aq---«;---ap are shared among players with monotonically
increasing thresholdst; < --- <t; < --- <t;. Let P be a set of n players and assume
P is composed of different levels where P;-s show disjoint subsets of players.

l
P =|JP: where PinP; =0 forall1 <i#j<I
i=1
Then ay, is recovered if players Ué:k P;, where |P;| > t;, cooperate and first recover
their secrets sequentially, i.e., from the highest level [ to the level k.

Secret Sharing (Sha)

1. Suppose, a dealer distributes shares of an initial secret ;; with a polynomial of
degree ty — 1 among players P = {Py,---, P,}, and then leaves the scheme.

2. Subsequently, players perform the following steps for 1 < i <1 —1 to construct
an incremental [-level secret sharing:

(a) Players P generate a random polynomial of degree ¢; — 1 (that is, ¢; is the
threshold) with an unknown constant term 3; where ¢;,_; < t;.

(b) They compute shares of o; 11 = «;3; where |P| >ty +t; — 1, and adjust its
threshold t; to be 2 <t < tg +t; — 1. They finally erase shares of «;.

(¢) A subset of players, say P; C P where |P;| > ¢;, only keep shares of 3; and
the rest of players, i.e., P — P;, only keep shares of ;1.

(d) Finally, P = P — P; and ty = t;. Players in this new set P go to (a) to
construct another level of secret sharing.

Secret Recovery (Rec)

1. Players first cooperate to recover a; and (;_1---(;--- (1. They may recover
these secrets up until to a specific level 1.
2. After that, they solve the following system of linear congruence equations:

Qg1 < a;f; for i =1 —1 to i = 1. Therefore, a; - - - «; - - - a1 are recovered.
Since q is a prime number, each congruence equation has a unique solution for o;. We
later show how to generate shares of (;, compute shares of a;11 = «;3;, and adjust
its threshold through a dynamic secret sharing. It is worth mentioning that our
approach can also be implemented by the addition operation, i.e., a;11 = ay; + i,
where the polynomial encoding (; has a higher degree. In this case, we need to
randomize the coefficients of the polynomial encoding ;1.

Ezxample 1. Consider the following incremental 3-level secret sharing. If participants
cooperate to recover as, 2 and 1, they can then solve the following system of linear

congruence equations: ag % o2, g é a131. As a result, as and a; are recovered.
a1 :P={P, -, Pi3}*=? and B : P; = {Py, Py, P;}"*=3
ay: P ={Py, -, Pi3}73 and By : Py = {Py, Ps, Ps, P;}12=4
as 1 P3 = {Ps, Py, Pio, P11, Pi2, Py3}"*=°
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Players from P; are only able to recover the original secret ay, if the larger group
of players from P3 and consequently from P first cooperate to reveal ag and (s, i.e.,
balance of power. You can imagine the president and vice president, ministers, and
senators accordingly as the realization of this hierarchical authority. Any decision
on troops by the president and vise president is subject to the confirmations of
ministers and senators. On the other hand, even by having those confirmations, it
is the president office that makes the final decision.

To explain how our incremental multilevel secret sharing differs from existing
protocols, consider the above hierarchy along with those thresholds, as shown in
Example 1. In the case of the disjunctive multilevel secret sharing, players from P
are enough to recover the secret without the contributions of other players, i.e.,
cooperations of all levels are not required. In the case of the conjunctive multilevel
secret sharing, all players from P;, and one player from Ps, and two players from
Ps are enough to recover the secret. In both cases, we only have a single secret.

4.2 Sealed-Bid Auctions

We demonstrate another application of secret changeability by a simple example,
in which we can also increase the threshold if it is being required. Suppose in a
secure auction protocol, two bidders distribute shares of their bids («; and «s)
among auctioneers. Assume auctioneers first receive shares of a random polynomial
with an unknown constant term [ (known as the multiplicative factor) from a
trusted initializer, and then receive shares of two random polynomials with unknown
constant terms 07 and d (known as additive factors), where 1 < §; # 02 < 3.

Subsequently, they compute shares of of = ay 8+ §1 and o = a3 + 02, and
recover f and af in the absence of the bidders. As a result, they can define the
winner who proposed the higher valuation without revealing the actual bids or
the relative difference between them. (To prevent the modular reduction, assume
q > B(k + 1), where k denotes the maximum possible price and g shows the size of
the finite filed.) This method are used in the proposed constructions of [20].

There exist other protocols in the literature using a similar masking approach.
For instance, the authors in [18,27] only use the additive factor in their masking
method. In the first paper, the authors apply a bitwise technique in the passive
adversary model to generate shares of a mask. In the second article, the authors
rely on the mask publishers (i.e., trusted parties) to generate shares of the masks in
a secure combinatorial auction protocol; in this construction, the secret is encoded
as a degree of a secret sharing polynomial.

5 Formal Analysis of an Existing Approach

In this section, we review a well-known technique for threshold changeability in the
absence of the dealer (as we mentioned earlier, in all the existing dynamic schemes,
only the threshold is changed and the secret remains the same). The general idea
is to re-share existing shares of a (¢, n)-threshold scheme by a set of polynomials of
a higher degree t', i.e., converting a (t,n)-threshold scheme into a (', n)-threshold
scheme [7]. In the passive adversary model, there are only private channels between
each pair of players, but in the active adversary setting, a synchronous broadcast
channel are also considered. All computations are performed in the finite field Z,.
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If the decision is to keep the same secret (a desirable property in the case where
the secret is difficult or expensive to change), then at least n—t+1 participants have
to erase their old shares honestly. Erasing old shares is an inevitable assumption in
a threshold changeable scheme with a constant secret [14], and even in proactive
secret sharing schemes [21,11]. Otherwise, the secret itself must be changed (this
issue is discussed in Section 6).

5.1 Passive Adversary Model

In the initial setting, we present a secret sharing scheme with threshold changeability
under the passive adversary model [7].

Secret Sharing (Sha). Suppose, the dealer initiates a secret sharing protocol and
then leaves the scheme. That is, he randomly generates a polynomial f(z) € Z,[z]
of degree t — 1 in which its constant term is the secret f(0) = «, and then sends
share f(i) to player P, for 1 < i <mn [22].

Re-sharing Shares (Pre). Now, suppose the participants decide to switch to a
new threshold of ¢ > ¢ in the absence of the dealer.

1. Each player P; randomly generates a polynomial g;(z) of degree ¢ — 1 such that
its constant term is the player’s share on f(x):

9:(0) = f(@) 3)
2. Each player P; sends g¢;(j) to player P; for 1 < 4,5 < n, i.e., re-sharing the

original shares by auxiliary shares. The share-exchange matrix &, «,, where
each player generates a row and receives a column, is as follows:

g1(1)  g1(2) g1(n)

g2(1)  g2(2) g2(n)
gnxn = .

gn.(l) gn.(Q) ce gn(n)

3. At this step, a set A is determined such that it contains the identifiers of ¢
elected players. Consequently, the following constants are publicly computed:
0—3j o ,
v = H —=  where 1 < 4,j < n represent players’ ids (4)
JEA,i#] ¢=J
4. Each player P; erases his old shares, and then combines the auxiliary shares he
has received from other players to compute his new share as follows:

¢i= % (v xa) 5)

i€EA
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Secret Recovery (Rec). Now, if at least ¢’ players P; cooperate, where j € A’
and |A’| > t/, they can recover a by using the Lagrange interpolation method:

= (11 §=ixn) ®

JEA! NieAl i)

Theorem 1. The re-sharing protocol Pre for threshold changeability is secure un-
der the passive adversary model, and correctly computes secret .

Proof. Initially a set V of colluders, where |V| =t — 1, are not able to recover the
secret. In the next stage, players re-share their shares with g;(x)’s of degree t' — 1
where t' > t. Consequently, colluders cannot reconstruct any of those re-sharing
polynomials in order to reveal the good players’ shares. Finally, all players erase
their old shares to compute the new ones. Therefore, the protocol is secure under
the passive (honest-but-curious) adversary model. Now, we show its correctness:

a:Z( H O_ix%) by (6)

i
jeAr NieAr izt !

:Z( H O_ixz<%‘><gi(j)>) by (5)

jear ieA’,i;éjj_i i€EA
0—1 0—y7 .
=2 ( II - XZ( II Z._j. XQi(]))> by (4)
jea’ ieA’,i;éj] 1€A NjEAiA] J
0 _ i
> ( II = Xgi(0)> by (1)
€A Njeaizj v
0—y .
=S ( I <) by (3)
€A NjeAizj v

= f(0) by (1)

a

Ezample 2. Suppose the dealer distributes shares of f(z) = 3+2x+12 € Z19, where
t = 3, among four players as follows: f(1) = 6, f(2) = 11, f(3) = 18, f(4) = 8. The
re-sharing phase has four steps as follows:

1. Players re-share their shares with new polynomials of degree three, i.e., t’ = 4.

fi(z) =6+ + 2%+ 223 f3(x) = 18 + 32 + 222 + 23
fo(z) =11 + 22 + 2% + 323 fa(z) = 8 + 22 + 22° + 223

2. The &, xn, where each P; generates a row and receives a column, is as follows:

10 9 15 2
c 17 5 12 18
nxmn 5 2 15 12

3. At this stage, each player P; has to store four shares or players need to define
a set A (in the active adversary setting, this set only contains the identifiers of
t good participants) in order to convert these shares to a single share. Suppose
A = {Py, Py, P}, we therefore have:
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(072)(073):3 _(0—-1)(0-13)

TSaman-y f MTemne-y s 0 Mo

4. At this step, players convert their shares to a single share based on A and ~;-s,
and erase their old shares, shown in &, x,:

01(x) = (3)10 + (—3)17 + (1)5 = —16 @3(z) = (3)154 (—3)12+ (1)15=5
@2(z) = (3)9+ (—3)5 + (1)2 = 14 @a(z) = (3)2+ (—3)18 + (1)12 = —17

The original secret a can be reconstructed by the new threshold ¢’ = 4 as follows:

(0—1)(0—3)(0—4

N

(0-2)0-3)0-14),

=i aa-sa-0 Ve nese-anY
0-DO-2(0-4), . O0-1)0-20-3), _ 1
T 2600 T a a2 _g V= 16=3

5.2 Active Adversary Model

In this section, a modified version of the previous approach is illustrated which is also
secure against an active adversary. The paper [17] presents such a construction and
use it in a different context [16], e.g., for creating a proactive secret sharing scheme.
We present a similar approach in order to change the threshold, and formally prove
that it is not secure in the mobile adversary setting; although this has been stated
in [16], the authors have not provided a formal proof for this claim.

Secret Sharing (Sha). Suppose an honest dealer initiates a secret sharing scheme
by using a symmetric bivariate polynomial, i.e., he randomly generates a polynomial
f(z,y) € Zg[z,y] of degree t — 1 in which its constant term is the secret:

t—1t—1

flx,y) = Z Zaijxiyj where ago = a and Vi, j : a;; = aj;
i=0 j=0

The dealer then sends shares of P; for 1 <14 < n accordingly, and leaves the scheme:
fi(z) = f(z,w") where w is a primitive element (7)

Definition 3. In a VSS, when the dealer applies a symmetric polynomial f(x,y)
to generate shares, each pair of players P; and P; are able to check the validity
of their shares through pairwise channels. The matriz representing those values is
called pairwise check matrix.

Cosn = | T were f@) = £ @

S
—
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Since our focus is to construct a dealer-free protocol, we assume the dealer who
initiates the scheme is honest because we would like all the distributed data to be
verified shares up until the existence of the dealer. As a result of this assumption,
the pairwise check matrix must be symmetric with respect to the main diagonal
(i.e., top left to bottom right) after executing the Sha phase.

In the next re-sharing, details of the accusation and defense procedures among
players are removed to simplify the scheme; see [5,19] for details of pairwise checks.

Re-sharing Shares (Are). Now, suppose the players decide to switch to a new
threshold of ¢ > t in the absence of the dealer.

1. Each P; randomly creates a symmetric polynomial g;(z,y) of degree ¢’ — 1 s.t.:

9i(2,0) = fi(x) (9)
(a) Generate the symmetric bivariate polynomial g}(z,y), where axg = ag; =0
for 0 <k, I <t -1
(b) Extend f;(z) to a symmetric polynomial f/(z,y) by adding corresponding
y-terms.
(c) Finally, compute g;(z,y) = f/(z,y) + gi(z,y), which satisfies the condition

2. Each player P; sends g;(z,w’) to player P; for 1 < i,j < n, i.e., re-sharing
the original shares by auxiliary shares. The share-exchange matrix &, x,, where
each player generates a row and receives a column, is as follows:

gi(z,w')  gi(z,w?) - giz,w")

QQ(IL’,WI) 92(:)'],0}2) T 92(x7wn)
Enxn = : : ) :

gn(z,w')  gn(z,w?) - gn(z,w")

3. Players first perform pairwise checks on g;(x,w’) for 1 <i < n, i.e., n pairwise
check matrices. They then perform a single pairwise check, as shown below, on
9:(0,w?) to make sure that constant terms of shares are consistent with original
shares distributed by the honest dealer:

- g1(0,w?) -+ g1(0,w™) - fi@?) e fi(w™)
42(0,) wOw) |, [ 7= R
0w ga(0.w?) - ful))  fule?) o -

4. A set A is determined s.t. it contains the identifiers of ¢ good players (defined
after pairwise checks), and the following constants are publicly computed:

0—wl
v = H R where 1 < 7,5 < n represent players’ ids (10)
jediz O Y
5. Each player P; erases his old shares, and then combines the auxiliary shares he
has received from other players to compute his new share as follows:

eita) = 3 (< (o)) (11)

i€EA
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Secret Recovery (Rec). Now, if at least ¢’ players P; cooperate, where j € A’
and |A’| > t/, they can recover a by using the Lagrange interpolation method:

%

o= (I 22% x00) (12)

JEA! Ni€A it

Example 3. Shares of f(z,y) = 11+3z+3y+4x? +4y? +ay? +22y+Try+92%y? € Zy3
are initially distributed by the dealer among four players, where t = 3 and w = 2:

fi(z) = f(x,2') =7+ 8z + 322 fa(x) = f(x,2%) = 5+ 62 + 322
fa(z) = f(2,2%) = 9 + 8z + 922 fa(z) = f(x,2%) =4 + Tz + 1022
1. Players re-share their shares with g;(z,y). For the sake of simplicity, let ¢ = 3.
g1 = f] + g, = (7T+ 8z + 32 + 8y + 3¢°) + (3zy + Twy? + T2’y + 522y?)
go = fo 4 gh = (94 8z + 922 + 8y + 99°) + (Txy + Sxy? + 8x2y + T2?y?)
gs = f4+ g = (5 + 62 + 32® + 6y + 3y°) + (8xy + 5xy® + b’y + 3a°y?)
g1 = f1+ ) = (4+ Tz +102 + Ty + 10y%) + (day + 9zy? + 922y + 222y?)

2. The &,xn, where each P; generates a row and receives a column, is as follows:

9+ 3z + 1122 9+ 22 + Ta? 3+ 122 + 222 6 + 22 + 422
9 + 2z + 2 3+8x+1022 1244z 422 10+ 10z + 522
34341222 12+ z + 622 11+ 22 11 + 10z + 622
6+ 12z + 1022 10+ 11z 11+ 4z + 222 11 + 92 + 322

3. They then perform n pairwise checks on the shares that they have received.
These matrices must be symmetric with respect to the main diagonal:

0 2 9 0 0 7 11 11\/0 12 2 3 0 6 1 2
2 0 5 O 7 0 5 OJf12 0 1 4 6 0 7 4
9 5 0 5 1 5 0 7 2 1 0 7 1 7 0 2
0 0 5 0 1 0 7 0 3 4 7 0 2 4 2 0

4. Now, each P; has to store four shares or players need to define a set A, which
contains the identifiers of ¢ good players, in order to convert these shares to a
single share. Suppose A = {Py, P5, P3}, we therefore have (in mod 13):

_(0-4)(0-8) _ _(0-2)(0-8) _ _(0-2)(0—4)
N=Ffo—— =7 Yo = == = 11 ’YS—m

@-1)@2-3) (4—2)(d—3) =Y

5. Players convert their shares to a single share and erase their shares in £, xy:

o1(z) =T+ 504 2° @3(x) =5+ 11z + 82>
@a(x) = 9+ T + 5a° @a(z) = 4 + 6 + 72°
Players, say P, P3, Py, can recover the secret o by the threshold ¢’ = 3 as follows:

(0-4)(0-8)
(16 — 4)(16 — 8)

_(0-8)(0—16)
T 4—8)(a—16) (9) +

(0 — 4)(0 — 16)
(8 — 4)(8 — 16)

(5) +

(4) =11
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It is not difficult to show that, in the active adversary model, it suffices to use
the constant terms to reconstruct the secret. In other words, if at least ¢ players P;
interpolate f;(0)-s, the secret a = f(0,0) is revealed:

| fj(0)> by (1)

( 4w —w
1 M1<i<ti#j

) f(O,wj)> by (7)

< wi —wt
1 M1<i<lt,i#g

i
M-

J

Il
Mﬁ

= f(0,0) by (2)

Claim. The re-sharing protocol Are is not secure under the mobile adversary model.
This means the constant terms of the players’ shares stay the same after re-sharing;
whether we change the threshold or not.

Proof. If these constants stay the same, the mobile adversary can incrementally
collect players’ shares in different time periods in order to recover the secret. We
simply prove the equality ¢,(0) = f;(0) for P; where j € {1...n} (see Example 3).

0= (% < 5i(0.6)) by (11)

J
= ( 0= X gi(0,w )) by (10)
1IEA NJEA, z;ﬁ] tow
= ( — x gi(w, O)) symmetry
1IEA NjEA, 175J —w
(T L ﬁ»(wf‘)) by (9)
1€A <]EA,z7é] wh —w?
0—wl
=Z( [ — = )) by (8)
1I€EA NjEAiIF#]
= ](0 by (1)

g

Claim. In the re-sharing protocol Are, each player has to store several shares (this
may threaten the security of the scheme even more) unless participants agree on a
set A of good players with a cardinality exactly equal to ¢.

Proof. First of all, we should mention that if players do not agree on A, they each
need to keep n shares, as shown in Examples 3: steps 2,4,5. But this claim says,
even if players agree on a set of good players, the cardinality of this set must be
exactly t. Let assume |A| # t, we therefore have:

1. Suppose |A| > t. As a result, the number of possible combinations of |A| values
taken t at a time defines the number of possible sets of constants:

A
( ; |) =dthen ®={{v11.--m}s -, {Va1---Yae}} and |P| =d

Consequently, each player has to save d possible shares ¢;(z)-s according to
each set of constants in @.
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2. If |A| < t, then players are not able to execute this protocol since we need at
least t shares, in the fourth and fifth steps, in order to make a single share.

If ¢t = | A|, then players are able to compute a single set of constants & = {{y1 ...7:}}

because (i) = 1. As a result, each P; updates his share to a single share ¢;(z). O

6 Increasing the Threshold and Changing the Secret

In this section, we discuss how to change both the threshold ¢ and the secret «
after the initialization when the dealer no longer exists. Our goal is to generate a
new secret based on the linear combination of the previous secret at each stage, i.e.,
ai+1 = o;0; + §; where §; and 0; € Z, are unknown. (The case where §;’s and §;’s
are known is a well-known problem, called secure polynomial evaluation.)

The first problem for players is to generate verified shares of an unknown secret
in the absence of the dealer, named wverified polynomial production protocol. It is
also easy to show that the scheme can select §; = 1 in order to increase the threshold
without changing the secret at any stage. We should mention that we only present
the multiplication case since the addition is much simpler.

The proposed protocols in our constructions consist of n participants P; ... P,.
In the passive adversary model (Appendix), there are only private channels between
each pair of players, but in the active adversary setting, we also assume the existence
of a synchronous broadcast channel. Let Z, be a finite field and let w be a primitive
element in this field. All computations are performed in the field Z,.

6.1 Active Adversary Model

In the active adversary model, the general idea is to multiply the original polynomial
f(z,y) of degree t — 1 with a constant term «, by a random polynomial g(z,y) of
degree t — 1 with an unknown constant term (.

To create g(z,y), we develop a new protocol with a similarity to the initialization
method in [26,5]. In that construction, a dealer initiates a secret sharing scheme
under the assumption that t—1 < |2 |. The reason behind this assumption is that
the dishonest dealer may disrupt % of the shares in the initialization phase and % out
of the remaining % shares might be disrupted by colluders. Therefore, a suitable error
correction technique, such as the Reed-Solomon code [12], can be used to recover
the secret correctly. Our scheme is a dealer-free protocol for generating a verified
random symmetric polynomial g(z,y) under the assumption that t — 1 < [251],
where £ =t — 1 is the number of colluders that the scheme can tolerate. The reason
for this assumption is the fact that our scheme is dealer-free, therefore, % of the
entire shares can be corrupted. Suppose f(z,y) is a symmetric polynomial and
f(x,w?) is the share of each player P; in the initial setting.

Phase-1: Dealer-Free Verified Polynomial Production

1. To construct g(zx,y), t players P; are chosen based on a group agreement or a
random selection. Suppose the first ¢ players are selected, i.e., 1 < i < t¢. Each
P; generates a private random number g;; for himself. Subsequently, each pair of
players P; and P; agree on a common value g;; = g;; through private channels:
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g1 912 - Gt
Cixe = | -

gen G2 0 Gue
2. Each Py, for 1 < k <t computes his new share g (z) by the Lagrange methods:

t .
r —wl
gr(x) = E ( H o " gki)
i=1 M1<j<tiZj

In fact, shares gi(x) associated with players’ identifiers generate a symmetric
bivariate polynomial g(z,y) of degree t — 1 with an arbitrary constant term [3:

g(%w)i( 11 ngk(r)>

k=1 N1<j<t,k#j]

3. To create shares on g(z,y) for the other n — ¢ players P;, where t +1 < j < n,
the following sub-protocol is repeated n — ¢ times:

a) Each P; for 1 < i <t sends ¢;(w’) to P; to help him create his share g;(z).
J ’ I\
(b) After that, P; computes g;(x) through the interpolation of pairs (w*, g;(w?)):

gj<x>—i( I1 u‘;‘_ﬁxgxw))

i=1 M<j<tiz]

4. Each pair of players P; and P; perform the pairwise checks g;(w’) ~ gj(w?)
through secure channels. Subsequently, if P; finds that the above equality does
not hold, he then broadcasts (¢, j), that is, P; is accusing P;.

5. Each P; computes a subset I" C {1,...,n} s.t. any ordered pair (i,j) € I'x I" has
not been broadcasted (I" is a clique). The authors in [8] construct this clique
by the mazimal matching problem which has a polynomial time solution.

6. If |I'| > n—¢&, P; outputs ver; = 1, otherwise, P; outputs ver; = 0. Consequently,
if at least n — £ players output ver; = 1, g(x,y) is accepted and players proceed
to the next phase. Otherwise, another set of ¢ players is chosen to create g(z,y).

At the end of the phase-1, all good players belonging to I" have consistent shares with
respect to an unknown secret 3. We should mention that this protocol is successfully
passed if the first ¢ players act honestly even if some of them are malicious; this
is not unlikely since sometimes bad players behave honestly in some steps in order
to remain in the scheme and act maliciously during the secret recovery. As an
alternative solution, we provide another protocol which guarantees a correct solution
but tolerates less colluders, i.e., t —1 < L”T_lj , and needs t+ 1 executions of a VSS.

1. Initially, ¢t + 1 players P; are selected at random in order to act as independent
dealers; they each might be honest or malicious.

2. Each P; shares a secret, say (3;, by the VSS of [5] where the degree is ¢ — 1.
Sharing is accepted if all good players have consistent shares with respect to ;.

3. Each player locally adds shares of secrets 3;-s together. Now, each player has a
share on a symmetric polynomial of degree ¢t —1 with a constant term 8 = >_ ;.
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If a party is disqualified in the second step, another player P; can be selected to
share a new ;. It also worth mentioning that since we have t+ 1 dealers, 8 remains
secret even if ¢ — 1 colluders in our scheme reveal their (;-s.

Phase-2: Secure Multiplication of Two Secrets

In this step, each player P; simply multiplies his two shares f(z,w?) and g(x, w?)
together, and keeps the result, which is a point on the symmetric polynomial
h(z,y) = f(z,y) x g(z,y) of degree 2t — 2 with a constant term «/3. Honest players
also erase all the other values.

An obvious solution for decreasing the threshold is to reveal some shares, but
this approach forces players to save extra information along with their personal
shares, which might be a new threat to the security of the entire scheme. Therefore,
to adjust the threshold, we extend the degree reduction and randomization method
in [9] (the simplified version of [2]) to the case with bivariate polynomials.

Phase-3: Verified Degree Reduction and Randomization

1. Each P; generates a random symmetric polynomial r;(z, y) of degree t' — 1 (the
new threshold based on the players’ consensus) such that r;(z,0) = h'(z,w?).
This is similar to the first step of the protocol Are, where h'(z,w?) is the
truncation of h(z,w?), that is, terms with the degree of less than or equal to t'.
Then, player P; sends 7;(z,w?) to P; for 1 < j <n:

r1(z,w?)

T2 (.’ﬂ, w2)

ro(z,wl)  r(r,w?) o o (a,wh)

2. Parties compute the first row of a publicly known matrix V;Xln to adjust the
threshold (V,,x, is the Vandermonde matrix for [w!,w?, -+ ,w"]; Vi ; = (w!)U~D
for 1 <, <n). Suppose this vector is Vi), = (v1 va -+ v,).

3. Eventually, each player P; computes his final share by multiplying Vj, Xln by his
vector of shares. In fact, iNL(x, y) is a symmetric polynomial of degree ¢’ — 1 with
the constant term «f, and randomized coefficients compared to h(z,y):

rlga:,wg
Wz, o) = (v vy o wy) - S

(2, w”)

To recover the secret, ¢’ players P; have to collaborate in order to construct a
bivariate polynomial of degree t' — 1, where its constant term is the secret a/:

E(x,y)zz< 11 HM@,M) = R(0,0) = af

J=1 N1Ki<t!i#j
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Theorem 2. The proposed protocol for the secret and threshold changeability is
secure under the active adversary model, where t —1 < L%J and £ =t —1 is the
n—1

degree of the secret sharing polynomials (the assumption ist —1 < LTJ if the
alternative solution is used in the first phase).

Proof. The security of this protocol is similar to the proofs in [26, 5], therefore, we
just provide a further clarification. Since our polynomials remain symmetric during
all three phases, players can perform pairwise checks through secure channels at
any time during the execution of the protocol in order to detect malicious players
who deviate (similar to the first phase: steps 4,5,6). This is even simpler than the
approach in Appendix B of [9]. For the sake of simplicity, suppose 3|(n — 1), we
therefore have the following assumption for the least possible threshold ¢ (which
might be increased to ¢’ later on):

t—1<(n-1)/3
3(t—1)<n-1

¢<n-—-1
¢+1<n

¢ <n

This means there exist n players for ¢ possible faulty shares where 3¢ < n. That
is, 2¢ redundancy in the codewords. Therefore, by using the Reed-Solomon error
correction technique [12], we can correct all 2£/2 = £ faulty shares in our scheme
and interpolate a unique polynomial that encodes our secret.

If we use the alternative solution in the first phase, each P; (as an independent
dealer) may also disrupt at most ¢ — 1 shares when he is sharing an unknown f;
(otherwise he is disqualified). As a result, the protocol works under the assumption
that ¢t —1 < |21, 0

7 Conclusion

We constructed a new dealer-free dynamic scheme in the unconditionally secure
setting by applying existing techniques as well as developing new protocols. In our
constructions, participants do not need to save extra shares ahead of time, and
both the threshold and the secret (based on the linear combination of previous
secrets) can be changed to arbitrary values multiple times, which is usable in many
applications as we mentioned.

Our main construction is dealer-free, unconditional, and also is secure in the
active adversary model. In fact, it is quite challenging to design a protocol in this
setting. In other words, if one relaxes any of these assumptions, he can therefore
decrease the computation and communication complexities, for instance, by using
a trusted authority, or relying on computational assumptions such as the hardness
of factoring, or considering the simple passive adversary model.
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Appendix: Passive Adversary Model

The general idea is the same as the active adversary construction. Suppose f(i) is
the share of the player P; from the original secret sharing polynomial.

Threshold and/or Secret Changeability Protocol

1.

Based on a group agreement or a random selection, ¢ players are chosen so that
each generates a private random number for himself. In fact, these ¢ random
values associated with players’ identifiers ¢ implicitly form a polynomial g(x) of
degree t — 1 with an arbitrary constant term 3. Suppose the first ¢ players are
selected to generate g(x), i.e., 1 <i <t.

. To generate shares on g(x) for the other n — t participants, the enrollment

protocol in [19] can be used to create g(k) for the relevant players Pj. Since
t+ 1 < k < n, the following protocol is repeated n — t times:

(a) Each P; for 1 <4 <t computes his corresponding Lagrange interpolation
constant: v; = [[,;<; ;25 (k — j)/(i — j), where i, j, k are players’ ids.

(b) Subsequently, each participant P; multiplies his share ¢; by his Lagrange
interpolation constant, and randomly splits the result into ¢ portions, i.e.,
g(i)) X v =013+ Oy + -+ + Oy for 1 <4 < t.
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(c) Players exchange 0;;’s accordingly through pairwise channels. Therefore,
each P; holds t values. P; adds them together and sends the result to Py,
that iS, 05 = Zﬁzl 8j1-.

(d) Finally, P, adds these values o; for 1 < j <t together to compute his share

g(k) = 23:1 Gj-

3. At this stage, each participant P; simply multiplies his two shares f(i) and g(%)
together, and keeps the result, which is a point on h(x) = f(z) x g(z) of degree
2t — 2 with a8 as a new secret value. Players also erase all of the other values.

4. Each P; generates a random polynomial r;(x) of degree ¢ — 1 with a constant
term equal to his share, i.e., r;(0) = h(i), where ¢’ is the new threshold based on
the players’ consensus. Then P; gives 7;(j) to P; for 1 < j < n, as a result, each
player receives a vector of shares, i.e., a column in the share-exchange matrix:

ri(l)  r1(2) ri1(n)
e ro(1) r2f2) ro(n)
ra(l) a(2) raln)

5. Participants then compute the first row of a publicly known matrix V;Xln
(mod ¢) to adjust the threshold, where V,,x,, is the Vandermonde matrix, i.e.,
Vij= iU=1 for 1 < 4,j < n. Suppose this vector is foln =(vy vy -+ Vp).

6. Eventually, each player P; computes his final share by multiplying V;; Xln by his

vector of shares. In fact, h(z) is a polynomial of degree ¢ — 1 with the constant
term a3, and randomized coefficients compared to h(x):

rn(J)
To recover the secret, ¢’ participants P; have to collaborate in order to construct a
polynomial of degree ¢’ — 1, where its constant term is the new secret a:

’

E(x)zz( 11 x_ixﬁ(j)) ~  B(0)=af

, Bt Bk
J=1 M1<i<t/,i#j




