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Abstract. We propose a new general approach to the construction of on-line non-transferable
signatures introduced by Liskov and Micali. Our approach is based on an extension of designated
verifier proofs which provides interaction simulatability as opposed to transcript simulatability.
We then propose a concrete on-line non-transferable scheme which is proved secure in the stan-
dard model. Our scheme allows a less restrictive and more practical operation, is more efficient,
and meets a stronger notion of security than the previous approach by Liskov and Micali.
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1 Introduction

An ordinary signature scheme allows anyone to verify the validity of a signature using the
public key of the signer. While this property is useful in many scenarios, it might not always
be desirable. For example, a signer who signs a sensitive message might prefer to be able to
control who can verify the validity of his signature. Chaum et al. [11] addressed this with their
proposal of undeniable signatures in which a verifier is required to interact with the signer to
verify a signature. A signer furthermore has the possibility of proving a signature invalid, and
hence in a dispute, a signer will be able to either confirm or disavow a purported signature.

However, in some scenarios, a signer might become unavailable or might refuse to cooperate
with a verifier. To address this, Chaum [10] introduced designated confirmer signatures in
which a third party, the confirmer, can interact with a verifier to confirm or disavow a signature
on behalf of the signer. Furthermore, the confirmer can, in the case of a dispute, extract
a publicly verifiable signature (of the signer) from a valid designated confirmer signature.
Since their introduction, a number of undeniable schemes [9, 17, 16, 27, 23, 24] and designated
confirmer schemes [29, 5, 19, 18, 40] have been proposed.

An alternative approach was proposed by Jakobsson et al. [22] who introduced designated
verifier signatures in which only a specific verifier chosen by the signer will be convinced about
the validity of a signature. This concept was extended by Steinfeld et al. [35] who introduced
universal designated verifier signatures which allow any user (i.e. not only the signer) to con-
vert a publicly verifiable signature into a designated verifier signature for a chosen verifier.
However, these schemes do not provide a mechanism to determine the validity of a (con-
verted) signature in a dispute. In fact, most of the proposed concrete schemes (e.g. [26, 36,
25]) enable the designated verifier to construct signatures which are perfectly indistinguish-
able from signatures constructed by the signer. Hence, non-repudiation cannot be enforced
in these schemes. Lastly, Baek et al. [1] proposed another approach to universal designated
verifier signatures. In their approach, any user can convert a publicly verifiable signature from
a signer into a signature which cannot be verified independently. However, the user perform-
ing the conversion will be able to prove to any verifier, using an interactive protocol, that
the converted signature was indeed obtained from a valid signature from the signer. Unlike



the above mentioned schemes, this does not require the verifier to hold a public/private key
pair, but still cannot provide non-repudiation since there is no mechanism for proving that a
converted signature does not correspond to a valid signature from the signer.

Off-line and On-line non-transferability. All of the above mentioned schemes guarantee that
once a verifier has verified a signature and is convinced about its validity, he cannot transfer
this conviction to a third party. This is achieved by ensuring that a verifier is able to simulate
a transcript of the interaction with the signer/confirmer, and a scheme providing this property
is said to be off-line non-transferable. However, Liskov and Micali [28] pointed out that almost
all1 previous schemes relying on interactive protocols to provide off-line non-transferability
are vulnerable to on-line attacks, i.e. an attacker who is present while the verifier interacts
with a signer/confirmer might be able to determine the validity of a signature by influencing
messages sent by the verifier. A scheme preventing these types of attacks is said to be on-
line non-transferable and is constructed by enabling the verifier to interactively simulate the
interaction with a signer/confirmer. To preserve soundness of the scheme, only the verifier
should be able to simulate a proof, and to facilitate this, it is assumed the verifier holds a
public/private key pair. We note that to maintain security, it is required that the verifier knows
the private key corresponding to his public key. Assuming that verifiers are not colluding with
the attacker at the time of key registration, this can be achieved by letting the verifiers prove
knowledge of their secret key when registering their public key. We believe this assumption
is reasonable if the verifier and attacker are separate entities (note that if they are not, the
attacker can trivially learn the validity of a signature simply by interacting with the signer
as the verifier). We refer the reader to [28] for a discussion of this.

For undeniable signature schemes employing non-interactive proofs simulatable by the
verifier, off-line non-transferability trivially implies on-line non-transferability. A few prac-
tical schemes with this property have been proposed in the random oracle model [23, 21],
and recently Phong et al. [33] proposed a scheme secure in the standard model using the
proof systems by Groth and Sahai [20]. Note that an undeniable signature scheme with non-
interactive proofs is different from a designated verifier signature scheme in that a signature
is independent of the verifier(s) and that the signer is able to disavow a signature. However,
as ordinary undeniable signature schemes, these schemes rely on the signer to be on-line and
cooperative in case of a dispute, since no confirmer is involved.

Furthermore, Monnerat and Vaudenay [30] proposed an undeniable signature scheme
which uses 2-move confirm and disavow protocols and requires verifiers to hold a pub-
lic/private key pair. Their scheme is proved secure in the random oracle model. While the
used definition of non-transferability in [30] only guarantees transcript simulatability (i.e. de-
fines off-line non-transferability), the concrete scheme allows a verifier to use his private key
to simulate proofs interactively, and hence the scheme provides on-line non-transferability.
However, like in the above schemes, there is no confirmer to ensure non-repudiation if the
signer becomes off-line or refuses to cooperate.

Lastly, Liskov and Micali [28] proposed a generic construction of an on-line non-transfer-
able scheme based on an ind-cpa secure public key encryption scheme and a uf-cma secure
signature scheme. The scheme implements the functionality of a designated confirmer scheme
and is proved secure in the standard model. Although the scheme provides a combination of
functionality and security properties not provided by any previous scheme, it unfortunately

1 The scheme by Monnerat and Vaudnay [30] mentioned below is an exception.
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has a number of disadvantages. Firstly, to preserve the on-line non-transferability, a signer
has to be willing to issue “fake” signatures to anyone requesting them. This is essential
since a verifier will not be able to simulate a verification interaction without the ability
to ask the signer for fake signatures. However, this drawback clearly limits the practical
applicability of the scheme. Secondly, there is no explicit confirm protocol for the confirmer
(except extraction of a publicly verifiable signature), and the confirmer can only disavow a
signature through a protocol which is off-line and on-line transferable. Furthermore, unless
identity-based encryption is used, a signer will have to engage in a setup process with a
confirmer before signatures can be constructed. Lastly, the used unforgeability definition does
not consider the possibility of corrupted confirmers.

Our contribution. We propose a new general approach to the construction of on-line non-
transferable signatures with confirmers. Our approach is based on an extension of designated
verifier proofs which are interaction simulatable i.e. a verifier is able to simulate the interaction
of a proof to a third party (as opposed to just being able to simulate a transcript of the
interaction). When combined with a core signature scheme, this property will guarantee on-
line non-transferability (the core signature scheme implements the basic functionality of a
designated confirmer signature scheme, see Section 4 for a formal definition).

Based on this, we propose a concrete scheme which is proved secure in the standard
model2. The security of the scheme can be reduced to the computational Diffie-Hellman
problem and the decisional linear problem. Compared to the approach taken by Liskov and
Micali, our scheme has several advantages. Firstly, our scheme is proved secure in a stronger
security model which does not allow a verifier to access the signer when simulating a proof
of validity, and which requires that both signer and confirmer protocols are on-line non-
transferable. Furthermore, our security model requires unforgeability to hold in the presence
of corrupted confirmers, and guarantees that an adversary cannot impersonate either the
signer or confirmer i.e. the adversary cannot make a verifier accept a validity proof, even
for a valid signature, without holding the private key of the signer or confirmer. The latter
security property has recently become a security requirement for undeniable signatures and
designated confirmer signatures (see [24] and [40]). Lastly, our scheme does not require any
setup protocol between a signer and confirmer before signatures can be generated, and our
scheme employs efficient 3-move proof protocols and short signatures. In comparison, the
approach by Liskov and Micali requires signatures consisting of more than 3k encryptions,
where k is a (relatively large) security parameter, and these will be transferred to the verifier
in a 4-move sign/verification protocol. Like the scheme by Liskov and Micali, our scheme is
secure under concurrent attacks.

2 Preliminaries

The decisional linear problem. This decisional problem was introduced by Boneh et al. in [2],
and is defined for a group G of order p as follows: Given u, v, h, ua, vb, hc ∈ G for randomly
chosen values a, b ∈ Zp, decide if a+b = c or c is a random element of Zp. In [2], the decisional
linear problem is shown to be computationally infeasible in the generic bilinear group model.
2 We note that our concrete core signature scheme is constructed using somewhat similar techniques to the

recently proposed undeniable signature schemes in [33], but emphasize that our construction was done
independently. Furthermore, our construction supports confirmers whereas [33] does not, and unforgeability
is reduced to the CDH problem whereas [33] requires the arguably non-standard q-SDH problem.
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Sigma protocols. We use a description similar to [6]. A sigma protocol for a binary relation
R is a 3-move protocol between a prover and a verifier. Both prover and verifier receive a
common input x, but the prover receives a witness y such that (x, y) ∈ R as an additional
private input. In the first move of the protocol, the prover sends a “commitment” message
a, in the second move, the verifier sends a random “challenge” message c, and in the final
move, the prover sends a “response” message z. Given the response message, the verifier either
accepts or rejects the proof. A sigma protocol is required to have two security properties:

– Special honest verifier zero-knowledge: There exists a simulation algorithm SimΣ that given
input x and a challenge message c, outputs an accepting transcript (a, c, z)← SimΣ(x, c).
We require that the simulated (a, c, z) is perfectly indistinguishable from the transcript
of a real interaction, conditioned on the event that the verifier chooses c as his challenge
message.

– Special soundness: There exists an algorithm WExtΣ that, given two accepting transcripts,
(a, c, z) and (a, c′, z′), for input x which have the same commitment message a but different
challenge messages c 6= c′, can extract a witness y such that (x, y) ∈ R.

Trapdoor commitment schemes. We use a similar description to [15], but require perfect hiding
and a perfect trapdoor property. A trapdoor commitment scheme T = {G, Comm, TdComm, TdOpen}
is given by a generation algorithm G which, given a security parameter 1n, returns public pa-
rameters par and a trapdoor td; a deterministic commitment algorithm Comm which, given par,
a value w ∈ W and randomness r ∈ R, returns a commitment com on w (an opening of com
is simply (w, r), and a verifier checks that com = Comm(par, w, r)); a trapdoor commitment
algorithm TdComm that, given par, returns a commitment com′ and auxiliary information aux
such that the trapdoor opening algorithm TdOpen, given aux, any value w′ and the trapdoor
td, returns r′ such that com′ = Comm(par, w′, r′). We require a trapdoor commitment scheme
to have the following security properties:

– Computational binding: For (par, td) ← G(1k), the probability that any computationally
bounded adversary given par can compute (w, r, w′, r′) such that w 6= w′ and Comm(pk, w, r) =
Comm(pk, w′, r), is negligible in the security parameter 1n.

– Perfect hiding: For (par, td) ← G(1n), random r, r′ ← R, and for any w,w′ ∈ W, the
commitments Comm(par, w, r) and Comm(par, w′, r′) are distributed identically.

– (Perfect) trapdoor property: For (par, td)← G(1k), random w,w′ ←W, an honestly com-
puted commitment com ← Comm(par, w, r) where r ← R, and a commitment computed
using the trapdoor (com′, aux) ← TdComm(par) and r′ ← TdOpen(aux,w′, td), the values
(com, (w, r)) and (com′, (w′, r′)) are distributed identically.

3 Designated Verifier Proofs

Designated verifier proofs were originally introduced by Jakobsson, Sako and Impagliazzo [22],
but were not formally defined. Kudla and Paterson [23] formalized non-interactive designated
verifier proofs and used these for the construction of a designated verifier signature scheme.
In the following, we will define interactive designated verifier proofs and an extended set of
security notions for these.

Informally, the aim of a proof system is to enable a prover to convince a verifier that an
element e belongs to a language L. However, to make the proof systems applicable to the
scenario in which we intend to use them, we will make some assumptions about L. First of

4



all, we assume that a language is parameterized by a pair of public keys, and we use the
notation L(pkP ′ , pkP ′′) to mean the language parameterized by (pkP ′ , pkP ′′). A proof system
is then defined for a family of languages L consisting of the languages obtained by using
different public keys in the parameterization. To prove that e ∈ L(pkP ′ , pkP ′′) it is assumed
that the prover holds the private key corresponding to either pkP ′ or pkP ′′ . Secondly, we will
assume that elements of L(pkP ′ , pkP ′′) can be sampled using a seed s and the private key skP ′

corresponding to pkP ′ . This will be written e
s,skP ′← L(pkP ′ , pkP ′′) and we refer to (pkP ′ , skP ′)

as the primary key pair and to (pkP ′′ , skP ′′) as the secondary key pair3.
With the above assumptions, we define a designated verifier (DV) proof system P to

consist of the following algorithms:

– Setup: This algorithm outputs a set of public parameters par which includes a description
of a family of languages L and an element space E .

– KeyGen′P , KeyGen′′P , KeyGenV : These algorithms output a primary, a secondary and a
verifier public/private key pair (pkP ′ , skP ′), (pkP ′′ , skP ′′) and (pkV , skV ), respectively.

– Π: A protocol for proving that an element e ∈ E belongs to a language L(pkP ′ , pkP ′′) ∈ L.
The protocol implicitly defines a pair of interactive algorithms (P,V) run by the prover and
verifier, respectively. Both algorithms take, as common input, the public keys (pkP ′ , pkP ′′ , pkV )
where pkV is the public key of the verifier, a prover index iP ∈ {1, 2} identifying the prover
key pair held by the prover, and the element e.
• P takes, as additional input, the private prover key indicated by iP i.e. skP ′ if iP = 1

and skP ′′ if iP = 2. P interacts with V but has no local output.
• V takes no additional input besides the common input. After completion of the inter-

action with P, V outputs either accept or reject.

By Π{A↔ B} we mean that the algorithms A and B interact (i.e. exchange messages) following
the Π protocol. Hence, an honest run of the protocol using private prover key skP ′′ will be
denoted Π{P(PK, iP , e, skP ′′) ↔ V(PK, iP , e)} where PK = (pkP ′ , pkP ′′ , pkV ) and iP = 2.
Furthermore, we will let z ←2 Π{A ↔ B} denote the output of B upon completion of the
protocol, and we write sk ←iP (skP ′ , skP ′′) to denote that sk ← skP ′ if iP = 1 and sk ← skP ′′

if iP = 2.

Correctness. We require that a DV proof system is correct i.e. for all par ← Setup, all
(pkP ′ , skP ′) ← KeyGen′P , all (pkP ′′ , skP ′′) ← KeyGen′′P , all iP ∈ {1, 2} and corresponding
sk ←iP (skP ′ , skP ′′), all (pkV , skV ) ← KeyGenV and all e ∈ L(pkP ′ , pkP ′′), the interaction
z ←2 Π{P(PK, iP , e, sk)↔ V(PK, iP , e)}, where PK = (pkP ′ , pkP ′′ , pkV ), yields z = accept.

3.1 Security

The security notions for DV proof systems are interaction simulatability and soundness which
we will define in the following. Note that we adopt multi-user security definitions in which
an adversary can interact with oracles regarding a language indexed by any combination of
primary and secondary keys. This property is crucial when using the DV proof systems to
construct on-line non-transferable schemes which we require to be secure even when multiple
signers use the same confirmer. Security models only considering a fixed signer and confirmer

3 When using a proof system to construct an on-line non-transferable signature scheme, the primary and
secondary key pair will correspond to a signer and confirmer key pair, respectively (see Section 4).
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key pair might lead to schemes which are insecure in this scenario, as illustrated in [5] for
designated confirmer signatures. Our multi-user security definitions will furthermore ensure
security if signers use multiple confirmers. Lastly, note that in both security definitions, the
adversary is allowed to run multiple instances of the prove protocol concurrently.

Interaction simulatability. A DV proof system P is interaction simulatable if there exists an
algorithm Psim, taking input (PK, iP , e, skV ) where PK = (pkP ′ , pkP ′′ , pkV ) and e ∈ E is not
necessarily in L(pkP ′ , pkP ′′), such that any polynomially bounded adversary A has negligible
advantage in the experiment Expint−simP,A (n) defined in Figure 1 i.e.

|Pr[Expint-sim
P,A (n) = 1]− 1/2| < ε(n)

where ε is a negligible function of the security parameter n. In the experiment, the function
l(n) represents the number of users in the scheme which is assumed to be polynomial in
n. Furthermore, A has access to the oracles O = {Corrupt ,EGen,Prove} which are defined
below. QP ′ and QP ′′ represent lists of corrupted primary and secondary key pairs, respectively,
and will be updated in corrupt queries.

– Corrupt: given (i, P ′), (j, P ′′) or (k, V ), this oracle adds i to QP ′ or j to QP ′′ if the query
is one of the first two types. Then the oracle returns skiP ′ , sk

j
P ′′ or skkV , depending on the

query type.

– EGen: given a seed s and indices (i, j), this oracle returns an element e
s,ski

P ′← L(pkiP ′ , pk
j
P ′′).

– Prove: given e ∈ E , indices (i, j, k) and a prover index iP , this oracle interacts with A by
setting PK ← (pkiP ′ , pk

j
P ′′ , pk

k
V ), setting sk ←iP (skiP ′ , sk

j
P ′′), and running P(PK, iP , e, sk)

if e ∈ L(pkiP ′ , pk
j
P ′′). If e 6∈ L(pkiP ′ , pk

j
P ′′), the oracle returns ⊥.

It is required that the challenge prover keys are uncompromised i.e. i∗ 6∈ QP ′ and j∗ 6∈ QP ′′ ,
and A is not allowed to submit the challenge element e∗ to the Prove oracle in the experiment.
Note that A can obtain simulated proofs for e ∈ E by running Psim(PK, iP , e, skV ) himself
for any public keys PK = (pkiP ′ , pk

j
P ′′ , pk

k
V ), since he is allowed to corrupt any private verifier

key skV .

Soundness. For a proof system P, soundness is defined via the experiment ExpsoundnessP,A (n)
shown in Figure 1 where QP ′ , QP ′′ and QV are lists of corrupted primary, secondary and
verifier key pairs, respectively. In the experiment, the adversary has access to the oracles
O = {Corrupt ,EGen,Prove,Sim} which are defined as follows:

– Corrupt, EGen, Prove: defined as above in the interaction simulatability experiment, ex-
cept that the Corrupt oracle now maintains the additional list QV of corrupted verifiers.

– Sim: given e ∈ E , indices (i, j, k) and a prover index iP , this oracle interacts with A by
constructing PK ← (pkiP ′ , pk

j
P ′′ , pk

k
V ) and running Psim(PK, iP , e, sk

j
V ).

A proof system is sound if for any computationally bounded adversary A we have that

Pr[Expsoundness
P,A (n) = 1] < ε(n)

Note that this soundness definition not only captures that a prover should not be able to
make a verifier accept a proof for an element e 6∈ L(pkP ′ , pkP ′′), but also requires that a
prover not knowing the relevant private key (skP ′ if iP = 1 or skP ′′ if iP = 2) cannot make a
verifier accept, even for elements e ∈ L(pkP ′ , pkP ′′). The latter security property is referred
to as security against impersonation attacks, and has recently been defined for undeniable
signatures [24] and designated confirmer signatures [40].
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Expint-sim
P,A (n)

QP ′ ← ∅, QP ′′ ← ∅
par ← Setup(1n)
For i = 1, . . . , l(n)

(pkiP ′ , sk
i
P ′)← KeyGen′P (par)

(pkiP ′′ , sk
i
P ′′)← KeyGen′′P (par)

(pkiV , sk
i
V )← KeyGenV (par)

(i∗, j∗, k∗, i∗P , s
∗, stA)← AO(par, pk1

P ′ , . . . , pk
l
V )

PK∗ ← (pki
∗
P ′ , pk

j∗

P ′′ , pk
k∗
V )

sk∗ ←iP {sk
i∗
P ′ , sk

j∗

P ′′}
b← {0, 1}
If b = 0

e∗
s∗,ski∗

P ′← L(pki
∗
P ′ , pk

j∗

P ′′)
b′ ←2 Π{P(PK∗, i∗P , e

∗, sk∗)↔ AO(stA, e
∗)}

else

e∗
$← E

b′ ←2 Π{Psim(PK∗, i∗P , e
∗, skk

∗
V )↔ AO(stA, e

∗)}
If b = b′ return 1
else return 0

Expsoundness
P,A (n)

QP ′ ← ∅, QP ′′ ← ∅, QV ← ∅
par ← Setup(1n)
For i = 1, . . . , l(n)

(pkiP ′ , sk
i
P ′)← KeyGen′P (par)

(pkiP ′′ , sk
i
P ′′)← KeyGen′′P (par)

(pkiV , sk
i
V )← KeyGenV (par)

(i∗, j∗, k∗, i∗P , e
∗, stA)← AO(par, pk1

P ′ , . . . , pk
l
V )

PK∗ ← (pki
∗
P ′ , pk

j∗

P ′′ , pk
k∗
V )

z ←2 Π{AO(stA)↔ V(PK∗, i∗P , e
∗)}

If z = accept ∧ k∗ 6∈ QV ∧
`
e∗ 6∈ L(pki

∗
P ′ , pk

j∗

P ′′)∨
(iP = 1 ∧ i∗ 6∈ QP ′) ∨ (i∗P = 2 ∧ j∗ 6∈ QP ′′)

´
return 1

else return 0

Fig. 1. Interaction simulatability and soundness experiments

4 On-line Non-transferable Signatures

An on-line non-transferable signature scheme is defined in a similar way to a designated
confirmer signature (DCS) scheme, and involves a signer S, a verifier V and a confirmer
C. However, we consider a scheme to consist of two parts: a core signature scheme and a
set of DV proof systems. This logical separation is inspired by the construction of designated
verifier signatures by Kudla and Paterson [23], and will be useful when establishing the general
security results in Section 5. A core signature scheme is given by the following algorithms:

– Setup: Returns a set of public parameters par, including a public/private key space for
signers (PKS ,SKS) and confirmers (PKC ,SKC).

– KeyGenS , KeyGenC : Given input par, these algorithms generate a public/private key pair
for a signer (pkS , skS) and a confirmer (pkC , skC), respectively.

– Sign: Given input par, a message m, a private signer key skS and a public confirmer key
pkC , this algorithm outputs a signature σ on m.

– ExtractC : Given input par, a message m, a public signer key pkS , a secret confirmer key
skC and a signature σ ∈ {Sign(par,m, skS , pkC)}, where skS is the private key corre-
sponding to pkS , this algorithm outputs an extracted signature σ′ on m under pkS .

– Verify: Given input par, a message m, a public signer key pkS and a purported extracted
signature σ′, this algorithm outputs either accept or reject.

For given public signer and confirmer keys pkS and pkC , the Sign algorithm of the core signa-
ture scheme defines a language consisting of valid message/signature pairs i.e. L(pkS , pkC) =
{(m,σ) : σ ← Sign(par,m, skS , pkC)} where skS is the private key corresponding to pkS . The
complement language L(pkS , pkC) consists of the message/signature pairs (m,σ) for which
σ is not a valid signature on m under pkS and pkC . In the following, we will consider the
families of languages L = {L(pkS , pkC) : pkS ∈ PKS , pkC ∈ PKC} and L = {L(pkS , pkC) :
pkS ∈ PKS , pkC ∈ PKC}.
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An on-line non-transferable signature scheme defines DV proof systems P and P for L and
L i.e. for proving validity and invalidity of signatures. Note that the primary and secondary
keys of P and P correspond to the signer and confirmer keys for the core signature scheme,
respectively. It is assumed that P and P use the same type of verifier keys and share a common
KeyGenV algorithm, and that any public parameters required by the proof systems are output
together with the public parameters par of the core signature scheme.

Let Π = (P, V) and Π = (P, V) denote the proof protocols for P and P. The DV proof
systems implement the following algorithm and protocols:

– KeyGenV : This algorithm outputs a public/private verifier key pair (pkV , skV ).
– ConfirmS , ConfirmC : Both protocols correspond to running Π, but iP = 1 for ConfirmS

and iP = 2 for ConfirmC . The prover (the signer or the confirmer) runs P with private
input sk ←iP (skS , skC), and the verifier runs the corresponding algorithm V. The common
input is (PK, iP , (m,σ)) where PK = (pkS , pkC , pkV ).

– DisavowS , DisavowC : Similar to the above, both protocols correspond to running Π. The
common and private inputs are as in the confirm protocols.

With the above algorithms and protocols, an on-line non-transferable signature scheme is
defined to be the set:

S = {Setup, KeyGenS , KeyGenC , KeyGenV , Sign,
ConfirmS , ConfirmC , DisavowS , DisavowC , ExtractC , Verify}

Note that the above description requires that both the signer and confirmer can confirm and
disavow a signature. However, this might not be needed in many practical scenarios, and, in
comparison, many DCS schemes (e.g. [29, 5, 19, 18]) are defined for a restricted functionality in
which only the confirmer can disavow a signature. In the above description, this corresponds
to using a proof system P which only supports proofs where iP = 2. Some schemes (e.g. [38]
and Liskov and Micali’s scheme) furthermore restrict the functionality by only requiring that
the signer proves validity of a signature at the time of signing i.e. ConfirmS and Sign are
combined into a single interactive protocol ConfirmedSign in which the verifier obtains a
signature and will be convinced about its validity, and the signer is not required to be able to
prove validity of a signature at a later stage. For the general results presented in Section 5, we
will consider all three types of schemes, but we will restrict the last type to schemes in which
a signer can generate a signature independently of the verifier i.e. ConfirmedSign consists
of two stages: signature generation performed only by the signer, followed by an interactive
proof of validity. However, we allow a signer to make use of the randomness from the signature
generation stage as an additional private input in the interactive proof of validity. For such
schemes, the language L is defined using a modified ConfirmedSign which only executes the
signature generation stage and terminates.

The security definitions in Section 3.1 and Section 4.1 can easily be modified to model the
security of these schemes by restricting the type of oracle queries an adversary can make.

4.1 Security of Core Signature Scheme

Unforgeability. For a core signature scheme S, unforgeability is defined via the experiment
Expuf-cma

S,A (n) shown in Figure 2, where QS denotes the set of compromised signers and Qσ
denotes the set of tuples (i, j,m, σ) where σ was returned by the signing oracle on a request
for a signature on m under (pkiS , pk

j
C). In the experiment A has access to the following oracles:
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Expuf-cma
S,A (n)

QS ← ∅, Qσ ← ∅
par ← Setup(1n)
For i = 1, . . . , l(n)

(pkiS , sk
i
S)← KeyGenS(par)

(pkiC , sk
i
C)← KeyGenC(par)

(pkiV , sk
i
V )← KeyGenV (par)

(i∗, j∗,m∗, σ∗)/(i′,m′, σ′)← AO(par, pk1
S , . . . , pk

l
V )

// forgery of ordinary signature
If i∗ 6∈ QS ∧ (i∗, j∗,m∗, σ∗) 6∈ Qσ∧

(m∗, σ∗) ∈ L(pki
∗
S , pk

j∗

C )
return 1

// forgery of extracted signature

z ← Verify(pki
′
S ,m

′, σ′)
If i′ 6∈ QS ∧ (i′,−,m′,−) 6∈ Qσ ∧ z = accept

return 1
else return 0

Expinv-cma
S,A (n)

QS ← ∅, QC ← ∅
par ← Setup(1n)
For i = 1, . . . , l(n)

(pkiS , sk
i
S)← KeyGenS(par)

(pkiC , sk
i
V )← KeyGenC(par)

(pkiV , sk
i
V )← KeyGenV (par)

(i∗, j∗,m∗, stA)← AO(par, pk1
S , . . . , pk

l
V )

b
$← {0, 1}

If b = 0 σ∗
$← Sσ

else σ∗ ← Sign(par,m∗, ski
∗
S , pk

j∗

C )
b′ ← AO(stA, σ

∗)
If b = b′

return 1
else return 0

Fig. 2. Unforgeability and invisibility experiments

– Corrupt : Given (i, S), (j, C) or (k, V ), this oracle adds i to QS in the first case, and returns
skiS , skjC or skkV , depending on the input.

– Sign: Given a signer index i, a confirmer index j and a message m, this oracle computes
σ ← Sign(par, pkjC , sk

i
S ,m), adds (i, j,m, σ) to Qσ and returns σ.

– ConfirmS ,ConfirmC : Given indices i, j, k, a prover index iP , a message m and a signature
σ, this oracle returns ⊥ if (m,σ) 6∈ L(pkiS , pk

j
C). Otherwise, the oracle interacts with A

by setting PK ← (pkiS , pk
j
C , pk

k
V ), sk ←iP (skiS , sk

j
C) and running P(PK, iP , (m,σ), sk).

– DisavowS ,DisavowC : Given indices i, j, k, a prover index iP , a message m and a signature
σ, this oracle returns ⊥ if (m,σ) ∈ L(pkiS , pk

j
C). Otherwise, the oracle interacts with A

by setting PK ← (pkiS , pk
j
C , pk

k
V ), sk ←iP (skiS , sk

j
C) and running P(PK, iP , (m,σ), sk).

Since A is allowed to corrupt all confirmers and verifiers while trying to construct a forgery,
he can extract signatures and run simulated versions of the confirm and disavow protocols by
himself, and it is not needed to provide A with oracles for these tasks. A scheme is said to be
unforgeable if

Pr[Expuf-cma
S,A (n) = 1] < ε(n).

Note that an extracted signature is not tied to a confirmer, and hence, for a forgery of an
extracted signature, it is required that A did not submit the sign query (i∗, j,m∗) for any
confirmer index j.

A scheme which is secure against adversaries not making any confirm or disavow queries
is said to be unforgeable against passive adversaries. In case a scheme combines Sign and
ConfirmS in a single protocol ConfirmedSign, we use a modified version of ConfirmedSign
which only generates a signature and halts, when considering passive adversaries. When dis-
tinction is required, we refer to non-passive adversaries as active adversaries.

Invisibility. For a core signature scheme S, invisibility is defined via the experiment Expinv-cma
S,A (n)

shown in Figure 2, where QS and QC are the sets of compromised signers and confirmers, re-
spectively, and Sσ is the signature space. In the experiment, A has access to the same oracles
as in the unforgeability game, but is also given access to an additional extraction oracle:
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– Extract : Given indices i, j and a message/signature pair (m,σ) ∈ L(pkiS , pk
j
C), the oracle

returns the extracted signature σ′ ← Extract(pkiS , sk
j
C ,m, σ). If (m,σ) 6∈ L(pkiS , pk

j
C),

the oracle returns ⊥.

Furthermore, A is not allowed to compromise the challenge signer or prover (i.e. it is required
that i∗ 6∈ QS , j∗ 6∈ QC), or submit the received challenge signature σ∗ to the Confirm, Disavow
or Extract oracles. A scheme is invisible if

|Pr[Expinv-cma
S,A (n) = 1]− 1/2| < ε(n)

Invisibility against passive adversaries is defined in a similar way to unforgeability against
passive adversaries.

4.2 Security of Combined Scheme

Ideally, when combining a secure (i.e. unforgeable and invisible) core signature scheme with a
set of secure (i.e. interaction simulatable and sound) proof systems, the proof systems would
maintain their security properties. However, this is not obvious since a potential adversary
will have access to additional information such as extracted signatures and proofs of elements
not belonging to a language.

To address this concern, we define an extension of the previously given security notions for
a proof system P. We now assume that the language L is defined by a core signature scheme
and that a corresponding proof system P for L with a prove protocol Π = (P, V) is defined.
For this proof system we consider the oracles Prove and Sim which are defined in a similar
way to the oracles Prove and Sim in the soundness experiment, but for L. We additionally
consider the oracle Extract defined as in the invisibility experiment.

Definition 1 A proof system P is said to be interaction simulatable (sound) against an
adversary with full oracle access, if the proof system is secure according to the definition
in Section 3.1 while the adversary has access to the additional oracles {Prove,Sim,Extract}.

In the interaction simulatability experiment, the adversary is not allowed to submit the chal-
lenge element to the Prove or Extract oracle. (Note that the definition is also applicable when
P implements the disavow protocol.)

We say that an on-line non-transferable signature scheme is secure if it consists of an
unforgeable and invisible core signature scheme, and the confirm and disavow protocols are
implemented with DV proof systems which are interaction simulatable and sound against
adversaries with full oracle access. Note that this interpretation of on-line non-transferability
is stronger than that of Liskov and Micali [28] in that both the confirm and disavow protocols
are required to be interaction simulatable and a verifier is required to be able to simulate a
proof without access to the signer.

5 Construction of DV Proof Systems

Our approach to the construction of DV proof systems is inspired by the original approach
by Jakobsson et al. [22] and is both simple and intuitive. The approach is furthermore closely
related to the construction of efficient zero-knowledge proofs in the auxiliary string model
[15]. The proof systems are based on sigma protocols which are modified using a trapdoor
commitment scheme to make them usable in a designated verifier setting. More specifically,
a prover and a verifier interact as follows.
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1. The prover chooses a random value w from the challenge space of the sigma protocol,
computes com ← Comm(par, w, r) for random r, and sends com together with the first
message a of the sigma protocol to the verifier.

2. The verifier then sends a random challenge c to the prover.
3. The prover uses c + w as a challenge instead of c and sends the opening (w, r) together

with the last message z of the sigma protocol to the verifier. The verifier checks that w
is in the challenge space for the sigma protocol, checks that com = Comm(par, w, r), and
accepts if (a, c+ w, z) is an accepting transcript of the sigma protocol.

It is assumed that the commitment scheme allows commitments to all possible challenge values
of the sigma protocol. The parameters and trapdoor (par, td) of the commitment scheme will
be used as the public/private key pair (pkV , skV ) of the verifier. Hence, using skV , the verifier
will be able to use a predetermined challenge value in the above interaction, and will thus
have the ability to simulate the proof interactively.

However, this is not sufficient for proving our constructions secure. Essentially the problem
is that an adversary can request to interact with Psim in the soundness experiment, choosing
any element as input (even elements e 6∈ L(pkS , pkC)). This type of query can be difficult
to handle for a simulator not knowing the trapdoor of the commitment scheme, whereas
a simulator knowing the trapdoor might not gain sufficient information from an adversary
breaking the security of the proof system.

To overcome this problem, we introduce a stronger binding property for the used com-
mitment scheme. Specifically, we require that for any computationally bounded algorithm A,
the probability

Pr[(par, td)← G(1k); (w, r, w′, r′)← AOc,Oo(par) : w 6= w′∧Comm(par, w, r) = Comm(par, w′, r′)]

is negligible in the security parameter n when A has access to a commit and an open oracle,
Oc and Oo, which behave as follows: upon request, Oc computes (com, aux)← TdComm, stores
aux and returns com to A. Given a commitment com returned by Oc and a value w, Oo
retrieves aux and returns r ← TdOpen(aux,w, td) i.e. com = Comm(par, w, r). The adversary
is only allowed to query Oo with a commitment com obtained from Oc, and is not allowed to
make more than one query to Oo for a given commitment com.

Informally, this enhanced security notion requires that the commitment scheme is binding
even though the adversary is allowed to choose how a polynomial number of commitments
should be opened, after seeing these commitments. We say that a trapdoor commitment
scheme is binding under selective trapdoor openings if it satisfies the above property. Com-
mitment schemes providing this type of security will play an important role in our security
proofs.

It is fairly easy to show that Pedersen’s commitment scheme [32] is binding under selective
trapdoor openings assuming the one more discrete logarithm problem is hard. However, to
obtain a commitment scheme which can be shown secure only assuming the ordinary discrete
logarithm problem is hard, we can make use of the following “double trapdoor” extension
also used to strengthen signatures [37] and improve on-line/off-line signatures [4, 8]:

– G: Given 1n, pick a group G of prime order p such that 2n < p < 2n+1, and furthermore
pick a generator g ← G and random x1, x2 ← Zp. Compute h1 ← gx1 and h2 ← gx2 , and
set the public parameters to par ← (G, g, h1, h2) and the trapdoor to td← (x1, x2).

– Comm: Given a value w ∈ Zp, pick random r1, r2 ← Zp and compute a commitment to w
as com← gwhr11 h

r2
2 . (The opening of com is (w, r1, r2).)
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– TdComm: Pick random r ← Zp and set com← gr and aux← r.
– TdOpen: Given com, a corresponding aux, the trapdoor td = (x1, x2) and a value w, pick

random r1 ← Zp, compute r2 ← (aux− w − x1r1)/x2, and return the opening (w, r1, r2)

Theorem 2 Assume the discrete logarithm problem is hard in G. Then the above commitment
scheme is binding under selective trapdoor openings.

The proof of this theorem is relatively straight forward, and we omit the details here.

5.1 Security

By making a few assumptions about the core signature scheme and how the DV proof systems
are constructed, we can obtain some general security results which will greatly simplify the
security proofs of our concrete constructions. More specifically, let S be a core signature
scheme. We assume that, given a public confirmer key pkC of S, it is infeasible to compute
the corresponding private key, even with access to a signature validity oracle which, given a
public/private signer key pair (pkS , skS), a message m and a signature σ, returns 1 if σ is
a valid signature on m under (pkS , pkC), and returns 0 otherwise. Note that this oracle is
trivial to implement if the validity of a signature can be determined knowing only skS , and
in this case, the assumption is equivalent to assuming that a private confirmer key cannot
be computed from the corresponding public key. However, for schemes in which knowledge of
the randomness used to construct a signature is required for the signer to prove validity, skS
alone might not be sufficient to determine the validity of a signature, and the validity oracle
might provide non-trivial information4. We will refer to this property as extended key security
for confirmers.

We will furthermore make some assumptions about how the DV proof systems are con-
structed. Let L be the family of languages of valid signatures indexed by a public signer and
confirmer key, and assume that Σ′ and Σ′′ are sigma protocols with the following properties:

– Given common input (pkS , pkC ,m, σ), both Σ′ and Σ′′ prove the validity of (m,σ) under
(pkS , pkC).

– The private prover input in Σ′ is a value x such that (x,m, σ) can be used to construct a
selective forgery on any message m′.

– The private prover input in Σ′′ is the private confirmer key skC .

It is assumed that Σ′ and Σ′′ have special soundness i.e. the private prover input specified
above can be extracted from two transcripts with the same commitment message but different
challenge messages, and Σ′ and Σ′′ are furthermore assumed to be special honest verifier zero-
knowledge. Then let DV-Σ′ and DV-Σ′′ be the protocols obtained from modifying Σ′ and Σ′′

as described in the previous section, using a trapdoor commitment scheme T which is binding
under selective trapdoor openings, is perfectly hiding and has a perfect trapdoor property5.
Finally, let P be a proof system for the family of languages L using a proof protocol Π that
executes DV-Σ′ if iP = 1 and executes DV-Σ′′ if iP = 2. Similarly, let P be a proof system
for L, constructed using the sigma protocols Σ′ and Σ

′′ with similar properties to Σ′ and
4 Note that since it is required that a confirmer can prove the validity of a signature without any special

knowledge besides his private key, it follows that skC alone is sufficient to determine validity of a signature.
5 We assume that given the same security parameter 1n as the core signature scheme, the trapdoor commit-

ment scheme will generate (par, td) that allows commitments to values in the challenge space of Σ′ and
Σ′′.
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Σ′′, except that they prove the invalidity of a signature. Then the following results can be
obtained.

Theorem 3 Assume that S is invisible against passive adversaries. Then P (P) constructed
above is an interaction simulatable DV proof system for L (L).

Theorem 4 Assume that S is unforgeable against passive adversaries and provides extended
key security for confirmers. Then P (P) constructed above is a sound DV proof system for L
(L).

The proofs of the above theorems can be found in Appendices A and B, respectively. Note
that although the proofs of the above theorems consider the most general type of on-line non-
transferable signature schemes, it is easy to verify that the proofs are applicable for schemes
which implement a more limited functionality as discussed in Section 4. Especially note that
the simulator in the proofs is not assumed to be able to determine validity of a signature
using skS alone, and is not required to interact in ordinary proofs with iP = 1 for signatures
not constructed by the simulator himself, making it easy to verify that the proofs are valid
for the third type of scheme discussed in Section 4.

The above theorems show that the constructed DV proof systems are secure when con-
sidering the proof systems themselves, but do not guarantee security when the adversary has
access to additional information provided by a combined scheme as discussed in Section 4.2.
However, Theorem 3 can easily be extended to the following results.

Theorem 5 Assume that S is invisible against passive adversaries. Then P and P con-
structed above are interaction simulatable against adversaries with full oracle access.

Likewise, it is possible to extend Theorem 4, but to handle extract queries correctly, an
additional assumption is needed. More specifically, we assume there exists an algorithm
SimExtract that given the private signer key skS and a valid signature (m,σ) ∈ L(pkS , pkC),
computes an extracted signature σ̂ ← SimExtract(pkS , pkC , skS , (m,σ)) such that σ̂ = σ′ ←
Extract(pkS , pkC , skC , (m,σ)) i.e. extracted signatures can be computed knowing skS6. With
this assumption, the following theorem can be obtained.

Theorem 6 Assume that S is unforgeable against passive adversaries and provides extended
key security for confirmers, and the above assumption holds about S. Then P and P are sound
against adversaries with full oracle access.

Given the proofs of Theorem 3 and 4, the proofs of the above theorems are relatively easy
extensions (using the additional assumption for Theorem 6), and are omitted here.

The techniques used in the proof for Theorem 3 and 4 can furthermore be used to extend
the security for the core signature scheme. As above, this extension is fairly simple, and the
proofs of the following theorems will be omitted.

Theorem 7 Assume that S is unforgeable against passive adversaries, and that P and P con-
structed above implement the Confirm and Disavow protocols. Then S is unforgeable against
active adversaries.
6 Note that this assumption does not necessarily mean that the validity of a signature can be determined

using skS , since a valid extracted signature might also be obtained from an invalid original signature when
extraction is done using skS .
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Theorem 8 Assume that S is unforgeable and invisible against passive adversaries, and that
P and P constructed above implement the Confirm and Disavow protocols. Then S is invisible
against active adversaries.

Like Theorems 3 and 4, it is fairly easy to verify that similar results to Theorems 5, 6, 7 and
8 hold for schemes implementing a restricted functionality.

With the above theorems, the task of constructing an on-line non-transferable signature
scheme has been reduced to the simpler task of constructing a passively secure core signature
schemes in which validity and invalidity of a signature can be proved using sigma protocols
with the above stated properties.

6 Concrete On-line Non-transferable Scheme

Our concrete on-line non-transferable signature scheme is based on an adaptation of Waters’
signatures [39] combined with the technique by Boneh, Shen and Waters [3]. The scheme
belongs to the third type of scheme discussed in Section 4 in that only the confirmer is able
to disavow a signature, and Sign and ConfirmS are implemented in a single ConfirmedSign
protocol.

In our description of the confirm and disavow protocols, we will make use of the notation
Σ{(x, y) : gx = h ∧ uy = j ∧ vx+y = k} to denote a sigma protocol in which the prover gets
the private prover input (x, y) and proves to a verifier that the equalities gx = h, uy = j
and uxvy = k hold for group elements g, u, h, j ∈ G and v, k ∈ G′ (G and G′ might be
different groups of the same order). It is well known that such sigma protocols can be obtained
by combining multiple instances of Schnorr’s protocol for proving knowledge of a discrete
logarithm [7]. Furthermore, we will make use of a sigma protocol of the form Σ{(x, y) : ux =
g ∧ vy = g ∧ axby 6= c}. Such a protocol can be implemented using a similar technique to
the protocol for proving in-equality of discrete logarithms by Camenish and Shoup [6] i.e. a
prover and verifier interact as follows:

– The signer picks random r, computes C ← (axby/c)r and sends C to the verifier.
– The signer and verifier then interact in the protocol Σ{(α, β, γ) : uαg−γ = 1 ∧ vβg−γ =

1 ∧ aα bβc−γ = C} where α = xr, β = yr and γ = r.

The value C can be sent together with the first message of the sigma protocol in the second
step to obtain a 3-move protocol. To see that the above protocol is special honest verifier
zero-knowledge and has special soundness, similar arguments to [6] can be used, and we
refer the reader to [6] for the details. Lastly we assume that a trapdoor commitment scheme
T = (G, Comm, TdComm, TdOpen) is given7, and we let DV-Σ denote the sigma protocol Σ
modified as described in Section 5 using T .

Our concrete on-line non-transferable signature scheme S is defined as follows:

– Setup: Choose bilinear groups (G,GT ) of prime order p, a bilinear map e : G×G→ GT

and generator g of G. Furthermore, choose a collision resistant hash function family H =
{Hk : {0, 1}∗ → Zp} indexed by a key k ∈ K. Return par = (G,GT , e, p, g,H).

7 The commitment scheme presented in Section 5 satisfies all needed requirements, but to simplify the pre-
sentation we use a generic description.
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– KeyGenS(par) : Pick α ← Zp, set g1 ← gα, and pick g2, h ← G. Furthermore, pick
u0, . . . , un ← Zp, set Ui ← gui , and define F (m) = U0

∏n
i=1 U

mi
i where mi is the ith

bit of m8. Finally pick a hash key k ∈ K and return pkS = (k, g1, g2, h, U0, . . . , Un) and
skS = (gα2 , u0, . . . , un).

– KeyGenC(par) : Pick x, y ← Zp and set u← gx
−1

and v ← gy
−1

. Return pkC = (u, v) and
skC = (x, y).

– KeyGenV (par): Compute (par, td)← T .G(1n) and return (pkV , skV ) = (par, td).
– ConfirmedSign : Firstly, given input (par, pkS , skS , pkC ,m), where pkC = (u, v) and
skS = (gα2 , u0, . . . , un), the signer constructs a signature by picking a, b, s← Zp, computing
t ← Hk(pkC ||ua||vb||m) and M = gths, and setting σ = (ua, vb, gα2F (M)a+b, s). The
signature σ is then sent to the verifier.
The signer and verifier then interact in the following protocol with (par, pkS , pkC , pkV ,m, σ)
as common input and the random choices (a, b) as private input to the signer.

DV-Σ{(a, b) : ua = σ1 ∧ vb = σ2 ∧ e(g, F (M))a+b = e(g, σ3)/e(g1, g2)}

where M is computed as in the above.
– Extract(par, skC ,m, σ) : Let σ = (σ1, σ2, σ3, s) and skC = (x, y). Return the extracted

signature σ′ = (pkC , σ1, σ2, σ
x
1σ

y
2 , σ3, s).

– Verify(par, pkS ,m, σ′) : Let pkS = (k, g1, g2, h, U0, . . . , Un) and σ′ = (pkC , σ1, σ2, σ
′
3, σ3, s),

and return accept if e(g, σ3) = e(g1, g2)e(σ′3, F (M)) whereM = gths and t = Hk(pkC ||σ1||σ2||m).
– ConfirmC : Given (par, pkS , pkC , pkV ,m, σ) as common input, where pkS = (k, g1, g2, h, U0, . . . , Un),

the confirmer uses private input skC = (x, y) and interacts with the verifier in the protocol

DV-Σ{(x, y) : ux = g ∧ vy = g ∧ e(σ1, F (M))xe(σ2, F (M))y = e(g, σ3)/e(g1, g2)}

where M = gths and t = Hk(pkC ||σ1||σ2||m).
– DisavowC : Given common and private input as in ConfirmC , the confirmer interacts with

the verifier in the protocol

DV-Σ{(x, y) : ux = g ∧ vy = g ∧ e(σ1, F (M))xe(σ2, F (M))y 6= e(g, σ3)/e(g1, g2)}

where M = gths and t = Hk(pkC ||σ1||σ2||m).

The following theorem reduces the unforgeability against passive adversaries of the above
scheme to the unforgeability of Waters’ signature scheme [39]. We refer the reader to [39] for
a full description of this well known signature scheme.

Theorem 9 Assume that the Waters’ signature scheme [39] is unforgeable, H is a collision
resistant hash function family, and the discrete logarithm problem is computationally hard in
G. Then the above on-line non-transferable signature scheme S is unforgeable against passive
adversaries.

Note that in [39], Waters’ signatures are proved unforgeable assuming the computational
Diffie-Hellman problem is hard, and that collision resistant hash functions can be constructed
using this assumption as well [14]. The proof of the above theorem follows a similar strategy
to [3], and will be given in the full version of the paper.

8 We assume that the description of elements in G is less than n bits long.
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Theorem 10 Assume that the above on-line non-transferable signature scheme S is unforge-
able against passive adversaries, and that the decisional linear problem is computationally
hard in G. Then S is invisible against passive adversaries.

The proof of the above theorem can be found in Appendix C.
From the above description, it is easy to see that the proof systems used to implement

the confirm and disavow protocols are constructed as described in Section 5 and that the
underlying sigma protocols satisfy the given requirements. However, before Theorem 4 can be
applied, we need to verify that the scheme provides extended basic key security for confirmers.
To see this, note that given the private signer key sk = (gα2 , u0, . . . , un), only the discrete
logarithm x = logu g of the private confirmer key is needed to check validity of a signature9,
but an adversary recovering the full private confirmer key will have to compute y = logv g
as well. Hence, it is easy to reduce such an adversary to an algorithm computing discrete
logarithms in G. Furthermore, since knowledge of skS is sufficient to compute an extracted
signature from a valid ordinary signature10, the requirements for Theorem 6 are satisfied as
well. Hence, Theorems 3, 4, 5, 6, 7 and 8 are all applicable, and we conclude that the above
scheme is a secure on-line non-transferable signature scheme.

7 Conclusion

We have presented a new approach to the construction of on-line non-transferable signature
schemes based on an extension of designated verifier proofs. Furthermore, we have proposed
a concrete scheme that is provably secure in the standard model, is more efficient and meets
a more natural and higher level of security than the proposal by Liskov and Micali.
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A Proof of Theorem 3

Proof. Since the proof for P is almost identical to the proof for P, only the latter is given
here. Furthermore, to simplify notation, we assume that Σ′ and Σ′′ share the same challenge
space.

The algorithm Psim(PK, iP , skV , e), where PK = (pkS , pkC , pkV ), iP ∈ {1, 2} and e =
(m,σ), is constructed as follows:

1. Pick a random challenge c and set (a, c, z) ← SimΣ′((pkS , pkC , pkV , e), c) if iP = 1 and
(a, c, z) ← SimΣ′′((pkS , pkC , pkV , e), c) if iP = 2. Compute a commitment (com, aux) ←
TdComm(pkV ), and send (a, com) as the first message.

2. Upon receiving a challenge c′, compute w′ = c − c′ and r′ = TdOpen(aux,w′, skV ), and
send (w′, r′, z) as a response.

It is easy to verify that the above algorithm will cause an honest verifier to accept.
We will now show that the interaction of a simulated proof is indistinguishable from the

interaction of a real proof. This will play a key role in the following proofs.

Lemma 11 Assume the commitment scheme T has a perfect trapdoor property, and that Σ′

and Σ′′ are special honest verifier zero-knowledge. Then the interactions of P and Psim are
perfectly indistinguishable.

Proof. Consider the experiment Expint-sim
P,A defined in Figure 1. Let Expint-sim′

P,A be an experiment
similar to Expint-sim

P,A but with the change that the challenge element is generated honestly if
b = 1 instead of being picked at random from the element space i.e. e∗ ← E in line 16 is

replaced with e∗
s,ski← L(pkiP ′ , pk

j
P ′′). Furthermore, let Expint-sim′-b

P,A be the experiment in which
the challenge bit b is chosen. We will now show that the view of a distinguisherA in experiment
Expint-sim′-0

P,A is distributed identically to the view of A in experiment Expint-sim′-1
P,A . This is done

by considering the following sequence of games.

Game0 This game is identical to the experiment Expint-sim′-0
A,P .

Game1 In this game, we change how the commitment in P is computed and opened when
interacting with A in the proof of validity for the challenge element e∗. Firstly, a random
value c∗ from the challenge space of the sigma protocols Σ′ and Σ′′ is picked in the
beginning of the experiment. Then, in the first message of P, a commitment (com′, aux)←
TdComm(pkk

∗
V ) is sent to A instead of an honestly computed commitment. When A sends a

challenge c′, the trapdoor skk
∗
V is used to compute r′ ← TdOpen(aux, c∗−c′, skk∗V ), and the

opening (c∗ − c′, r′) is sent to A in the last message. Since c∗ − c′ is distributed uniformly
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in the challenge space, and the commitment scheme provides a perfect trapdoor property,
the values (com′, (c∗−c′, r′)) must be distributed identically to the corresponding values in
Game0, and hence, the view of A must be distributed identically to the view in Game0.

Game2 In this game, we change how the messages of the underlying sigma protocols are com-
puted when interacting with A in the proof of validity for the challenge element e∗. Before
interacting with A, the simulated transcript (a, c∗, z)← SimΣ′((pki

∗
S , pk

j∗

C , pk
k∗
V , e

∗), c∗) if
i∗P = 1 or (a, c∗, z) ← SimΣ′′((pki

∗
S , pk

j∗

C , pk
k∗
V , e

∗), c∗) if i∗P = 2 is computed. Then the
messages (a, z) is used in the interaction with A instead of honestly following Σ′ or Σ′′.
Since both Σ′ and Σ′′ are assumed to be special honest verifier zero-knowledge, (a, z) are
perfectly indistinguishable from messages in a real interaction using challenge message c∗,
and the view of Amust be distributed identically to the view in Game1. However, Game2

is identical to Expint-sim′-1
A,P , and since the above yields that the view of A is distributed

identically in Game0 and Game2, we conclude that the interactions of P and Psim are
perfectly indistinguishable. ut

With the above lemma, it becomes easy proving the DV proof system interaction simulat-
able assuming the core signature scheme is invisible against passive attacks, since, intuitively,
an adversary can only win by distinguishing an element of L(pkS , pkC) from a random element
of E .

We construct an invisibility adversary Binv from an interaction simulatability adversary
A as follows. Firstly, Binv is given public parameters par and a list of public keys PK as a
part of an invisibility experiment, and runs A with input (par, PK). While A is running, Binv
answers Corrupt queries by forwarding these to his own corrupt oracle. EGen queries (i, j, s)
are answered by forwarding the submitted seed s and (i, j) to Binv’s own Sign oracle and
returning the obtained signature/message pair (s, σ). Prove queries are answered as follows.

– Given input the indices i, j, k, a prover index iP and an element e = (m,σ), Binv submits
(i, j,m, σ) to his Extract oracle. If the oracle returns ⊥, Binv returns ⊥ to A. Otherwise,
σ must be a valid signature on m under pkiS and pkjC . Binv then obtains skkV through
his Corrupt oracle and interacts with A by running Psim((pkiS , pk

j
C , pk

k
V ), iP , e, skkV ). As

shown in the above lemma, this interaction is perfectly indistinguishable from running P,
and will not affect the success probability of A since e = (s, σ) corresponds to a valid
signature.

At some point A outputs a challenge seed s∗ and indices i∗, j∗, k∗, and Binv forwards (i∗, j∗, s∗)
as his own challenge message. Binv then obtains a challenge signature σ∗, forwards e∗ = (s∗, σ∗)
as the challenge element toA, and then interacts withA by running Psim((pki

∗
S , pk

j∗

C , pk
k∗
V ), i∗P , e

∗, skk
∗
V ).

Note that if e∗ corresponds to a valid signature, this is perfectly indistinguishable from running
P((pki

∗
S , pk

j∗

C , pk
k∗
V ), i∗P , e

∗, sk) where sk ←i∗P
(ski

∗
S , sk

j∗

C ) due to Lemma 11.
After having received e∗, A can ask additional queries which Binv answers as above. When

A terminates with output b, Binv returns b.
From the above, it is clear that an adversary A with non-negligible success probability

will lead to Binv having non-negligible success probability. Hence, assuming the core signature
scheme is invisible against passive adversaries, P must be interaction simulatable. ut

B Proof of Theorem 4

Proof. Since the proof for P is almost identical to the proof for P, only the latter is given
here.
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Assume an adversary A that breaks the soundness of the proof system P exists. Using
A, we will show how to construct algorithms that either break the binding under selective
trapdoor openings property of the commitment scheme, break the extended key security for
confirmers, or forge a signature of the core signature scheme.

Firstly, we consider a simple simulator B that interacts with A in the soundness exper-
iment. For a security parameter 1n, B generates public parameters par ← Setup(1k) and
primary, secondary and verifier key pairs (pkiS , sk

i
S)← KeyGenS , (pkjC , sk

j
C)← KeyGenC and

(pkkV ), skkV )← KeyGenV for 1 ≤ i, j, k ≤ l. Then B runsA with input par and {pkiS , pkiC , pkiV }i,j,k=1...l.
Since B knows all private keys, Corrupt, EGen, Prove and Sim queries can be answered

as in the ordinary soundness experiment. Eventually, A outputs a challenge element e∗ =
(m∗, σ∗), indices i∗, j∗, k∗ and a prover index i∗P . B then interacts with A by running the algo-
rithm V((pki

∗
P , pk

j∗

C , pk
k∗
V ), i∗P , e

∗). Since A is a assumed to be a successful adversary, the result-
ing verifier output will be accept with non-negligible probability. B then rewinds A, and using
the same random tape, replays the interaction withA but providesA with a different challenge
when running V((pki

∗
P , pk

j∗

C , pk
k∗
V ), i∗P , e

∗) to obtain two transcripts, ((a, com), c, (z, w, r)) and
((a, com), c′, (z′, w′, r′)). It is not obvious that two accepting transcripts can be obtained like
this. However, as shown in [15], this can be achieved with non-negligible probability assuming
A succeeds with non-negligible probability. We refer the reader to [15] for the details of this
observation.

Let compS and compC be the events that A compromises pki
∗
S and pkj

∗

C , respectively. We
will now consider the following four scenarios:

w 6= w′ w = w′ ∧ i∗P = 1 ∧ ¬compS
w = w′ ∧ (i∗P = 1 ∧ compS ∨ i∗P = 2 ∧ compC) w = w′ ∧ i∗P = 2 ∧ ¬compC

Note that the above scenarios cover the entire probability space, and that a successful adver-
sary will have to be successful in one of these scenarios. In the following we will show variants
B1, B2 and B3 of B that will successfully break one of the security assumptions in each of the
different scenarios.

Scenario w 6= w′. In this scenario, B1 runs a binding under selective trapdoor openings
experiment for the trapdoor commitment scheme, and receives a set of trapdoor parameters
partd which includes a security parameter 1n. B1 then generates signature parameters par ←
Setup(1k), selects a special index k′ ∈ {1, . . . , l} and sets pkk

′
V ← partd. Since KeyGenV

corresponds to running G(1k) for the trapdoor commitment scheme, pkk
′
V will be a valid verifier

key. For 1 ≤ i, j, k ≤ l k 6= k′, B1 generates keys (pkiS , sk
i
S), (pkjC , sk

j
C) and (pkkV , sk

k
V ) in a

similar way to B and runs A with input par and {pkiS , pk
j
C , pk

k
V }i,j,k=1...l. Since B1 holds all

key pairs (pkiS , sk
i
S) and (pkjC , sk

j
C), EGen and Prove queries made by A can be answered in

a similar way to B. Corrupt and Sim queries are answered as follows:

– Corrupt queries: If A submits the query (k, V ) where k = k′, B1 aborts. Otherwise the
relevant private key is returned in a similar way to B.

– Sim queries: For input (i, j, k, iP , e) where k 6= k′, B1 runs Psim((pkiP , pk
j
C , pk

k
V ), iP , e, skkV ).

Otherwise, B1 responds as follows:
- Firstly, B1 queries its commitment oracleOc and obtains a commitment com, randomly

picks a challenge c, and then runs (a, c, z)← SimΣ′((pkiS , pk
j
C , pk

k
V , e), c) if iP = 1 and

(a, c, z) ← SimΣ′((pkiS , pk
j
C , pk

k
V , e), c) if iP = 2. B1 then returns (a, com) as the first

message to A.
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- Upon receiving a challenge c′, B1 sets w = c − c′ and submits the commitment com
and the value w to his opening oracle Oo, and receives randomness r. B1 then sends
the response (w, r, z) to A.

It is easy to verify that the above corresponds to a valid interaction with Psim, the only
difference being B1 using his oracles to open the commitment in the correct way instead
of using the private verifier key.

Eventually, A outputs a challenge element e∗ = (m∗, σ∗), indices i∗, j∗, k∗ and a prover index
i∗P . If k∗ 6= k′, B1 aborts. Otherwise, B1 interacts with A by running V((pki

∗
S , pk

j∗

C , pk
k∗
V ), iP , e),

rewinds and replaysA with a different challenge to obtain two transcripts ((a, com), c, (z, w, r))
and ((a, com), c′, (z′, w′, r′)) in a similar way to B.

In this scenario, it is assumed that w 6= w′. Furthermore, since the commitment com is
the same in both transcripts, this means that ((w, r), (w′, r′)) is a valid attack against the
binding property of the commitment scheme, and B1 submits this in the binding experiment.

Note that a successful A is not allowed to compromise skk
∗
V , and with probability 1/l, B1

will choose k′ = k∗. In this case, B1 will not abort, will provide A with a perfect simulation,
and will break the binding property of the commitment scheme with non-negligible probability
assuming A is successful with non-negligible probability.

Scenario w = w′ ∧ (i∗P = 1∧ compS ∨ i∗P = 2∧ compC). In this scenario, we will show that it is
not possible for A to be successful. Consider the unmodified algorithm B given above which
obtains two transcripts ((a, com), c, (z, w, r)) and ((a, com), c′, (z′, w′, r′)). Since we assume
A will compromise the private key indicated by i∗P (i.e. skS if i∗P = 1 and skC if i∗P = 2),
we must have e 6∈ L(pki

∗
S , pk

j∗

C ) for A to be successful. However since w = w′ and c 6= c′,
(a, c + w, z) and (a, c′ + w′, z′) must be two transcripts with the same first message a and
different challenges c + w 6= c′ + w′ for one of the underlying sigma protocol Σ′ and Σ′′.
Hence, B can extract a witness for e ∈ L(pki

∗
S , pk

j∗

C ), contradicting the assumption that A is
successful.

Scenario w = w′ ∧ i∗P = 1 ∧ ¬compS. In this scenario, B2 runs an unforgeability experiment,
receives public parameters par and a set of public keys {pkiS , pk

j
C , pk

k
V }i,j,k=1...l, and forwards

these as input to A. B2 forwards Corrupt and EGen queries from A to his own Corrupt
and Sign oracles, respectively, and returns the answers to A. If A makes a Prove query
(i, j, k, iP , e), B2 firstly obtains skjC by submitting (j, C) to his Corrupt oracle, checks that
e ∈ L(pkiS , pk

j
C), and returns ⊥ to A if this is not the case (note that the validity of a signature

e = (m,σ) can be checked with the private confirmer key). If iP = 2, B2 interacts with A by
running P((pkiS , pk

j
C , pk

k
V ), iP , e, sk

j
C). If iP = 1, B2 responds as follows

– Firstly, B2 obtains skkV by submitting (k, V ) to his Corrupt oracle, and then interacts with
A by running Psim((pkiP , pk

j
C , pk

k
V ), iP , e, skkV ). Note that since e is valid, this is perfectly

indistinguishable from running P((pkiS , pk
j
C , pk

k
V ), iP , e, skiS) due to Lemma 11, and will

not affect the success probability of A.

Lastly, if A makes a Sim query (i, j, k, iP , e), B2 obtains skkV by submitting (k, V ) to his
Corrupt oracle, and interacts with A by running Psim((pkiP , pk

j
C , pk

k
V ), iP , e, skkV ).

Eventually, A outputs a challenge element e∗ = (m∗, σ∗), indices i∗, j∗, k∗ and a prover in-
dex i∗P . B2 interacts withA by running V((pki

∗
S , pk

j∗

C , pk
k∗
V ), i∗P , e), rewinds and replaysA with a
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different challenge to obtain two transcripts ((a, com), c, (z, w, r)) and ((a, com), c′, (z′, w′, r′)),
where c 6= c′, in a similar way to B.

Since we in this scenario assume that w = w′ and that i∗P = 1, (a, c+w, z) and (a, c′+w′, z′)
must be two transcripts with the same first message a and different challenges c+w 6= c′+w′

for the underlying sigma protocol Σ′. Hence, B2 can extract the private prover input x ←
WExtΣ′((a, c+w, z), (a, c′+w′, z′)). Since it is assumed that (x, e) enables selective forgery of
the signature scheme, B2 selects a m not submitted in a sign query, constructs a signature σ∗

using (x, e), and submits σ∗ in the unforgeability experiment.
B2’s simulation for A is perfect, and since we in this scenario assume that the event compS

does not happen (i.e. A does not compromise the challenge signer key), B2 will be successful
in the unforgeability experiment if A is successful in the soundness experiment.

Scenario w = w′∧ i∗P = 2∧¬compC . In this scenario, B3 runs a key recovery experiment, and
receives public parameters par and a public confirmer key pkC . Then B3 picks a special index
j′ ∈ {1, . . . , l}, sets pkj

′

C ← pkC , and computes (pkiS , sk
i
S)← KeyGenS , (pkjC , sk

j
C)← KeyGenC

and (pkkV , sk
k
V ) ← KeyGenV for 1 ≤ i, j, k ≤ l j 6= j′. Lastly, B3 runs A with input par and

{pkiS , pk
j
C , pk

k
V }i,j,k=1,...,l.

Since B3 knows all signer and verifier keys, EGen and Sim queries can be answered in a
similar way to B. Corrupt and Prove queries are answered as follows

– Corrupt queries: If A submits a query (j, C) where j = j′, B3 aborts. Otherwise, the
relevant private key is returned to A.

– Prove queries: If A submits a query (i, j, k, iP , e) where j = j′, B2 submits (pkiS , sk
i
S , e) to

his validity oracle. If e corresponds to an invalid signature, B2 returns ⊥ to A. Otherwise,
B2 interacts with A by running Psim((pkiP , pk

j
C , pk

k
V ), iP , e, skkV ). As argued above, since

e is valid, this is perfectly indistinguishable from running P due to Lemma 11, and will
not affect the success probability of A. For all other queries having j 6= j′, B2 knows all
relevant private keys and can answer the queries in a similar way to B.

Eventually, A outputs a challenge element e∗ = (m∗, σ∗), indices i∗, j∗, k∗ and a prover index
i∗P . If j∗ 6= j′, B2 abort. Otherwise, B2 interacts with A in the Prove protocol by running
V((pki

∗
S , pk

j∗

C , pk
k∗
V ), i∗P , e

∗), rewinds and replays A with a different challenge to obtain two
transcripts ((a, com), c, (z, w, r)) and ((a, com), c′, (z′, w′, r′)), where c 6= c′, in a similar way
to B.

In this scenario we assume that w = w′ and that i∗P = 2. Hence, (a, c+ w, z) and (a, c′ +
w′, z′) must be two transcripts with the same first message a and different challenges c+w 6=
c′ + w′ for the underlying sigma protocol Σ′′, and B3 can extract the private prover input,
the private confirmer key skj

∗

C ← WExtΣ′′((a, c+w, z), (a, c′+w′, z′)), and returns skj
∗

C in the
key recovery experiment.

Note that if B2 chooses j′ = j∗ (which will happen with probability 1/l), B2’s simulation
will be perfect and B2 will recover skj

∗

C whenever A is successful in the soundness experiment.
ut

C Proof of Theorem 10

Proof. Since the verifier keys are not relevant when considering passive adversaries, we will
ignore these in the following proof for simplicity.
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We assume that an adversary A breaking the invisibility of the scheme exists. Let forge
be the event that A submits an extract query (i, j,m, σ) where pkiS is uncorrupted, and σ is
a valid signature on m which was not obtained through a sign query (i, j,m). In the following
we will construct algorithms B1 and B2 which will break the unforgeability of the scheme and
the linear assumption in the events forge and ¬forge, respectively.

Firstly assume that the event forge happens. B1 runs an unforgeability experiment, re-
ceives public parameters par and a list of public keys {pkiS , pk

j
C}i,j=1,...,l, and forward these

as input to A. While running, A can ask Corrupt, Sign and Extract queries. B1 forwards
Corrupt and Sign queries to his own corresponding oracles, and returns the answers to A. If
A makes an Extract query (i, j,m, σ), B1 submits (j, C) to his Corrupt oracle to obtain skjC
(note that B1 can corrupt any confirmer in the unforgeability experiment), checks if (i, j,m, σ)
is a valid signature using skjC , and returns ⊥ to A if this is not the case. If (i, j,m, σ) is valid,
B1 checks if pkiS is uncorrupted and if σ was not returned as a response to a sign query
(i, j,m). If both conditions hold, B1 outputs (i, j,m, σ) and halts. Otherwise, B1 returns
σ′ ← Extract(pkiS , sk

j
C ,m, σ) to A.

At some point, A outputs a challenge (i∗, j∗,m∗). As in the invisibility experiment, B1 flips
a random coin b ← {0, 1} and returns a random σ∗ ← Sσ if b = 0. Otherwise, B1 returns σ∗

obtained by submitting (i∗, j∗,m∗) to his Sign oracle. After receiving σ∗, A can ask additional
Corrupt, Sign and Extract queries which B1 answers as above. If forge happens, it is clear
that B1 succeeds in winning in the unforgeability experiment.

Now assume that forge does not happen. B2 will attempt to solve the decisional linear
assumption i.e. B2 receives a description of a group G of order p and equipped with a pairing
e : G × G → GT , and elements u, v, h, ua, vb, hc ∈ G. B2’s goal is to decide if c = a + b.
Firstly, B2 picks a hash family H = {Hk : {0, 1}∗ → Zp}, an rg ← Zp, and sets g ← urg and
par ← (G,GT , e, p, g,H). Then B2 chooses a special signer index i′ ∈ {1, . . . , l}, picks ki′ ← K,
αi′ , ui′,0, . . . , ui′,n ← Zp and gi′,2, hi′ ← G, and sets pki

′
S ← (ki′ , gαi′ , gi′,2, hi′ , hui′,0 , . . . , hui′,n)

and ski
′
S = g

αi′
i′,2 (note that ski

′
S is only a partial private key, but is sufficient to run Sign).

Furthermore, B2 picks a special confirmer index j′ ∈ {1, . . . , l} and sets pkj
′

C ← (u, v). For
1 ≤ i ≤ l i 6= i′ and 1 ≤ j ≤ l j 6= j′, B2 generates (pkiS , sk

i
S) and (pkjC , sk

j
C) using

KeyGenS(par) and KeyGenC(par). Lastly B2 runs A with input {pkiS , pk
j
C}i,j=1,...,l.

While running, A can ask corrupt, sign and extract queries which are answered as follows.

– Corrupt : If A submits the query (i′, S) or (j′, C), B2 will abort. Otherwise, B2 simply
returns the relevant private key.

– Sign: In the kth query (ik, jk,mk), B2 returns σk ← Sign(skikS , pk
jk
C ,mk) but remember

the random choices ak, bk ← Zp and stores (ik, jk,mk, σk, ak, bk) (note that ski
′
S is sufficient

to run Sign).
– Extract : If A submits the query (i′, j′,m, σ) with the special indices (i′, j′), B2 attempts

to find a k such that (i′, j′,m, σ, ∗, ∗) = (ik, jk,mk, σk, ak, bk). Since we assume that forge
does not happen, such k will exist if (i′, j′,m, σ) is valid. In this case, B2 retrieves σk =
(σk,1, σk,2, σk,3, sk) and returns the extracted signature σ′ = (pkj

′

C , σk,1, σk,2, g
ak+bk , σk,3, sk).

Otherwise, B2 returns ⊥. For queries (i, j′,m, σ) where i 6= i′ and σ = (σ1, σ2, σ3, s), B2

computes t← Hki(pk
j′

C ||σ1||σ2||m), M ← gthsi and ua
′+b′ ← (σ3/(gαii,2))(ui,0+

Pn
k=1 ui,kMk)

−1
,

where the elements ki, hi are from pkiS , the elements gαii,2, ui,0, . . . , ui,n are from skiS , and
a′ and b′ are unknown to B2. Then B2 checks if e(ua

′+b′/σ1, v) = e(u, σ2) and returns ⊥ if
this is not the case (note that if this equation holds, we must have σ1 = ua

′
, σ2 = vb

′
and
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σ2 = gαii,2F (M)a
′+b′ for some a′, b′ ∈ Zp). Otherwise, B2 returns the extracted signature

σ′ = (pkj
′

C , σ1, σ2, (ua
′+b′)rg , σ3, s). Lastly, for queries (i, j,m, σ) where j 6= j∗, B2 simply

returns σ′ ← Extract(skjC , pk
i
S ,m, σ).

At some stage, A outputs a challenge message (i∗, j∗,m∗). If (i∗, j∗) 6= (i′, j′), B2 aborts.
Otherwise, B2 constructs a challenge signature by picking s ← Zp and computing t ←
Hki′ (pk

j′

C ||ua||vb||m),M∗ ← gthsi′ and σ∗ ← (ua, vb, gαi′i′,2(hc)ui′,0+
Pn
k=1 ui′,kM

∗
i , s), where (ua, vb, hc)

are the elements received in the decisional linear problem. Note that if c is random, then σ∗

will be a random element in G3 × Zp, whereas if c = a+ b, σ∗ will be a valid signature on m

since (hc)ui′,0+
Pn
k=1 ui′,kM

∗
k = (hui′,0+

Pn
k=1 ui′,kM

∗
k )a+b = (Ui′,0

∏n
k=1 U

M∗k
i′,k )a+b.

B2 returns σ∗ to A who can then ask additional Corrupt, Sign and Extract queries, but is
not allowed to query σ∗ to the extraction oracle. B2 answers these queries as above. Eventually,
A outputs a bit b which B2 forwards as his own solution to the decisional linear problem.
B2’s simulation of the invisibility experiment for A is perfect if B2 guesses the correct

challenge indices (i′, j′), and from the above construction of the challenge signature, it is clear
that B2 will solve the decisional linear problem if A breaks the invisibility of the scheme. ut
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