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Abstract. Generic constructions of designated confirmer signatatesif one of the following two strategies;
either produce a digital signature on the message to bedsi¢imen encrypt the resulting signature, or produce
a commitment on the message, encrypt the string used togjertbe commitment and finally sign the latter.
We study the second strategy by determining the exact $gquaperty needed in the encryption to achieve
secure constructions. This study infers the exclusion ofeful type of encryption from the design due an
intrinsic weakness in the paradigm. Next, we propose a sin@thod to remediate to this weakness and we
get efficient constructions which can be used witly digital signature.
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1 Introduction

Digital signatures were introduced in [13] as an analogoisignatures in the paper world to seize most
properties needed in a signature, for instance, the umiveesification. However, in some applications,
the signer might want to restrain the holder of a signatusenfconvincing other parties of the validity
of the signature in question. A typical illustration of sugmeed is this real-life scenario from [19].
An employer issues a job offer to a certain candidate. Niyuthe employer needs to compete with
the other job offers in order to attract the good candidateer@fore, he does not wish the offer to
be revealed to his competitors. At the same time, the cateditleeds more than a verbal or unsigned
agreement in order to protect himself from the employer Bepling his promise. Undeniable signatures,
introduced in [10], provide a good solution to this problemtley are: 1. only verified with the help
of the signer, 2. non transferable, 3. binding in the senaedtsigner cannot deny a signature he has
actually issued. The only drawback of these signaturesas uhavailability of the signer obstructs
the entire process. To overcome this problem, designatefircer signatures were introduced in [8],
where the confirmation/denial of a signature is delegatexid®esignated confirmemVith this solution,
the signer can confirm only signatures he has just genenatel$t the confirmer can confirm/deny any
signature. Actually, in the literature, there is a clearsapon between confirmer signatures dirdcted
signatures][23], which share the same concept as confirmer signaturbstime exception of allowing
both the signer and the confirmer to confirm/deny signatiiiesilly, a desirable property in designated
confirmer signatures is the convertibility of the signasute ordinary ones. Indeed, looking at the job
scenario, it would be preferable to be able to convert thaéraonof the candidate, once he officially
joins the company, to a universally verifiable one instealdaving to issue a new contract.

1.1 Related work
Since the introduction of confirmer signatures, a numbettehgpts have been made to produce them

from basic primitives. Most such proposals fall into onetd following two categories:

“Encryption of a signature” approach. This approach consists in first producing a digital sigreatur
on the message to be signed, then encrypting the producesitisig using a suitable cryptosystem. The



construction was first formally described in [6], and required the components to meet theekigsecu-
rity notions (EUF-CMA signhatures and IND-CCA encryptioihe main weakness of the construction
lies in the resort to concurrent zero knowledge (ZK) protead general NP statements in the confirma-
tion/denial protocol. Later, the construction in [19] mgad to circumvent the problem by encrypting
the digital signature during the confirmation protocol. WMihis trick, the authors managed to get rid
of concurrent ZK proofs of general NP statements in the amafiion protocol (the denial protocol
still suffers the recourse to such proofs), but at the expefshe security and the length of the result-
ing signatures. Another construction implementing thiagple is given in [11]; the construction uses
cryptosystems with labels and is analyzed in a more elab@eturity model. However, it is supplied
with only one efficient instantiation as the confirmatiomigé protocols still resort to concurrent ZK
protocols of general NP statements. Finally, the last pgapm this category is given in [22], where
we propose a construction using certain cryptosystemsatigatequired to be only IND-CPA secure.
As a consequence, we manage to get efficient confirmatioaldemtocols in case the construction is
instantiated from a specific class of sighature schemeslésita the one considered in [19]). Moreover,
the resulting confirmer signatures are very efficient (srafieration/verification/conversion cost and
short signatures due to IND-CPA encryption) and they enjmaaimal security. However, although the
considered class of digital signatures includes most maigdhat appeared in the literature, there exists
some schemes which do not seem to belong to it, e.g., the B8&wwie scheme [2].

“Signature of a commitment” approach. This technique consists in generating a commitment on
the message to be signed, then signing the produced commiitmsing a digital signature scheme.
The confirmer signature is comprised of both the commitmeut the signature. The first proposal
that realizes this principle is [25] where a constructiorcofifirmer signatures from digital signatures
obtained from the Fiat-Shamir paradigm is presented. Timasresulting confirmer signatures can be
only proven secure in the random oracle model (ROM), inimgrithis property from the use of the
Fiat-Shamir paradigm, which constitutes their major stwrting. Actually, it is well known, according

to [32], that most discrete-logarithm-based signatureainbd from the Fiat-Shamir technique are very
unlikely to preserve the same level of security in the steshdaodel. Moreover, the construction does
not support the conversion of the confirmer signatures. & §hd [35], a construction which supports
the conversion of the signatures and appliearnpdigital signature scheme was proposed. The key idea
behind the proposal resides in augmenting the confirmeasiga (comprised of the commitment and a
signature on it) by the encryption of the random string ugegenerate the commitment. Although the
confirmation/denial protocols involve general ZK proofsca the confirmer has to prove in concurrent
ZK the knowledge of the decryption of an IND-CCA encryptiamdeof a string used for commitment,
the construction accepts an efficient instantiation usiagi€nisch-Shoup’s verifiable encryption scheme
[7] and Pedersen’s commitment scheme.

To finish the exhaustive list of constructions of confirmgmnsitures, we must cite the first construc-
tion due to Okamoto [28], which was used to prove equivaléreteeen confirmer signatures and public
key encryption with respect to existence. Thus, efficienag wot taken into account in the framework.
There is also the construction [26] which uses an undenisiglgature among its building blocks and
provides a restricted security (under lunch time attackghé ROM. Finally, In [35], the authors pro-
posed a second construction which does not require any mramy but at the expense of the underlying
security assumption. In fact, it has its invisibility region the decisional Diffie-Hellman assumption,
which rules out using the scheme in bilinear groups and teasfiting from the attractive features they
present such as achieving short group elements. Moretvecanstruction suffers also the recourse to
the ROM.

In this paper, we revisit the second approach, namely tlgmésure of a commitment” method. In
fact, efficient as the first approach is, it still applies ot restricted class of signatures. This is clearly

! The idea without proof was already known, for instance, i weentioned in [12].



manifested in the constructions in [19] or [22] which do neem to be plausible with the signature
PSS [2]. Our goal is to further improve the “commit then sigméthod in terms of efficiency (signature
length and cost) and security by allowing more efficientansiations of the encryption and commitment
schemes used as building blocks.

1.2 Contributions and key ideas

We make three contributions. First, we revisit the consibns implementing the “signature of a com-
mitment” paradigm, namely those provided in [16, 35]. Wewverthat indistinguishable cryptosystems
under aplaintext checking attacND-PCA secure) are necessary and sufficient to obtainreemn-
firmer signatures. Our approach is similar to the one pravite[22] to study the “encryption of a
signature” technique. In fact, we first exclude non malleaicryption from the design (NM-CPA se-
cure cryptosystems), which rules out the weaker notionsaireaIND-CPA and OW-CPA. We do this
by means of an efficient tool, called meta-reductions, whiels used in a number of important cryp-
tographic results [4, 32, 31, 30]. Then, we exclude the OWA@Gtion by a similar technique, which
again rules out the OW-PCA notion. The notion that has to Imsidered next is IND-PCA which luck-
ily turns out to be sufficient to achieve secure construstioffe conclude that, although we mange to
weaken the assumption on the encryption (from IND-CCA asrdd in [16, 35] to IND-PCA), the
construction still cannot allow homomorphic encryptiorthie design since a homomorphic cryptosys-
tem can never be IND-PCA secure. This is unfortunate sincé suacryption proved to be efficient
decryption verifiable (see [22] for an illustration), i.pgssesses efficient ZK protocols for proving the
knowledge of the plaintext underlying a given ciphertexty auch a property in profoundly needed in
the confirmation/denial protocols.

In the second contribution, we tackle the problem of homghiarencryption in the design; we show
that using a small trick that consists in producing the digitgnature on the commitmeobncatenated
with the encryption of the string used in the commitmarifices to make the security needed in the
encryption drop drastically to being only IND-CPA securéeTkey idea is to remark that the original
construction is not strongly unforgeable, i.e., one cardpce a valid confirmer signature without the
help of the signer, which explains the need for a decryptioa plaintext checking oracle (CCA or
PCA security) to handle such signatures. With the smalktnge are able to annihilate this weakness
and allow a weak encryption in the design without compromgighe overall security. As a result, we
achieve better performances that manifest in a short sigga small signature generation, verification
and conversion cost, and finally more efficient instantigiof the construction (instead of using only
Camenisch-Shoup encryption and Pedersen commitmentjdwirad) homomorphic encryption.

Finally, our last contribution sheds light on a particulabsase of the “signature of a commitment”
paradigm, which consists in using IND-CPA encryption iastef the commitment scheme. In fact,
it is well known that IND-CPA encryption yields secure conmment schemes, which makes such an
instantiation plausible. However, the bright side of tkistinique consists in not requiring the encryption
of the random string anymore. Thus, a confirmer signature given message can be achieved by
encrypting the message to be signed, then producing a ldéigtaature on this encryption. The pair
consisting of the encryption and the resulting signaturenfothe confirmer signature on the message.
This method clearly improves the original paradigm, howev@ecessitates efficient non-interactive
proofs of knowledge. This is no longer a problem nowadaydaltiee progress of research made recently
in this area, e.qg., [21].

2 Convertible Designated Confirmer Signatures (CDCS)

Since their introduction, many definitions and security gledor CDCS have emerged. We adhere to
the following model which implies many popular models for CB, for instance, the one adopted in
[16, 35], where constructions from the “signature of a cotmment” method were provided.
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We refer to Appendix A for the comparison of the present medti the other models, as well as
for the necessary cryptographic primitives that will comi®iuse, that are, digital signatures, public key
encryption schemes, commitment schemes, and fidalbyotocols.

2.1 Syntax
A CDCS scheme consists of the following procedures:

Key generationGenerates probabilistically key paifsks, pkg) and(sk¢, pko) for the signer and for
the confirmer respectively, consisting of the private ardphblic key.

ConfirmedSignOn inputsks, pk, and a message:, outputs a confirmer signature signaturethen
interacts with the signature recipient to convince him efvhalidity of the just generated signature.

Confirmation/Denial protocolThese are interactive protocols between the confirmer anetifiev.
Their common input consists of, in addition gkg andpk., the alleged signature, and the mes-
sagem in question. The confirmer uses his private kky to convince the verifier of the validity
(invalidity) of the signaturg: onm. At the end, the verifier either accepts or rejects the proof.

Selective conversiofThis is an algorithm run by the confirmer usisky-, in addition topk andpkg.
The result is eitherl or a string which allows the signature to be universally fiedi as a valid
digital signature.

Selective verificationThis is an algorithm for verifying converted signaturesinfiuts the converted
signature, the message apidy; and outputs eitheb or 1.

Remark 1.In [16, 35], the authors give the possibility of obtainidigectly digital signatures on a given
message. We find this unnecessary since it is already enbagh CDCS scheme supports the convert-
ibility feature. Moreover, in [11], the author considersugtfier protocol used by the confirmer to prove
the correctness of the conversion. We will see that all thesitoctions provided in this paper extend
readily to this augmented model.

2.2 Security model.

The above algorithms must be complete. Moreover the condiBigm, confirmation and denial protocols
must be complete, sound and zero knowledge. In the sequalesaibe two further properties that a
CDCS scheme should meet.

Security for the signer (unforgeabilitylt is defined through the following game: the adversarys
given the public parameters of the CDCS scheme, napieyandpk, the public key of the signer
and of the confirmer resp, in addition to the private &y of the confirmer.A is further allowed to
query the signer on polynomially many messagesgsast the end,A outputs a pair consisting of
a messagen, that has not been queried yet, and a stfingl wins the game if. is a valid confirmer
signature onn. We say that a CDCS scheme(ise, ¢5)-EUF-CMA secure if there is no adversary,
operating in time, that wins the above game with probability greater than

Security for the confirmer (invisibility)nvisibility against a chosen message attack (INV1-CMA) is
defined through the following game between an attackemnd his challengeR: after A gets the
public parameters of the scheme fr@ he startdPhase lwhere he queries the signing, confirma-
tion/denial, selective conversion oracles in an adaptiag WnceA decides thaPhase 1is over, he
outputs two messages,, m; that have not been queried before to the signing oracle aneests
a challenge signatureg*. R picks uniformly at random a bit € {0,1}. Theny* is generated us-
ing the signing oracle on the messagg. Next, A starts adaptively querying the previous oracles
(Phase 2, with the exception of not queryingy, m; to the signing oracle angn;, u*), i = 0,1,
to the confirmation/denial and selective conversion osadk the end,4 outputs a bity. He wins
the game ifh = V. We defined’s advantage asdv(A) = |Pr[b = ¥'] — 1|. We say that a CDCS

4



scheme igt, ¢, ¢s, ¢y, gsc)-INV1-CMA secure if no adversary operating in tim@ssuingg,s queries
to the signing oracley, queries to the confirmation/denial oracles apdqueries to the selective
conversion oracle wins the above game with advantage gt .

3 The Plain “Signature of a Commitment” Paradigm

The first construction of CDCS that realizes the “Signatura @ommitment” principle was given in
[16], then it was refined in [35]. This construction devisesoavertible confirmer signature (CDCS)
using an EUF-CMA signature schente an IND-CCA encryption schemg& with labels and a se-
cure commitment schem@. The signer key pair consists ¢£'.pk, >.sk), corresponding to the key
pair of the signature schem®, whereas the confirmer key pair consists(dfsk, I".sk) which cor-
responds to the key pair related fa To sign a message:, the signer first computes a commit-
mentc on the message, then encrypts, under the labjel'.pk, the random string used for the com-
mitment, sayr, and finally, signs the commitmentusing X'.sk. The confirmer signature consists of
the triple (I".encrypt oy | 5.pk (7), ¢ = 2.commit(m, 1), X.signy 4 (c)). To confirm/deny a signature
w = (p1, p2, p3) on a given message, the confirmer first checks whethgg is a valid digital sig-
nature onue W.r.t. X.pk, if so, he provides a concurrent ZK proof (using his privady K.sk) of the
equality/inequality of the decryption @f; and the opening value of the commitmesmtw.r.t. m. Such a
proof is plausible since the encryption and commitmentritlgms in a cryptosystem and a commitment
scheme resp define an NP (co-NP in case of inequality) lamgtiey accepts a zero knowledge proof
system. Note that the signer can also provide such a proddsa the alleged signature has just been
generated (using the randomness used to generate the temtryp. Selective conversion of a sigha-
ture u = (u1, pa2, u3) is achieved by releasing the decryptionaf in caseu is valid, or the symboll
otherwise.

Completeness, soundness and non-transferability of thgrceedSign, confirmation/denial proto-
cols follow directly by using zero knowledge proofs of knedtie. Concerning unforgeability of the
resulting confirmer signatures, it rests on the EUF-CMA sgcand on the binding property of the
underlying digital signature scheme and commitment schexgg. Finally, invisibility (INV1-CMA)
is attained by using an IND-CCA secure cryptosystem witlellgland a secure commitment scheme.
Details about the proofs were not given so far, but are duppear in a forthcoming paper (full version
of [35]). Since the paper is not available yet, we flesh oupttoefs in Appendix B.

In the rest of this section, we prove that IND-PCA cryptosyss with labels are necessary and
sufficient to obtain invisible signatures. We must note hbiet using cryptosystems with labels was
suggested in [35] to provide invisibility of the resultingysatures in a model where the attacker can
directly obtaindigital signatureson any message of his choice. As mentioned in Subsectiom.tlp
not opt for this model since it is unnecessary, however ogystems with labels proved to be requisite
for the analysis that will follow.

3.1 The exact invisibility of the construction

In this subsection, we prove that IND-PCA cryptosystemsivabels are necessary and sufficient to
achieve invisible signatures. Our study is similar to the provided in [22] which analyzes the plain
“encryption of a signature” paradigm. Thus, we will first kxde NM-CPA secure cryptosystems with
labels from use, which will rule out automatically IND-CPAdGOW-CPA cryptosystems. We do this
using an efficient algorithm (eneta-reductioh which transforms an algorithnrdductior), reducing
the invisibility of the confirmer signatures to the NM-CPAcadty of the underlying cryptosystem, to
an algorithm breaking the NM-CPA security of the same crgypstem. Hence, such a result suggests
that under the assumption of the underlying cryptosysteimgbdM-CPA secure, there exists no such
a reduction, or if it (the cryptosystem) is not NM-CPA segugech a reduction will be useless. Next,
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we exclude similarly OW-CCA cryptosystems from the desifime next security notion that has to be
considered is IND-PCA, which turns out to be sufficient toiaeh invisibility. Likewise, our impossi-
bility results are in a first stage partial in the sense thay tpply only tokey preservingeductions,
i.e., reductions which, trying to attack a property of a ¢ogystem given by the public ke, feed the
invisibility adversary with the confirmer public kek. Next, we extend the result to arbitrary reductions
under some complexity assumption on the cryptosystem igtigqune

Lemma 1. Assume there exists a key-preserving reductibthat converts an INV1-CMA adversary
A against the above construction to an NM-CPA adversary ajdhre underlying cryptosystem. Then,
there exists a meta-reductiokt that NM-CPA breaks the cryptosystem in question.

As mentioned in the discussion above, the lemma claims td¢ruthe assumption of the underlying
cryptosystem being NM-CPA secure, there exists no keyepveyy reductiork that reduces NM-CPA
breaking the cryptosystem in question to INV1-CMA breakimg construction, or if there exists such an
algorithm, the underlying cryptosystem is not NM-CPA segtinus rendering such a reduction useless.

Proof. Let R be a key-preserving reduction that reduces the invigibiftthe construction to the NM-
CPA security of its underlying cryptosystem. We will constran algorithmM that usesk to NM-CPA
break the same cryptosystem by simulating an executioneofNiv1-CMA adversaryA against the
construction.

Let I" be the cryptosystem with labels! is trying to attack.M launchesR over I" with the same
public key, sayl'.pk. M, acting as the INV1-CMA adversary against the constructopreriesR on

mo,m1 <~ {0,1}* for confirmer signatures. Then he queries the resultingggiy = (b, i, 1d)
andu; = (ui, p3,13) (corresponding to the confirmer signaturesrop and m; respectively) for a
selective conversion. Let, andr; be the output decryption of} and i resp (i.e., the randomnesses
used generate the commitment$ and 2 on mo andm; resp). With overwhelming probability, we
havery # rq 2 and if it is not the caseM will repeat the experiment until he obtains two differept
andry. Then, M inputsD = {ro, 7} to his own challenger as a distribution probability from aHi

the plaintexts will be drawn. Moreover, he chooses unifgratirandom a bib %l {0,1} and outputs

to his challenger the challenge labe} || X .pk, where X .pk is the public key of the digital signature
underlying the constructionM will receive as a challenge encryptigsj. At that point, M will query

R on the string(u;, 12, 113) and the messagey, for a selective conversion. If the result of such a
query is different from.L, then, y; is a valid encryption of the random string used to generage th
commitmem;ug, namelyr,. M will then output to his challenger an encryptiprof 7, under the same
challenge labemn,;|| X.pk, whereT, refers to the bit-complement of the elemeptand the relatiorR:
R(r,r") = (' = 7). Otherwise, he will output an encryption 8f_; (under the same challenge label)
and the same relatioR. Finally M aborts the game (stops simulating an INV1-CMA attackerresjai
the generic construction). a

Lemma 2. Assume there exists a key-preserving reducRotmat converts an INV1-CMA adversa#
against the above construction into a OW-CCA adversary regjahe underlying cryptosystem. Then,
there exists a meta-reductiolt that OW-CCA breaks the cryptosystem in question.

Proof. The proof technique is similar to the one above. Iethe the key-preserving reduction that
reduces the invisibility of the construction to the OW-CCécarity of the underlying cryptosystem.
We construct an algorithm\1 that usesk to OW-CCA break the same cryptosystem by simulating an
execution of the INV1-CMA adversaryl against the construction.

Let I" be the cryptosystenM is trying to attack w.r.t. a public key'.pk. M launchesR over I’
with the same public key'.pk. After M gets the label. on whichR wishes to be challenged, haA)

2 Actually, if R uses always the same string to produce the commitmentstte@onstruction is clearly not invisible.



forwards it to his own challenger. Finallyy! gets a challenge ciphertextthat he forwards t@&. Note
that M is allowed to query the decryption oracle on any pair (cifghefiabel) except on the pée, L).
Thus, all decryption queries made B, which are by definition different from the challenge L),
can be forwarded td1’s own challenger. At some pointy1, acting as an INV1-CMA attacker against
the construction, will output two messages, m; such thatl ¢ {mg||X.pk, m1||X.pk}, whereX' .pk

is the public key of the digital signature underlying the stouction. M gets as response a challenge
signaturep™ = (u3, u3, p5) which he is required to tell to which message it correspoilsce the
messagesyy andm; were chosen such that the label under which is created thgpion 7 (either
mol|X.pk or mq||X.pk) is different from the challenge labdl, M can query his decryption oracle
on both pairs(uy, mo||X.pk) or (7, mo||X.pk). Result of such queries will enabl#! to open the
commitmentyu3, and thus check the validity of the signatyre w.r.t. to one of messages, or m;.
Finally, whenR outputs his answer, decryption of the challerigel), M will simply forward this
result to his challenger. a

Thus, when the considered notions are obtained from pargegurity goal GOALs {OW, IND,NM }
and an attack model ATk {CPA PCA CCA}, we have

Theorem 1. The cryptosystem underlying the above construction muat least IND-PCA secure, in
case the considered reduction is key-preserving, in oml@chieve INV1-CMA secure signatures.O]

Similarly to the study in [22], we generalize the above tleoto arbitrary reductions if the cryp-
tosystem underlying the construction hasom malleable key generat¢Bee Appendix C.1)

Theorem 2. If the cryptosystem underlying the above construction hasramalleable key generator,
then it must be at least IND-PCA secure in order to achievelHDWA secure confirmer signatures.

We provide the proof in Appendix C.2.

One way to explain this result is to remark that the above tcocition is notstrongly unforgeable
In fact, an adversaryl, given a valid signature = (u1, p2, £3) ON @ messagen, can create another
valid signaturey’ on m without the help of the signer as followst will first request the selective
conversion ofu to obtain the decryption gf;, sayr, which he will re-encrypt iy} under the same
label m || X.pk (X.pk is the public key of the digital signature underlying the stoaction). Obviously
w' = (1}, ua, ps) is also a valid confirmer signature enthat the signer did not produce, and thus cannot
confirm/deny or convert without having access to a decrpti@cle of the cryptosystem underlying the
construction. This explains the insufficiency of notiod®lIND-CPA, and the necessity of having the
cryptosystem IND-CCA secure in the invisibility claim of9B However, we observe that an IND-
CCA secure encryption is too much than needed in this framesiace a query of the typg’ is not
completely uncontrolled by the signer. In fact, its first gmmenty) is an encryption of some data
already disclosed by the signer, namely\and thus a plaintext checking oracle is sufficient to deéh wi
such a query.

Theorem 3. The above construction is,€, gs, ¢, ¢sc)-INV1-CMA secure if it uses &, €', gs)-EUF-
CMA secure digital signature, a secure commitment ang-a{qs.(qs+qv ), €-(1—¢ ) @sct) g (go.+
qv))-IND-PCA secure cryptosystem with labels.

We provide the proof in Appendix D.

4 An Efficient Construction from the “Signature of a Commitment” Paradigm

A simple way to eliminate the strong forgeability in signatsi from the plain “signature of a commit-

ment” technique consists in producing a digital signaturdath the commitment and the encryption of
the random string used in it. In this way, the attack disatiggter Theorem 2 no longer applies, since
an adversary will have to produce a digital signature on tirarnitment and the re-encryption of the
random string used in it. We describe the full constructiothe following paragraph.

7



4.1 Construction

Let X be a signature scheme given Bykeygen that generate$X'.pk, X'.sk), X.sign and X .verify.
Let further I' denote a cryptosystem given bykeygen that generate$!.pk, I'.sk), I".encrypt and
I".decrypt. We note thatl” does need to support labels in our construction. Finally2Aetenote a com-
mitment scheme given bf2.commit and{2.open. We assume that either the ciphertexts produced’ by
or the commitment values produced £ydo not contain a special character, sayrhe construction of
confirmer signatures fro, I" and {2 is given as follows.

Key generationThe signer key pair i§X.pk, X'.sk) and the confirmer key pair {d".pk, I".sk).
ConfirmedSignOn input message:, produce a commitmermton m using a random string, encrypt
this string ine and then produce a digital signature= X.signy, o (e|| ¢ ||c). Outputy = (e, c,0) as
a confirmer signature om, and prove in ZK the equality of the decryption©énd the string used
for the commitment. This proof is possible using the randomness used to eneiiypt.
Confirmation/Denial protocolOn a message: and an alleged signatuge = (1, 2, p3), check the
validity of us on uq|| © ||ue. In case it is not valid, produce. Otherwise, compute the decryption

r of u; and check whether L 2.0open(ue2, m), according to the result give a ZK of the equal-
ity/inequality of the decryption of and{2.open(uz, m).

Selective conversioProceed as in the confirmation/denial protocol with the ptioa of issuing the
decryption ofu; in case the signature is valid or the symbobtherwise.

4.2 Security analysis

First we note that completeness, soundness and the zerdddumiproperty of the confirmedSign, con-
firmation and denial protocols are ensured by using zero ladiye proofs of knowledge. Furthermore,
the construction is EUF-CMA secure and INV1-CMA secure & tinderlying components are secure.

Theorem 4. The construction depicted above(ise, ¢5)-EUF-CMA secure if uses a binding commit-
ment scheme and(@, e, ¢;)-EUF-CMA secure digital signature scheme.

Theorem 5. The construction depicted aboveise, g5, ,, ¢sc)-INV1-CMA secure if it uses@, €', g5 )-
EUF-CMA secure digital signature, a secure commitment afictags (¢, + gsc), 5 (1 — €)% *9)-IND-
CPA secure cryptosystem.

We provide the proofs of both theorems in Appendix E.

4.3 Efficiency analysis

We show in this paragraph that requesting the cryptosystdra bnly IND-CPA secure improves the ef-
ficiency of constructions from the plain “signature of a cotmnent” paradigm from many sides. First, it
enhances the signature generation, verification and cgiovecost as encryption and decryption is usu-
ally faster in IND-CPA secure encryption than in IND-CCAgezencryption (e.g., EIGamal vs Cramer-
Shoup or Paillier vs Camenisch-Shoup). Next, we achieve alshorter signature since ciphertexts
produced using IND-CPA schemes are standardly shorterthiginsimilars produced using IND-CCA
secure cryptosystems. Finally, we allow homomorphic guigoy in the design, which will render the
confirmedSign/confirmation/denial protocols more effitiémfact, in [16, 35], the signer/confirmer has
to prove in ZK the equality/inequality of the decryption ofl&D-CCA encryption and an opening value
of a commitment scheme. Thus, the only efficient instamtigtthat was provided, used Camenisch-
Shoup encryption and Pedersen commitment. In the resto&thisection, we enlarge the category of
encryption/commitment schemes that yield efficient ingdions thanks to the allowance of homomor-
phic encryption in the design.



Definition 1. (The class C of commitments) C is the set of all commitment schemes for which there
exists an algorithmCompute that on the input: the commitment public key; the message: and the
commitment on m, computes a description ofane-way functionf : (G, x) — (H, o;):

— where(G, x) is a group andH is a set equipped with the binary operatiop,
— ¥, € G f(rxr') = f(r) o, f(r').
and anl € H, such thatf(r) = I, wherer is the opening value efw.r.t. m.

It is easy to check that Pedersen’s commitment scheme isdrcliss. Actually, most commit-
ment schemes have this built-in property because it is dftercase that the committer wants to prove
efficiently that a commitment is produced on some messags.ig possible if the functiorf is homo-
morphic as shows Figure 1.

1. The prover chooses £ G, computes and sends = I o, f(r’) to the verifier.

2. The verifier choosels <= {0, 1} and sends it to the prover.
3. 1f b = 0, the prover sends’.
Otherwise, he sendsx r’.
4.If b = 0, the verifier checks that is computed as in Step 1.
Otherwise, he accepts fi(r « r') = t1.

Fig. 1. Proof system for membership to the langudge f(r) = I} Common input: I andPrivate input : r

Theorem 6. The protocol depicted in Figure 1 is an efficiebt protocol for proving knowledge of
preimages of the functiofi described in Definition 1.

The proof will be given in Appendix F.1.
For encryption, we use the same cl@isthat was defined in [22], with the exception of not requiring
the cryptosystems to be derived from the hybrid encryptiaragigm.

Definition 2. (TheclassE of cryptosystems) [ is the set of encryption schemEghat have the follow-

ing properties:

1. The message space is a group= (G, ) and the ciphertext spacgis a set equipped with a binary
operationo,.

2. Letm € M be a message andts encryption with respect to a kek. On the common input. and
¢, there exists an efficient zero knowledge proofnobeing the decryption of with respect tgk.
The private input of the prover is either the private kkycorresponding tek or the randomness
used to encrypin in c.

3. Vm,m' € M, Vpk: Iencrypty, (m * m’) = I.encrypt,,(m) o Iencrypt,,(m’). Moreover, given
the randomness used to encryptin I".encrypt,, (m) andm’ in I".encrypt,,(m’), one can deduce
(using only the public parameters) the randomness useddoyptim = m’ in I.encrypt, (m) o
I.encrypt,,, (m’).

Examples of cryptosystems in the above class are EIGammadiygtion [14], the cryptosystem defined

in [3] which uses the linear Diffie-Hellman KEM or Paillie[29] cryptosystem. In fact, these cryptosys-

tems are homomorphic and possess an efficient protocol deimgy that a ciphertext decrypts to a given
plaintext: the proof of equality of two discrete logarithf@$, in case of EIGamal or the cryptosystem in

[3], or the proof of knowledge on aiv-th root in case of Paillier's encryption.

Theorem 7. Let I" be a cryptosystem from the above cl@sd. et furthermoree be an encryption of
some message under some pubkc The protocol depicted in Figure 2 is an efficiebtprotocol for
proving knowledge of the decryption of

The proof is similar to the one given in [22]. O



1. The prover chooses £ G, computes and sends = I".encrypt(r’) o, e to the verifier

2. The verifier choosels - {0,1} and sends it to the signer.
3.1f b = 0, the prover sends’ and the randomness used to encrypt if'iancrypt(r’).
Otherwise, he sends * r and proves that, is an encryption of’  r.
4. 1f b = 0, the verifier checks that is computed as in Step 1.
Otherwise, he checks the proof of decryptiortgf
It it fails, he rejects the proof.

Fig. 2. Proof system for membership to the language 3m : m = I'decrypt(e)} Common input: (e, I.pk) and
Private input: I".sk or randomness encrypting in e

The confirmation/denial protocol The confirmedSign, confirmation and denial protocols of the-c
struction in Subsection 4.1 are depicted below.

1. The prover and verifier, given the public input, complites defined in Definition 1.

2. The prover chooses xia G, computes and sends = f(r’) o5 I and
to = Iencrypt(r’) o. e to the verifier.

3. The verifier chooséls <= {0, 1} and sends it to the prover.
4.1f b = 0, the prover sends’ and the randomness used to encrypt ifiancrypt(r’).
Otherwise, he sends * r and proves that; is an encryption of” * r. I
5. 1f b = 0, the verifier checks that andt. are computed as in Step 1.
Otherwise, he checks the proof of decryptiontaf
It it fails, he rejects the proof.
Otherwise:
If the prover is confirming the signature, the verifier acegpyf (r’ x r) = t1.
If the prover is denying the given signature, the verifieregts the proof iff (r’ = r) # 1.

Fig. 3. Proof system for membership (non membership) to the largdég c): 3r : r = Idecrypt(e) Ar = (#
)£2.open(¢, m)} Common input: (e, ¢, m, I'.pk, £2.pk) andPrivate input: I".sk or randomness encryptingin e

Remark 2.The prover in Figure 3 is either the confirmer who can run thevalprotocols with the
knowledge of his private key, or the signer who wishes to conthe validity of a just generated signa-
ture. In fact, with the knowledge of the randomness useddoyens in ¢, the signer can issue the above
confirmation protocol thanks to the properties satisfied by

Theorem 8. The confirmation protocol (run either by the signer on a justerated signature or by the
confirmer on any signature) described in Figure 3 i&'grotocol.

Theorem 9. The denial protocol described in Figure 3 isX protocol under the assumption of the
underlying cryptosystem being IND-CPA-secure.

The proofs of both theorems are given in Appendices F.2 @hdeBpectively.

5 Improvements and Possible Extensions

5.1 The “signature of an encryption” paradigm

We have seen that confirmer signatures realizing the “sigaaif a commitment” paradigm are com-
prised of a commitment on the message to be signed, an etergbthe random string used to produce
the commitment, and a digital signature on the commitmenteSIND-CPA encryption can be easily
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used to get secure commitments, one can use instead of tmeitoent in the previous constructions an
IND-CPA secure cryptosystem. With this choice, there wallio need of encrypting the string used to
produce the encryption of the message, since the privatefkbg cryptosystem is sufficient to check the
validity of a ciphertext w.r.t. to a given message. We giviolwehe full description of the construction.

Key generationThe signer key pair i$X.pk, >.sk) and the confirmer key pair id".pk, I".sk) where
J) and [ are the digital signature and the cryptosystem underlyegconstruction resp.

ConfirmedSignOn input message:, compute an encryption = Iencryptp . (m) of m, then a
digital signaturer = X'signy; ¢ (c). Finally output(c, o) and a ZK proof that decrypts inmn. Such
a proof is possible given the randomness used to enenyiptc.

Confirmation/Denial protocolOn a message: and an alleged signatuge = (u1, p2), check the
validity of 15 on . In case it not valid, producé. Otherwise, compute the decryptienof 1; and

check whethefi = m, according to the result give a ZK of the equality/inequyatif the decryption
of 11 andm. These proofs are possible using the private ke¥ of

Selective conversioffroceed as in the confirmation/denial protocol with the pioa of issuingL is
case the signature is invalid, anchan-interactiveproof thatm is the decryption of the first field of
the signature otherwise.

We notice that the construction depicted above achievdsrig¢rformances than all previously
cited constructions in terms of signature length, genamaterification and conversion cost. In fact, the
signature contains only an IND-CPA encryption and sigreatur it. Moreover, verification or conver-
sion of the signature are simpler as they do not involve amgnebecking whether a commitment is
correctly computed. Besides, the proofs underlying thdicaedSign/confirmation/denial protocols are
reduced in case of Discrete-Logarithm-based cryptosysterproofs of equality/inequality of discrete
logarithms for which there exists efficient protocols [9, The only problem with this technique is the
resort to non-interactive ZK (NI1ZK) proofs of knowledge.fhct, we know how to produce such proofs
from their interactive variants using the Fiat-Shamir piagen, which is known to provide security only
in the ROM. However, the recent results in [21, 20] exhibiicednt NIZK proofs of knowledge in some
settings, which suggests that the above construction eceéjrient instantiations.

Concerning the security analysis, we first note that corapkss, soundness and the ZK property
of the confirmedSign/confirmation/denial protocols is eadby the use of ZK proofs. Next, we prove
that the construction is invisible and that it resists exghl forgeries.

Theorem 10. The above construction ig, €, ¢;)-EUF-CMA secure if the underlying digital signature
is also(t, €, s )-EUF-CMA secure.

Theorem 11. The above construction {8, €, gs, qv, gsc)-INV1-CMA secure if it uses @, €/, ¢5)-EUF-
CMA secure digital signature and(@ + ¢s(q, + gsc), €(1 — /)% 19:)-IND-CPA secure cryptosystem.

We provide the proofs in Appendix G.

Remark 3.Note that the IND-CPA requirement on the cryptosystem is aécessary. In fact, determin-
istic schemes, e.g., RSA (which is OW-CPA secure) are noivalll in the design, since an invisibility
adversary will compute the encryptions of the two challengesssages and check whether one of them
is the first field of the signature.

5.2 A stronger security model

In [11], the author presented an elaborate security modeldiatuss in this paragraph how one can
extend the constructions seen so far to this model.
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Security against malicious confirmers. The first difference between our model and the one in [11]
is the unforgeability againghalicious confirmers which is satisfied in the latter but not considered
in the former. This property requires the construction tmasn EUF-CMA secure even if the EUF-
CMA adversary is allowed to choose the confirmer public kaye ©an easily see that the constructions
presented in this document meet this property as the confpuoidic key does not play any role in the
unforgeability proofs.

Correctness of the conversion.Another difference lies in requesting the confirmer to pdeva proof

of the correctness of the conversion. This is vital, becamisdl constructions that realize the “signa-
ture of a commitment” paradigm, the confirmer can coniresalid signatures; he can release the “real”
opening value of the commitment, which does not have to bedéweyption of the first field of the
confirmer signature. A way to overcome this, is to providenglwith the opening value of the com-
mitment, a proof that it is the correct decryption of the fiietd of the alleged signature. In [11], the
author suggested to use a protocaol, i.e., an interactivef ppooving the correctness of the conversion.
We propose to use non interactive proofs to get transfénghike., anybody can check the correctness
of a converted confirmer signature. As mentioned in the pte/subsection, there exists efficient ways
to obtain non-interactive proofs of knowledge without gskiat-Shamir heuristics. Again constructions
shown before meet this stronger property (the reductiohennvisibility proofs can issue such proofs
using the randomness used to produce the encryption of theniément opening value). Finally, our
constructions allow also the confirmer to conuavialid signatures although it is not his responsibility to
convert ill-formed signatures. The confirmer can do so hyifggssimply the decryption of the first field
of signature (in case it is a well-formed ciphertext) alonighva non-interactive proof of the correct-
ness of the decryption. Anybody can then check that thesetkatring does not open the commitment
(second field of the confirmer signature).

6 Summary

We supplemented the study in [22]. In fact, after a quick m®@whrough the plethora of generic con-
structions of confirmer signatures, we managed to categthizm under either those instantiating the
“encryption of a signature” principle, or those realizitng t'signature of commitment” paradigm. Con-
structions obtained from botdlain paradigms were shown to necessitate strong encryptiorhvaiéies
them quite impractical, or at least allow very limited ingtations. However, a small variation of both
principles results in a tremendous improvement: shortadigne, small generation, verification and con-
version cost, in addition to efficient confirmation/deniabtocols. The “encryption of a signature”
principle compares better than the “signature of committhparadigm in terms of security (poten-
tial anonymity) and length of the resulting signatures, besv, the latter betters the former in terms of
flexibility as it applies toany signature. We also shed light on a particular constructidmch can be
seen as a special sub-case of the latter paradigm, nameébighature of an encryption” technique. The
advantage of this technique consists in achieving bettdoimeances than the original technique (short
signature, small generation, verification and conversast)g yet applying to any signature scheme. Its
sole limitation resides in requiring efficient non intereetproofs of knowledge. This motivates research
to further tackle this problem as was started recently if.[21
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A Preliminaries

A.1 Comparison with other CDCS security models

First we note that requiring the confirmedSign, confirmatiod denial protocols to be zero knowledge
captures the different definitions of non transferabilityieth were provided in [6, 19, 16, 35, 11]. More-
over, combination of this requirement and the invisibilisoperty implies the transcript simulatability
defined in [16, 35]. Finally, in some applications, it is reqd that the confirmer signatures are anony-
mous, i.e., do not leak the identity (public key) of the sigfsee [15]). Thus, to capture both anonymity
and invisibility, Galbraith and Mao introduced in [15] a iwot, which we denote INV2-CMA, that re-
quires the confirmer signatures to be indistinguishablenfrandom elements in the signature space.
This new notion is proven to imply both INV1-CMA and ANO-CMAlgeorem 1 and Theorem 4 re-
spectively of [15]). The constructions analyzed/givenhis paper, for instance those described in [16,
35] do not fulfill this notion. However, this should not be aplem because the INV1-CMA property
suffices in many practical situations. We refer to the disimusin [16] (Section 3) for techniques that
can be used by the signer to camouflage the presence of \giigtsres.

A.2 Digital signatures

A signature schemé’ comprises three algorithms, namely the key generatiorrighgo keygen, the
signing algorithnsign, and the verification algorithwerify. The standard security notion for a signature
scheme is existential unforgeability under chosen messtigeks (EUF-CMA), which was introduced
in [18]. Informally, this notion refers to the hardness adfiem a signing oracle, producing a valid pair of
message and corresponding signature such that messags haemqueried to the signing oracle. There
exists also the stronger notion, SEUF-CMA (strong exigaéninforgeability under chosen message
attack), which allows the adversary to produce a forgery presiously queried message, however the
corresponding signature must not be obtained from thergigmiacle.

A.3 Public key encryption schemes

A public key encryption (PKE) scheme consists of the key gaien algorithmkeygen, the encryp-
tion algorithmencrypt and the decryption algorithrecrypt. The typicalsecurity goalsa cryptosystem
should attain are: one-wayness (OW) which correspondtdifficulty of recovering the plaintext from

a ciphertext, indistinguishability (IND) which refers tioet hardness of distinguishing ciphertexts based
on the messages they encrypt, and finally non-MalleabihylY which corresponds to the hardness of
deriving from a given ciphertext another ciphertext suctt the underlying plaintexts are meaningfully
related. Conversely, the typicattack model@n adversary against an encryption scheme is allowed to
are: Chosen Plaintext Attack (CPA) where the adversary oarypt any message of his choice. This
is inevitable in public key settings, Plaintext Checkindatk (PCA) in which the adversary is allowed
to query an oracle on pairsn(, c) and gets answers whether is really encrypted ire or not, and fi-
nally Chosen Ciphertext Attack (CCA) where the adversargllisved to query a decryption oracle.
Pairing the mentioned goals with these attack models yiride security notions GOAL-ATK for
GOAL € {OW,IND,NM} and ATK € {CPA PCA CCA}. We refer to [1] for the formal definitions of
these notions as well as for the relations they satisfy.
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Cryptosystems with labels. Encryption with labels was first introduced in [34]. In thesdemes, the
encryption algorithm takes as input, in addition to the pukéy pk and the message intended to be
encrypted, a label. Similarly, the decryption algorithm takes additionallythe ciphertext and private
key the label under which the ciphertext was created. Sgauntions are then defined as usual except
that the adversary specifies always the label, to be used ichillenge ciphertext, to his challenger, and
in case he (the adversary) is allowed to query oracles, tharahnot query them on the pair formed by
the challenge and the label used to form it.

A.4  Commitment schemes
A commitment scheme [5] consists of the following algorigim

— setup: the setup algorithm that generates the public parametéhne cystem.

— keygen: generates probabilistically a public commitment &y

— commit: a probabilistic algorithm that, on input a public kel and a message:, produces a pair
(c,r): c serves as the commitment value (locked box), aad the opening value.

— open: this is a deterministic algorithm that given a commitmént-), w.r.t. a public keypk, on a

alleged message, checks whether Z commitpy(m, 7).

The algorithmopen must succeed if the commitment was correctly formed (ctmess). Moreover, we
require the following security properties:

1. Hiding. It is hard for an adversary A to generate two messaggsn, such that he can distinguish
between their corresponding locked boxgs:;. That is,c reveals no information about.

2. Binding. Itis hard for an adversary A to come up witleallision (¢, d, d') such tha{c, d) and(c, d’)
are valid commitments famn andm’ resp andn # m/.

We call a commitment schensecureif it meets the previous properties.

It is easy to see the similarity between public key encryptiad commitment schemes. In fact, one
can easily check that IND-CPA encryption implies a securaradment scheme. The main difference
between encryption and commitment is that the former reguine decryption algorithm to be based
on a “universal” secret key (independent of the messagelsidtommitment allows to decrypt with
a “message-dependent” secret key, nhamely the opening vadfiehe message in question. Another
difference is that in encryption, the message is alwaywveéeérrom the ciphertext. This is not always
the case in commitments, as the following example shows:

— setup andkeygen choose a multiplicative groufiG, -) of orderd and generated by an element
Choose further an elemepte G of unknown discrete logarithm with respectgpand a collision
resistant hash functioh: {0, 1}* — Z,. The public commitment key ig.

— commit on a message: € {0, 11* is the pair(r, ¢) wherer <% Z, andc = g"y"(™).
— open an alleged commitmergt, ) on a message: is achieved by checking whether- g yhm,

It is easy to check that the above commitment, referred feedersen-basedommitment scheme,
is correct. Moreover it is statistically hiding becausie random irZ; and so is: = ¢"y"(™, regardless
of m. Besides the biding property is achieved under the disdogfarithm assumption iz and the
collision resistance assumption on the hash function

Finally, it is worth noting that given an alleged commitmeatue c on a message:, one can use
the opening value to prove (disprove) in zero knowledge thais (is not) a commitment om. In fact,
the last assertion corresponds to an NP (co-NP) languagehwahicepts a zero knowledge proof system
(see [17]).
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A.5 X protocols

A X protocol is an argument of knowledge which is complete, dpidero Knowledge (ZK), and which
remains ZK after parallel repetition. We refer to [17] for raanformation.

B Security of the plain “Signature of a Commitment” Paradigm

Theorem 12. The construction depicted in Section 3(ise¢, ¢s)-EUF-CMA secure if uses a binding
commitment scheme and@e, ¢s)-EUF-CMA secure digital signature scheme.

Proof. Let .4 be an attacker against the construction. We will constro@ttackerR against the under-
lying signature scheme as follows.

‘R gets the parameters of the signature schéhieom his challenger, namely the public kéy pk.
Then, R will choose an appropriate cryptosystdimalong with the key paitI".sk, I".pk) and a suitable
commitment schemég. Finally, R will set the mentioned entities as components of the coctsbru.A
is trying to attack.

For a signature query on a messagg R will first create a commitment; using a random string;,
then he will query his own challenger for a digital signatare:;. Let o; be the output digital signature
on¢;. The output confirmer signature consists of the triple= (e;, ¢;, 0;), wheree; is an encryption of
r; under the labein;|| . pk.

A will have at his disposal’.sk and thus he won't need to ask confirm/deny or selective ceiorer
gueries. And, even in case he requests thRnis able to answer such queries with the knowledge of
I'.sk.

At some point,A will output a forgeryu* = (e*, ¢*, 0*) on some message* that has never been
queried. If there exists ah < i < ¢, such thaic* = ¢;, whereu; = (e;, ¢;, 0;) is an output confirmer
signature on a queny:;, then sincen; # m*, R will output a collision for the commitment schenfiz
Since the latter is by assumption bindirg never occurred in signatures output4oThereforec*, o*)
corresponds to a valid existential forgery &n a

Theorem 13. The construction depicted in Section 3fis, ¢s, gy, gsc)-INV1-CMA secure if i$t, €', g5 )-
EUF-CMA secure and it is uses a hiding commitment ard, §(1 — ¢')% "9, ¢,)-IND-CCA secure
cryptosystem with labels.

Proof. Let .4 be an attacker against the construction. We will constro@ttackerR against the under-
lying cryptosystem scheme as follows.

R gets the parameters of the cryptosystenfrom his challenger. Then he will choose a signature
schemeX’ (along with a key pair X'.pk, X'.sk)) and a secure commitment schem2e R will set the
above entities as components of the constructdas trying to attack.

For a signature query on a messagge R will compute a commitment; on m,; using a random
string r;, which he will encrypt ine; under the labeln; || X.pk, then he will produce a digital signature
o; on¢; using X.sk. Finally he outputg:; = (e;, ¢;, 0;) as a confirmer signature on,; and a ZK proof
of knowledge of the equality of the decryption @fand the string used in the commitment Such a
proof is possible using the randomnesssed to encrypt; in e;..

To confirm/deny an alleged signatyre= (u}, 12, 13) on a message:;, R will proceed as follows.
First he checks the validity of the digital signaturgon 17, in case it is invalid, he will output., oth-
erwise he will obtain the decryption of (from the decryption oracle thanks to the CCA attack model),
r;; if 7; is (is not) the same string used to compute the commitmgnRk will issue a zero knowledge
proof of the equality (inequality) of the decryption pf and the string used for the commitmerft R
can issue these proofs without the knowledgd'sk using the rewinding technique (the proofs are ZK
and thus simulatable) or by keeping a record of the randosasassed to encrypt the random strings
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in ¢;. Selective conversion is similarly carried out with the epiton of issuing the decryption of® in
case the signature is valid andotherwise.
At some point,4 will output two messagesy, m that have not been queried for signatuRewill

then choose uniformly at random a bt {0, 1}, and two different random stringg andr; from
the corresponding spacR. will output to his challenger the labeh, || X.pk and the strings, 1. He

receives then a ciphertext encryption ofry, for someb’ xid {0,1}. To answer his challengeR will

compute a commitment, on the message,, using the string,» whereb” kil {0,1}. Then,R will out-
put i = (¢, ¢, X.signy o (cp)) as a challenge signature th Note thatA can only exploit information
leaked frome about the opening value of because the commitment scheme is by assumption hiding.

Next, A4 will continue issuing queries whict® can handle as previously, with the exception of
issuing the denial protocol in case of a verification queryl(dn case of a selective conversion query
) on a presumed signatufe, —, —) onm. In fact, in this phaseR cannot query his decryption oracle
on (¢, my|| X.pk). This simulation differs from the real algorithm when thgrsiture(c, —, —) is valid.
SinceA is not allowed to queryng, m; to the signing oracle nai, m;) (i € {0, 1}) to the verification
oracle, such a query will correspond to an existential figrga the construction asy, was never queried
to the signing oracle. Thus, the probability that this doesatcur is at leastl — €')?v "% since the
construction igt, €, ¢s)-EUF-CMA secure by assumption.

Now, let us analyze the challenge signature= (c, ¢y, X.signy. o (cp)). In caseg is an encryption
of ry (that is if &’ = b), thenu corresponds to a valid confirmer signatureropn Otherwise, it is not
a valid signature on neithen; nor m;_;. In fact, ¢, is a commitment onn,; using a string different
from the decryption of under the labeln, || X.pk. Let b, the bit output by.A. A will output b” to his
challenger in cask = b, and1 — b” otherwise.

The advantage aofl in such an attack is defined by

€ = adv(A) = Pr[b, = b|p =b"] — =
Whereas the advantage Bfis given by

adv(R) = (1 — )04 | Prlb = by, ! = "] 4 Palb # b, # ] 3
— (1 _ EI)Q’U'HISC Pr[b — ba|b/ — b/l] Pr[b/ — b/l] + Pr[b # ba|b/ # b/l] Pr[bl # b//] _ %

1
:(1_6/)(1v+(Isc _(E+_)+____

— E(l _ EI)QI/“l‘QSC

The last but one equation is due to the faet§’ # b”] = Pr[t/ = b"] =  asb” Kl {0,1}, and to
the fact that, in cas& # b”, the probability thatd answers is exactly% since in that case the challenge
signature is not valid on both messages. O

C Generalization to Arbitrary Reductions

C.1 Non malleable key generators

We define the notion ofion malleability of a cryptosystem key generatiorough the following two
games:

In Game Q we consider an algorithrR trying to break a cryptosystefi, w.r.t. a public keyl".pk, in the
sense of NM-CPA (or OW-CCA) using an adversatyvhich solves a problem A, perfectly reducible to
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OW-CPA breaking the cryptosystem (w.r.t. the public keyl".pk). In this gameR lunchesA over his
own challenge key".pk and some other parameters chosen freelfRbyVe will denote byadvy(R4)
the success probability @2 in such a game, where the probability is taken over the randmas of
both R and.A. We further defingucc$m(A) = maxg advo(R*) to be the success iBame 0of
the best reductio® making the best possible use of the adversdriNote that the goal oame 0Ois
to include all key-preserving reductiofs from NM-CPA (or OW-CCA) breaking the cryptosystem in
question to solving a problem A, which is reducible to OW-Q#aaking the same cryptosystem.

In Game 1, we consider the same entities asGame Q with the exception of providingR with, in
addition to.4, a OW-CPA oracle (i.e. a decryption oracle correspondinB)tthat he can query w.r.t. any
public keyI".pk’ # I".pk, wherel".pk is the challenge public key d2. Similarly, we defineadv, (R*)
to be the success @ in such a game, anglicc$?™e1(A) = maxg advo(R*) the success iGame 1
of the reductionk making the best possible use of the adversargnd of the decryption (OW-CPA)
oracle.

Definition 3. A cryptosysteni” is said to have a non malleable key generator if
A = maw a|succEmel(A) — succ$me0(A)| is negligeable in the security parameter.

This definition informally means that a cryptosystem hasramalleable key generator if NM-CPA (or
OW-CCA) breaking it w.r.t. a kepk is no easier when given access to a decryption (OW-CPA)®racl
w.r.t. any public keypk’ # pk.

C.2 Proof of Theorem 2

To prove Theorem 2, we first need the following Lemma (sinmitelcemma 6 of [31])

Lemma 3. Let.4 be an adversary solving a problem A, reducible to OW-CPAWirepa cryptosystem
I', and letR be an arbitrary reductiorikR that NM-CPA (OW-CCA) breaks a cryptosystémgiven
access tod. We have

adv(R) < succ$mel(A)

Proof. We will construct an algorithrovt that playsGame 1with respect to a perfect oracle fgr and
succeeds in breaking the NM-CPA (OW-CCA) security/ofvith the same success probability Bf
Algorithm M gets a challenge w.r.t. a public kek and launche&k over the same challenge and the
same public key. IR calls .4 on pk, then M will call his own oracle forA. Otherwise, ifR calls A
onpk’ # pk, M will invoke his own decryption oracle fqrk’ (OW-CPA oracle) to answer the queries.
In fact, by assumption, the problem A is reducible to OW-CBNisg I". Finally, whenR outputs the
result toM, the latter will output the same result to his own challenger a

Proof of Theorem 2 This proof is similar to the one of Theorem 5 in [31].

Proof. We first remark that the invisibility of the construction depd in Section 3 is perfectly reducible
to OW-CPA breaking the cryptosystem underlying the corsima. In fact, an invisibility adversarg,
given a challenge confirmer signature can first decrypt is¢ diomponent, then use the resulting string
to check the validity of the second component (alleged camemnt on the message in question).
Next, we note that the advantage of the meta-reductiérin the proof of Lemma 1 (Lemma 2) is
the same as the advantage of any key-preserving reduktieducing the invisibility of a given con-
firmer signature to the NM-CPA (OW-CCA) security of its uniglarg cryptosystemi”. For instance,
this applies to the reduction making the best use of an Milityi adversary.A against the construction.
Therefore we have:

succ$™0(A) < succ(NM — CPA[I)
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wheresucc(NM — CPA[I']) is the success of breakingin the NP-CPA sense. We also have

succ®™(A) < succ(OW — CCA[I)

Now, Let’R be an arbitrary reduction from NM-CPA (OW-CCA) breaking gptosystem/”, with a non
malleable key generator, to INV1-CMA breaking the condtarc(using the same cryptosyste). We
have

adv(R) < succmel(4)
< succ$mO(A) + A
<succ(NM — CPA[I'])(succ(OW — CCA[T])) + A

sinceA is negligeable, then under the assumptiof'dfeing NM-CPA (OW-CCA) secure, the advantage
of R is also negligeable. O

D Proof of Theorem 3

Proof. Let.4 be an attacker against the construction. We will constro@ttackerR against the under-
lying cryptosystem scheme as follows.

‘R gets the parameters of the cryptosystenfrom his challenger. Then he will choose a signature
schemeX’ (along with a key pair X'.pk, X'.sk)) and a suitable commitment scherfe R will set the
above entities as components of the construcdas trying to attack.

For a signature query on a messagg R will compute a commitment; on m; using a random
string ;, which he will encrypt ire; under the labe;|| X'.pk, then he will produce a digital signature
o; on ¢; using X.sk. Next, he outputs:,; = (e;, ¢;, 0;) as a confirmer signature on; and a ZK proof
of knowledge of the equality of the decryption @f and the string used in the commitment Such
a proof is possible using the randomnessised to encrypt; in e;. Finally, R will add the record
R, = (mi, ti,Ti, €5, Ci, Uz’) toa hiStOI’y listL.

To confirm/deny an alleged signatyre= (u}, 12, 13) on a message:;, R will proceed as follows.
First he checks the validity of the digital signathé on p?, in case it is invalid, he will outputl,
otherwise he will check the list, if he finds a record?; having as first field the message, he will
proceed to the next step, hamely, check whether the foutthdfeR; is equal tou}, if it is the caseR
will issue a ZK proof of the equality of the decryption of and the string used for the commitmeujt
‘R can issue these proofs without the knowledgd sk using the rewinding technique (the proofs are
ZK and thus simulatable) or by using the second fiel&pfrandomness used to produce the encryption
p}). Now, if R; containsm; in its first field, but its fourth field is different from}, thenR will check
the next record?; (j > 7) havingm; in its first field and proceed in a similar fashion. Actuallythie
messagen; is queried more than once, then it will occur in many record§.ilf R browses through
all the records but none of them contains and i} in their first and fourth field resp, then for all the
recordsR; containingm; in their first field,.4 will invoke his PCA oracle on the ciphertex and the
third fields of these records. If one of the queries yieldss"y&s an answer, e.g., there exists a record
R; = (my,tj,7j,ej,c;,0;) such that its third field'; is a decryption of., then according to whether
r; is (is not) the opening value of the commitmerfton m;, R will issue a ZK proof of the equality
(inequality) of the decryption ofi! and the string used for the commitmerjt Again such a proof is
possible to issue using the rewinding technique (the vigleannot be used here because it was not used
to encryptr; in u}). Finally, if no query to the PCA oracle yields the answers'yehenR will issue
the denial protocol, namely simulate a ZK proof, using tiveimding technique, of the inequality of the
decryption ofu! and of the string used for the commitmexjt
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Selective conversion is similarly carried out with the eptaen of issuing the decryption of! instead
of the confirmation protocol and instead of the denial protocol.
The difference between the above simulation and the realéixa of the algorithm is when the signa-
turep; = (u}, u2, 1) is valid, howevery! is not an encryption of a string already issued tol during
a selective conversion query regarding the messagand a presumed signature on it. We distinguish
two cases, eithet; was never queried for signature, in which case such a signatould correspond
to an existential forgery on the construction and thus toxastential forgery on the underlying digital
signature. Onn; was queried before for signature. Lgt= (u;, 3, 113) be the output confirmer signa-
ture to such a query. Sing€ is encryption of some; which was never used to generate signatures on
m;, then with overwhelming probability.? # M? (both are commitment om; with different random
strings). Thus, in this cas@:?, 1) will correspond to an existential forgery on the underlytigital
signature scheme. We conclude that the above simulatiordistinguishable from the real execution
with probability at leas{1 — ¢')% %< as the digital signature scheme underlying the constnids
(t,€,qs)-EUF-CMA secure by assumption.

At some point,A will output two messagesi, m; that have not been queried for signature. The

latter will then choose uniformly at random a bitt {0, 1}, and two different random stringg andr,
from the corresponding spac®.will output to his challenger the labet, || X.pk and the strings, 1.

He receives then a ciphertext encryption ofry, for somed’ Kl {0,1}. To answer his challenger,

R will compute a commitment, on the message, using the string,» whereb” xil {0,1}. Then,
R will output 1 = (¢, ¢y, X.signs i (cp)) as a challenge signature t#. Again, note that4 can only
exploit information leaked froma about the opening value of because the commitment scheme is by
assumption hiding.
Note that at this stag& cannot request his PCA oracle gnr;), i € {0,1} under the labeln, || X.pk.
‘R would need to query his PCA oracle on such a quantity if he ge#srification (conversion) query
on a signaturéc, ¢;, —) and the message;,. R will respond to such a query by simulating the denial
protocol (outputl). This simulation differs from the real algorithm whéa c,, —) is valid onmy,.
Again, such a scenario won't happen with probability ati€as— ¢')? %<, because the query would
form an existential forgery on the construction since byrdgdin of an invisibility game,.4 cannot
requestR for a signature on both messagg, m.
The rest of the proof follows directly as in the proof of Thexr13 . Now, lef: = (¢, ¢p, X.sign . g (cp))
be the challenge signature. In casés an encryption of (that is if o’ = v”), thenu corresponds to a
valid confirmer signature om,. Otherwise, it is not a valid signature on neitheg nor m1_;. In fact,
¢p IS @ commitment onn,, using a string different from the decryption elunder the labeln,|| 2. pk.
Let b, the bit output byA. A will output b” to his challenger in cage= b, and1 — b” otherwise.

The advantage ofl in such an attack is defined by

€ = adv(A) = Pr[ba — b|b/ _ b”] . %
Whereas the advantage &fis given by

adv(R) — (1 o el)q/u'i'lJSc Pr[b — ba,b, — b”] + Pr[b 75 ba,b, 75 b//] i %
— (1 _ EI)Q’U'HISC Pr[b — ba|b/ — b/l] Pr[b/ — b/l] + Pr[b # ba|b/ # b/l] Pr[bl # b//] _ %

1 1. 11 1
— 1_ \NGv+Qqsc - _ -
(1=€) et tas 3
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The last but one equation is due to the faet§’ # b”] = Pr[t/ = b"] =  asb” Kl {0,1}, and to
the fact that, in cas& # b”, the probability thatd answers is exactly% since in that case the challenge
signature is not valid on both messages.

O

E Security of the Modified “Signature of a Commitment” Paradigm

E.1 Proof of Theorem 4
The proof is similar to the one of Theorem 12. So we focus ordiffierences and omit the details.

Proof. (Sketch)

Let A be an EUF-CMA attacker against the construction. We coosan EUF-CMA attackefR
against the underlying digital signature scheme as follows

R gets the parameters of the digital signature from his atta@nd chooses a suitable encryption
and commitment scheme. Simulation of the confirmedSigniesi€don messages;) is done by first
computing a commitment; on m; using some random string, then encrypting the string in e¢; and
finally requesting the challenger for a digital signatar®ne;|| ¢ ||c;. The string(e;, ¢;, 0;) is output to
A along with a proof of the equality of the decryptionegfand the opening value @f. Such proof can
be issued using the cryptosystem private key fanows or the randomness used to encryph e;.
Confirmation/denial and selective conversion queries eapdofectly simulated with the knowledge of
the cryptosystem private key.

At some point,4 will output a forgeryu* = (e*, c*,0*) on some message*, which has never
been queried before. By definitiom} is a valid digital signature oer|| < ||c*. It will form an existential
forgery on the digital signature schemeeffi| ¢ ||c* has never been queried before Byfor a digital
signature. Suppose there exi$ts: i < g, such thate*|| o ||c* = ¢ ¢ ||c; wherep; = (e;, ¢;, 0;) was
the output confirmer signature on the quety. Since the ciphertexts (or commitments) do contain the
special charactes, then equality of the strings®|| ¢ ||c* ande;|| ¢ ||c; implies equality of their prefixes
and suffixes, which implies equality of andc;. We are then back to Theorem 12. In fact, this equality
implies the equality ofn; andm™* since the used commitment is binding.

O

E.2 Proof of Theorem 5

Proof. Simulation of the key generation is similar to the previousogbs.

For a ConfirmedSign query on a messagg the reductiornR (attacker against the cryptosystem)
will proceed exactly as a real signer would do, with the eXoepof maintaining a list of records that
contains the queried messages, the output confirmer sigsadad the intermediate values used to pro-
duce these signatures, namely the random string used irothmitment and the randomness used to
encrypt it. This list will be used later for the confirm/denydaselective conversion queries. In fact,
for such queries, safe;, ¢;, 0;) onm;, R will simulate the confirmation protocol (using the rewinglin
technique or the randomness used to encrypt the opening wélihe commitment) if the encryption
e; appears in one record in the list (as an encryption of a stréagl for commitment), or simulate the
denial protocol otherwise. Selective conversion of a cordirsignature whose first field appears in the
list is done by revealing the opening value of the commitmetiterwise such a confirmer signature is
converted tal .

The difference of this simulation with the real executiortted algorithm is when a queried signature,
say(e;, ¢i, 0;), is valid bute; was never used to generate confirmer signatures. We disintywo cases,
either the underlying message has been queried previously on not. In the latter case, ssigmature
would correspond to an existential forgery on the congtractthus, to an existential forgery on the
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underlying digital signature. In the former case, the aslgrwould have to compute a digital signature
on ¢;|| ¢ ||¢;, wheree; was never used before. By the same argument used in the drddieorem 4
(for the analysis of the forger’s output ), we conclude thatadversary would have to compute a digital
signature on a string for which he never had obtained a sigmal hus, in the former case, the query
would lead to an existential forgery on the underlying sigrescheme. Since the latter is by assumption
(t,€,qs)-EUF-CMA secure, the probability that the simulation différom the real execution is at least
(1 — ¢)avtase,

Finally, in the challenge phase, the adversary outputs halenging messages,, m1. R will then
produce two stringsg, r1 and hands them to his challenger. He gets as a responseengeatiphertext

e onr, for someb € {0, 1}. R will choose a bit/ Rl {0, 1} and produces a commitmenbn a message

my, for someb” %il {0, 1}, using the string-,. Finally, he will produce a digital signatuseone|| ¢ ||c.
The challenge confirmer signature(is ¢, o). Note, that ifb = ¢/, the signature is valid on the message
my, otherwise, it is invalid on both messages. Note also thattiversary exploits only information
leaked from the encryptioa because the commitment scheme is hiding.

The adversary will continue issuing his queriesRowho will handle them as previously. At the
end, the adversary outputs a hjt Clearly the advantage of the adversary is Pr[b” = b,|b = b'] — %
R will output ¢’ in casel” = b, and1 — ¥’ otherwise.

The advantage OR is clearly

Adv(R) = (1 — €)1+ | Prfp = b, B = b] + Prlp” 4 b, b/ £ b] — %

1
:u—fwﬁ%cquzwﬂyzmpﬂyzm+qu¢wﬂy¢mpﬂy¢m—5

11, 11 1
— 1 _ N\avtgsc | — _ —_—
(1=€) 333373

_ %(1 — ¢)avtase

F Efficient Instantiations using Certain Commitments and Cryptosystems

F.1 Proof of Theorem 6

We first remark that the functiofiused in the definition of the clagsinduces a group law ifil = f(G)
for the operatiorv,. Moreover, we havey = f(1g) andvr € G: f(r)~t = f(r=1).

Proof. For completeness, it is clear that if both parties follow ginetocol, the prover will always be
able to provide a proof that the verifier will accept.
For soundness, we show that the prover can cheat with pilipabimost2~! in one round if the verifier
choose9 uniformly at random fron{0, 1}. In fact, suppose that the prover can answer both challenges
for the same commitmertt. Let o andr; be the responses of the prover to the challerigasd 1
respectively in Step 3. Since the verifier accepts the pmwefhave,t; = f(rg) os I = f(r1). Thus,
f(r1)os f(ro)™" = f(r1xry ") = I. Hence, the prover would know a preimagel/ofVe conclude that
a cheating prover can cheat with at mbdg2, providedf is one-way and the verifier is honest (chooses
the bitb uniformly from {0, 1}). Repeating the protocaéltimes leads to a soundness error which is at
most2~.

To prove that the proof is ZK, we provide the following simiolia

1. Generate uniformly a random bitez {0,1}. If b’ = 0, choose”’ € G and sends; = f(r') o I,
otherwise, choose’ € G and send#;, = f(r”) to the verifier.
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2. Getb from the verifier. Ifb = V': if b = 0, the simulator sends back, otherwise, it sends”. If
b # b, itgoes to Step 1.

The prover’s first message is always the functfoapplied to a random valué¢’ € G, and so is the first
message of the simulator. Sinteis chosen uniformly at random frog0, 1}, the probability that the
simulator rewinds the verifier is:

1-Prp=0]=1—(Pr[b=0,/ =0]+Prpb=1,0=1]) =1— (%p+%(1—p)) =1-
wherep = Pr[b = 0]. Therefore, the expected number of rewinds is 2 and as a qoesee, the
simulator runs in expected linear time. Finally, the disition of the answers of the prover and of the
simulator is again the same. We conclude that the protocfKidt also remains ZK if it is runl times
in parallel, wherd is either constant or logarithmic in the security paramdtefact, the simulator of
the parallel composition of the protocol will be the paraiemposition of the above simulator. Thus,
the expected running time of the new simulatog/igprobability of not rewinding the verifier i8~),
which is either constant or polynomial in the security pagten O

F.2 Proof of Theorem 8

Proof. The confirmation protocol depicted in Figure 3 is a paraltehposition of the proofs depicted
in Figures 1 and 2. Therefore completeness and soundnéss f a direct consequence of the com-
pleteness and soundness of the underlying proofs (see [17])

To prove that the protocol is ZK. We provide the following silator (for one execution):

1. Generaté' € {0,1}. If &’ = 0, choose” € G and sends$; = f(r’)osI andts = encrypt(r’)o.e,
otherwise, choose” €r G and send#; = f(r”) andts = encrypt(r”) to the verifier.

2. Getb from the verifier. Ifb = ¥': if b = 0, the simulator sends baek and the randomness used to
encrypt it inencrypt(r’), otherwise, it sends” and simulates the proof @ being an encryption of
r” (this proof is simulatable since it is by assumption ZK K ¥/, it goes to Step 1.

The prover’s first message is an encryption of a random vdluer G, in addition tof ("), and so is
the simulator’s first message. Therefore the distributiminthe prover and of the simulator outputs are
the same in the first round of the proof. Moreover, the expgeetenber of rewinds is (b #£ V') = %),
making the simulator run in expected linear time. The distibn of the prover's messages in the third
round is also similar to that of the simulator's messagesc@elude that the confirmation protocol is
ZK. Parallel execution of the protocol will remain also Zktlife number of executionsis constant or
logarithmic in the security parameter (see the above proof) O

F.3 Proof of Theorem 9

Proof. With the standard techniques, we prove that the denial pobttepicted in Figure 3 is complete
and sound with error probability~! (I is the number of rounds) provided the verifier is honest aed th
cryptosystem is one way. Similarly, we provide the follog/gimulator to prove the ZK property.

1. Generaté’ € {0,1}. If ¥’ = 0, choose’ €r G and sendg; = f(r')osI andty = I".encrypt(r’)o,
e, otherwise, choose’ € G and a random, € f(G) andty = I"encrypt(r”).

2. Getb from the verifier. Ifb = ¥': if b = 0, the simulator sends baek and the randomness used to
encrypt it inI".encrypt(r’), otherwise, it sends” and simulates the proof 8§ being an encryption
of r” (this proof is simulatable since it is by assumption zerovkedge). Ifb = ¥/, it goes to Step
1.

23



The prover’s first message is an encryption of some randooevél and the element; = f(r”
r~1) o4 I. The simulator’s first message is an encryption of a randduevd, and in casé = 0 the
elementt; = f(r” x r=1) os I, whereas in the cage= 1, itis the element; € f(G) (independent

of r”"). Distinguishing these two cases it at least as hard as ingethke IND-CPA security of the under-
lying cryptosystem. In fact, if the verifier is able to diglinsh these two cases, it can be easily used to
break the cryptosystem in the IND-CPA sense. Thereforeemtid assumption of the IND-CPA secu-
rity of the cryptosystem, the simulator’'s and prover’s firs#ssage distributions are indistinguishable.
Moreover, the simulator runs in expected linear time, sitheenumber of rewinds i8. Moreover, the
distribution of the prover’s and the simulator's messag&elast round are again, by the same argu-
ment, indistinguishable under the IND-CPA security of thgotosystem. Finally, with same argument
as above, parallel execution of the protocol remains alsdf Zitke number of executions is constant or
logarithmic in the security parameter. O

G The “Signature of an Encryption” Paradigm

G.1 Proof of Theorem 10

Proof. The adversar{R against the signature underlying the construction willtetparameters of the
digital signature he is trying to attack from his challendéren, he will choose a suitable cryptosystem.
Simulation of signatures is simple; on a quety, R will first compute an encryption; of m;, then re-
quest his challenger for a signature@nlLeto; be the answer of such a queR/.will then output(c;, o;)
and produces a ZK proof that decrypts inm;. Such a proof, in addition to all the proofs involved in the
verification/conversion queries is possible fotto give with the knowledge of the cryptosystem private
key.

At some time, the adversany against the construction will output a forgefy, o*) on a message
m*, that has never been queried befaré.is by definition a digital signature oet. The former has
never been queried Y for digital signature, since otherwise* would have been queried before. We
conclude thatc*, o*) is also a valid forgery on the signature scheme. O

G.2 Proof of Theorem 11

Proof. Let.4 be the invisibility adversary against the construction,ceastruct an IND-CPA adversary
‘R against the underlying cryptosystem as follows.

R gets the parameters of the target cryptosystem from hisectgar, and chooses a suitable digital
signature scheme. For a confirmedSign queryrgnR will proceed as in the real algorithm, with the
exception of maintaining a lisf of records that consists of the query, its encryption, timeloanness
used to produce the encryption, and finally the digital digreaon the encryptiorik can produce digital
signatures on any encryption with the knowledge of the sigeascheme private key. Moreover, he
can confirm any signature he has just generated with the leulgel of the randomness used in the
encryption.

For a verification queryc;, o;) onm;, R will check £ (after checking of course the validity of
onm,), if the recordR; = (m;, ¢;, —, —) appears in the list, then he will issue a proof thatiecrypts
in m; using the third component of the record. Otherwise, he wilidate a proof of the inequality of
the decryption ot; andm; using the rewinding technique.

For a conversion queryR will proceed as in a verification query with the exception ab\ypding the
non-interactive variant of the proof he would issue if trgnsiture is valid, and the symbaol otherwise.
This simulation differs from the real one when the querigphature(c;, o;) is valid onm; howeverc;
does not appear in the list (as first field of the output confiraignatures). We distinguish two cases,
either the message in question has not been queried before for signature, in which caseauaciery
would correspond to a valid existential forgery on the cartdion, and thus on the underling signature
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scheme. Or, the queried signature is on a message that hagjbeeed before, which corresponds
to an existential forgery on the underlying signature sahefince the signature scheme underlying
the construction ist, €, ¢s)-EUF-CMA secure, this scenario does not happen with prdibabt least

(1 —¢)awtase,

At some point,4 produces two messages,, m;. R will forward the same messages to his chal-
lenger and obtain a ciphertext encryption ofm,; for someb Kid {0,1}. R will produce a digital
signature orr and give the result in addition toto .4 as a challenge confirmer signature. It easy to see
that.A’s answer is sufficient foR to conclude. Note that after the challenge phates allowed to issue
confirmedSign, verification and conversion queries &nckn handle them as previously.

O
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