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Abstract. This article discusses the analytic property of Riemann zeta func-

tion. The popular opinion is denied.

1. Introduction

ζ(s) [1]is defined (by Riemann) as:

(1.1) (1− ei2π(s−1))Γ(s)ζ(s) =

∫
C=C1+C2+C3

ts−1/(et − 1)dt

C1 = (−∞, r]e2iπ, C2 = reiθ, θ = (2π, π], C3 = (r,∞), 0 < r < 2π

Most of people think this function is analytic except s = 1[1]. There is still another
series for ζ(s) that ’s called the second definition in this article.

(1.2) ζ(s) =
1

1− 21−s

∞∑
n=1

(−1)n+1n−s, R(s) > 0

This expression is analytic except s = 1, If the Riemann’s definition is also analytic
the definitions 1.1 and 1.2 should be identical. In this article the analytic property
in R(s) = 0 is discussed.

2. Discussion

Theorem 2.1. The second definition of ζ(s) has divergent derivation near s = 0.

Proof.

Fm(s) :=

m∑
n=1

(−1)n+1n−s, R(s) > 0

Set s ∈ (0, 1).

F ′m(s) =

∞∑
n>0,2|n+1

ln(n)(sn−s−1 − n−s−2s(s+ 1)θ/2), 0 < θ < 1

F ′m(s) >
1

2

∫ m−2

n=3

ln(n)n−s−1sdn−
∞∑

n>0,2|n+1

ln(n)n−s−2s(s+ 1)θ/2

lim
m→∞

F ′m(s) =
1

2

∫ ∞
3

s ln(x)x−s−1dx− Cs, |Cs| < C
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lim
m→∞

F ′m(s) >
1

2

∫ ∞
ln(3)

sxe−sxdx− Cs

lim
m→∞

F ′m(s) >
1

2

∫ ∞
ln(3)

sxe−sxd(sx)

s
− Cs

It’s easy to find when s→ 0 this term approaches to infinity. �

There is coming up sharp controversy, as is commonly known the ζ(s) hasn’t
infinity derivation in near s = 0. But in this article the opinion inclines to find the
fault of the Riemann’s definition.

The probe is on Cauchy Integral Formula that said derivable function is analytic.
Integrations about the complex derivable function f(x) in the considered domain
meet

f(x) =
1

2πi

∮
C′

f(z)

z − x
dz

f (n)(x) =
n!

2πi

∮
C′

f(z)

(z − x)n+1
dz

C ′ = reiθ − x, 0 ≤ θ < 2π

Its famous proof of Cauchy’s [2] is incorrect. The flaw of the proof is that the limit
of integral contours r → 0 is not valid, because the contours are not uniformly finite
for the definition of a integration.

Counter-examples of the Cauchy’s result are needed.
The complex derivable continuation ζ∗(s) of the second definition of ζ(s) in the

whole complex plane is

(1− ei2π(s−1))Γ∗(s)ζ∗(s) :=
1

1− 21−s

∫
C

ts−1/(et + 1)dt

(1− ei2π(s−1))Γ∗(s) :=

∫
C

xs−1e−xdx

Γ∗(s) is the classical continuation of Γ(s), R(s) > 0, because∫
C

xs−1e−xdx = lim
r→0

(

∫
C1+C3

xs−1e−xdx+

∫
C2

xs−1e−xdx)

and for R(s) > 0:

lim
r→0

∫
C2

xs−1e−xdx = lim
r→0

∫
C2

dx

∞∑
j=0

(−1)jxs−1+j

j!

= lim
r→0

∞∑
j=0

(−1)jxs+j

(s+ j)j!
|rrei2π = 0, R(s) > 0

As a fact we ought to comprehend this limit correctly instead of calculating on the
meaningless infinitely little integral contour. It could be noticed that ζ∗(s) is quite
different from ζ(s) that defined by Riemann at R(s) < 0. In fact by L’hospital Law
(it’s proved by integration not by analytic form) ζ∗(s) is finite and continuous at
s = 0 so its residue is zero, but its derivation is infinite (at least as the theorem 2.1).
Though this, in the same logic of the cauchy’s proof, the similar form of results can
be obtained that violates the inequality deduced from cauchy’s integral formula.

Now it is critical to define the conception of Analytic as expandable to power
series. French mathematician J.Dieudonne use this definition consistently in his
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famous book ”Foundations of Modern Analysis”. Following this definition of con-
ception of analytic Cauchy integral formula is all right.

Maybe somebody had said

Theorem 2.2. A smooth complex function is analytic if both its real part and
imaginary part are analytic.

It’s obvious.
There still another problem that the proposition for analytic function f(x) like

∃z′∀z(f(z)− f(0) = f ′(z′)z), |z′| ≤ |z|, |z| < r

is invalid. Here is a counterexample

f(x) = (1 + x)a, a ∈ R

If a is great it can be found a little x1, r : |x1| < r

ln(f(x1))− ln(f(x1)) = 2πi, f(x1) = f(x1)

but the derivation zero is at
a(1 + x)a−1 = 0

It’s impossible on |x| ≤ 3r.

3. Conclusion

I have several reasons to denied the popular knowledge,
1)Γ(s),Γ∗(s) are quite different at R(s) < 0. We ignored this once.
2)ζ(s), ζ∗(s) is identical at R(s) > 0 but they has infinite derivation at s = 0. it
can be verified by expression of ζ∗(s) again by noticing that∫

C1,C3,r→0

ln(x)xδ−1/(1 + ex)dx

and ∫
C

ln(x)xδ−1/(1 + ex)dx

have a difference close to infinite although∫
C1,C3,r→0

xδ−1/(1 + ex)dx =

∫
C

xδ−1/(1 + ex)dx

The first is correctly for calculation of the derivation of ζ(δ), the second is not.
Because

d

ds

∫
C

xs−1/(1 + ex)dx 6=
∫
C

ln(x)xs−1/(1 + ex)dx

and the finite Taylor expansion is not too simple.
3)The item 2) evinces that at R(s) > 0 the zeta function should be not all analytic.
(why? the supposed entire function, whose convergent radium calculated at near
s = 0 and others are not compact)
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