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Abstract. In this paper we propose a very simple and efficient encoding
function from Fq to points of a hyperelliptic curve over Fq of the form
H : y2 = f(x) where f is an odd polynomial. Hyperelliptic curves of this
type have been frequently considered in the literature to obtain Jacobians
of good order and pairing-friendly curves.

Our new encoding is nearly a bijection to the set of Fq-rational points on
H. This makes it easy to construct well-behaved hash functions to the
Jacobian J of H, as well as injective maps to J(Fq) which can be used
to encode scalars for such applications as ElGamal encryption.

The new encoding is already interesting in the genus 1 case, where it
provides a well-behaved encoding to Joux’s supersingular elliptic curves.

Keywords: Hyperelliptic Curve Cryptography, Deterministic Encoding,
Hashing.

1 Introduction

Hashing into elliptic and hyperelliptic curves. Many cryptosystems
based on discrete log-related hardness assumptions, especially in pairing-
based cryptography, involve hashing into a group, usually instantiated as
the group of points of an elliptic curve or the Jacobian of a hyperelliptic
curve. For example in the Boneh-Franklin IBE scheme [4], the public-
key for identity id ∈ {0, 1}∗ is an element Qid = H1(id) of the group.
This is also the case in many other pairing-based cryptosystems including
IBE and HIBE schemes [1,15,17], signature and identity-based signature
schemes [3,5,6,10,28] and identity-based signcryption schemes [8,23].

Those cryptosystems are proved to be secure when the hash function
is modeled as a random oracle into the group, and it is not obvious how to
instantiate such a function in practice (when the group is an elliptic curve
or a Jacobian) so that the security proof can go through. As discussed



in by Brier et al. [9], it is sometimes sufficient to use relatively simple
constructions that do not behave like random oracles at all, owing to
random self-reducibility properties of the underlying problems, but it is
generally desirable to have proper hash functions that can be plugged
into any cryptosystem that requires hashing into elliptic and hyperelliptic
curves while not compromising proofs of security in the random oracle
model.

Deterministic encodings. The basic building block for constructing
such hash functions is an encoding from a set that is easy to enumerate,
such as {0, 1}n or Fq, into the elliptic or hyperelliptic curve group. If the
encoding has suitable properties, combining such it with a standard hash
function may provide a robust construction for hashing into the group.

Generic encodings, such as t 7→ t ·G where G is a group generator, will
not work, since they leak the discrete logarithm up to constant factor (as
the hash value in the group is usually obtained as from public data, such
as the identity in IBE schemes). Thus, the particular form of the group
elements intervenes in the encoding.

In the case of elliptic curves, the classical approach is inherently prob-
abilistic: one will first compute an integer hash value h(m) and add a short
padding to get x = 0log k‖h(m). If x is the abscissa of a point on the el-
liptic curve y2 = x3 + ax+ b, this gives the desired point; otherwise, one
increments the padding and tries again. Each step succeeds with proba-
bility about 1/2, so if k is the security parameter, k steps are heuristically
be enough to construct a point except with negligible probability.

However, the length of the hash computation depends on the message
m, which can lead to side-channel attacks [7], unless all k steps are run
for all messages, and Legendre symbols and square roots are computed
in constant time, in which case computational cost becomes prohibitive.
More importantly for pairing-based cryptography, it is difficult to assess
the security of a scheme in which such a “probabilistic” hash function
is used, even when the underlying integer hash function h is considered
ideal.

Therefore, it has been desirable to construct point construction algo-
rithms on elliptic and hyperelliptic curves that are more robust, easier to
analyze, and deterministic. Algorithms proposed so far fit in two families:

– SWU-like encodings, similar to those proposed by Shallue and van
de Woestijne in [26]. They are based on the construction of explicit
rational curves on a surface associated to the target curve.



– Icart-like encodings, similar to Icart’s function [18]. They are obtained
by writing down a root of the curve equation using radicals of degrees
prime to the order of the multiplicative group. This is only possible if
the curve equation is solvable.

Hyperelliptic curve encodings. While there are now rather general
and efficient constructions for elliptic curves, encodings to hyperelliptic
curves remain scarce. The first such encoding was proposed by Ulas in [27],
for curves of the form y2 = xn+ax+ b or y2 = xn+ax2 + bx. Kammerer,
Lercier and Renault, in their recent paper [20], have presented several
additional families of hyperelliptic curves for which an Icart-like encoding
can be constructed, but the target curves are still of a special form and
may not be convenient to use for cryptographic applications. Efficiency
is also a problem for both of theses constructions.

Moreover, all of these algorithms construct points on the curve it-
self, whereas the relevant object in cryptography is the group attached to
it, namely its Jacobian variety. Very recently, Farashahi et al. [12] have
demonstrated how to build a well-behaved hash function to the Jacobian
based on a point-construction algorithm to the curve. Their framework
apply to the functions proposed by Ulas and Kammerer et al., but with
some difficulties and somewhat coarse bounds due to their relatively com-
plex geometric descriptions.

Admissible encodings and indifferentiability. To obtain their well-
behaved hash function construction to the Jacobian, Farashahi et al. rely
on the results by Brier et al. [9], which give sufficient conditions for a hash
function construction of the form H(m) = F (h(m)) to be plugged into
any cryptosystem using H as a random oracle provided that h behaves
as a random oracle. Basically, Brier et al.’s result states this construction
is indistinguishable from a random oracle as soon as F is an admissible
encoding in the following sense.

A function F : S → R between finite sets is an admissible encoding if
it satisfies the following properties:

1. Computable: F is computable in deterministic polynomial time.

2. Regular: for s uniformly distributed in S, the distribution of F (s) is
statistically indistinguishable from the uniform distribution in R.

3. Samplable: there is an efficient randomized algorithm I such that for
any r ∈ R, I(r) induces a distribution that is statistically indistin-
guishable from the uniform distribution in F−1(r).



1.1 Our contribution

This paper presents a new encoding for hyperelliptic curves of the form
H : y2 = f(x) where f is an odd polynomial over Fq, with q = 3 mod 4.
From this encoding to the curve H, we also deduce efficient injective
encodings and well-behaved hash functions to its Jacobian.

The new encoding has the following desirable properties:

– it can be very efficiently computed using one exponentiation and no
division, in constant time and without branching;

– the encoding is an efficiently invertible bijection: thus, it is possible
to encode messages as points on the curve and recover them. This has
numerous applications, e.g. to encryption;

– in genus 1, it provides an encoding to supersingular elliptic curves,
similar to Boneh and Franklin’s construction [4], but for different base
fields;

– in higher genus, many cryptographically interesting curves are of the
form H, including the curves considered in [14,16,25];

– many constructions of pairing-friendly hyperelliptic curves yield curves
of the form H [21,13];

– since the encoding has a simple geometric description, it is easy to
obtain well-behaved hash functions from it, and the corresponding
regularity bounds are optimally tight.

2 Odd Hyperelliptic Curves

Let f be an odd monic polynomial over a finite field Fq with q ≡ 3
(mod 4), which has simple roots in Fq. We denote its degree by 2g + 1,
and consider the hyperelliptic curve over Fq defined by:

H : y2 = f(x) = x2g+1 + a1x
2g−1 + · · ·+ ag

Let us call such curves odd hyperelliptic curves. Many hyperelliptic
curves relevant to cryptography, and particularly pairing-based cryptog-
raphy, are of this form. For example:

– the supersingular elliptic curves of Joux [19]: y2 = x3 + ax;
– the genus 2 curves studied by Furukawa et al. [14] and their extension

to genus g by Haneda et al. [16]: y2 = x2g+1 + ax (for which one can
compute the zeta function);

– in particular, the Type II pairing-friendly curves of genus 2 con-
structed by Kawazoe and Takahashi [21];



– the genus 2 hyperelliptic curves for which Satoh [25] gave an efficient
class group counting algorithm: y2 = x5 + ax3 + bx;

– in particular, some of the pairing-friendly genus 2 curves constructed
by Freeman and Satoh [13] (although the case q ≡ 1 (mod 4) is more
common).

Additionally, odd hyperelliptic curves and their Jacobians admit an
automorphism of order 4 over Fq2 (namely (x, y) 7→ (−x,

√
−1 · y)) which

can be used to map points over Fq to linearly independent points over
Fq2 , another useful property for pairings.

Remark 1. A hyperelliptic curve over Fq is birational to an odd hyper-
elliptic curve when the set of points in P1 over which it is ramified is
invariant under an automorphism of P1 of order 2 fixing two of them,
both Fq-rational. For example, hyperelliptic curves of the form:

H ′ : y2 = x6 + ax5 + bx4 − bx2 − ax− 1

are birational to odd hyperelliptic curves, since they are ramified over a
set of points invariant under x 7→ 1/x and containing ±1. One possible
change of variables is x 7→ (x− 1)/(x+ 1).

This remark shows that the coarse moduli space of odd hyperelliptic
curves of genus g over Fq is a subvariety of dimension g−1 of the dimension
2g − 1 moduli space of genus g hyperelliptic curves.

3 Our New Encoding

3.1 Definition

Let H : y2 = f(x) be an odd hyperelliptic curve over Fq. Denote by
√
·

the usual square root function on the set of quadratic residues in Fq
(exponentiation by (q+ 1)/4), and by

(
·
q

)
the Legendre symbol over Fq.

Over Fq, −1 is a quadratic nonresidue, and for any t ∈ Fq, we have
f(−t2) = −f(t2), so unless f(t2) = 0, exactly one of f(t2) or f(−t2) is
a square. In other words, exactly one of t2 or −t2 is the abscissa of an
Fq-rational point on H.

This observation allows us to define a point encoding function F to
H(Fq) as follows:

F : Fq −→ H(Fq)

t 7−→
(
ε(t) · t2 ;

(
t

q

)√
ε(t) · f(t2)

)
(1)



where ε(t) =
(
f(t2)
q

)
. We claim that this function is well-defined and

“almost” a bijection.

More precisely, recall that a Weierstrass point of H is a point where
the rational function y is ramified: these are the points (x, 0) for x a root
of f together with the point at infinity ∞. Then, let W ⊂ H(Fq) be the
set of Fq-rational Weierstrass points on H, and T ⊂ Fq the set of elements
t in the base field such that f(±t2) = 0.

Theorem 1. The function F given by (1) is well-defined, maps all points
in T to (0, 0) ∈W , and induces a bijection Fq \ T → H(Fq) \W .

Proof. For t ∈ T , we have ε(t) = 0, hence F (t) = (0, 0) ∈ W . Now let
t ∈ Fq\T , and x = ε(t)·t2. Since f is odd and ε(t) = ±1, f(x) = ε(t)·f(t2).

In particular, recalling that
(
−1
q

)
= −1, we can write:

(
f(x)

q

)
=

(
ε(t) · f(t2)

q

)
= ε(t) ·

(
f(t2)

q

)
= ε(t)2 = 1

Thus, the second component y =
(
t
q

)√
ε(t) · f(t2) of F (t) is well-defined,

and we have y2 = ε(t) · f(t2) = f(x), so F (t) is an affine point on H(Fq)
as required. The condition t 6∈ T further implies that t 6= 0, so x 6= 0.
Therefore, F (t) ∈ Fq \W .

Let us show that the restriction of F to Fq \ T is injective. Indeed,
suppose F (t) = F (u) with t, u 6∈ T . Equating x-coordinates, we get t2 =
±u2. In case t2 = −u2, this gives (t/u)2 = −1 since u 6= 0: a contradiction.
Thus t2 = u2. If u = −t, then comparing the y-coordinates, we obtain(

t

q

)√
ε(t) · f(t2) =

(
u

q

)√
ε(u) · f(u2)

=

(
−t
q

)√
ε(t) · f(t2) = −

(
t

q

)√
ε(t) · f(t2)

which is absurd. Therefore, t = u and F is injective on Fq \ T .

Finally, F (Fq \ T ) = H(Fq) \W . To see this, take (x, y) ∈ H(Fq) \W
and let t = δ · x(q+1)/4, where δ = ±1 is to be determined later. We have

t2 = x(q+1)/2 =
(
x
q

)
x. Then, f(t2) =

(
x
q

)
f(x), and hence

ε(t) =


(
x
q

)
f(x)

q

 =

(
x

q

)(
f(x)

q

)
=

(
x

q

)



since f(x) = y2 is a quadratic residue. Thus, if we let F (t) = (x′, y′), it
follows that

x′ = ε(t) · t2 =

(
x

q

)
·
(
x

q

)
x = x

Since F (t) is in H(Fq), we also have (y′)2 = f(x′) = f(x) = y2, so
y′ = ±y. In particular, y′ 6= 0 so t is not in T . Furthermore, changing
the sign of δ flips the sign of y′ without touching x′, so if we choose δ
adequately, we get y′ = y and (x, y) ∈ F (Fq \ T ). This completes the
proof. ut

Corollary 1. The cardinal of H(Fq) is q + 1.

Proof. From the above, we get #H(Fq) = #(Fq \ T ) + #W = q −#T +
#W . Now for each pair ±x of nonzero roots f in Fq, exactly one of them
has two square roots ±t = ±x(q+1)/4 ∈ T and the other has none. Thus,
#T = 2r + 1 with 2r is the number of nonzero roots of f in Fq. On the
other hand, W is the set of points (x, 0) ∈ (Fq)2 with f(x) = 0 together
with ∞ ∈ H(Fq). Thus #W = 2r + 2. Hence the claim. ut

Remark 2. – Since F is an efficiently computable bijection between all
of Fq and H(Fq) except at most 2g + 2 points on both sides, with
an efficiently computable inverse, it is a very well-behaved encoding
function.

In particular, it is clear that if t is uniformly distributed in Fq, the
distribution of F (t) in H(Fq) is statistically indistinguishable from
the uniform distribution. According to the results of Brier et al. [9], it
follows that if m 7→ h(m) is a hash function to Fq modeled as a random
oracle, then F (h(m)) is a function into H(Fq) that is indifferentiable
from a random oracle. When the genus of H is at least 2, however,
one is usually interested in hashing to the Jacobian of H rather than
H itself. This will be discussed in §4.

The fact that F is injective, unlike most other constructions, makes
it possible to also use it for other purposes than hashing, such as
encoding a message to be encrypted, for example with ElGamal.

– Since #T = #(W \ {∞}), it is in fact easy to modify the definition of
F to obtain a bijection F ′ : Fq → H(Fq) \ {∞} which misses only one
rational point on H. It is slightly less efficient to compute, however,
and using one or the other makes no difference in practice (as one is
not concerned with a few exceptional points), so we shall stick to F
as defined by (1).



– When H is in fact an elliptic curve E (i.e. deg f = 3), Corollary 1 says
that E is supersingular. These are in fact the supersingular elliptic
curves y2 = x3 + ax discussed by Joux in [19]. Thus, the function F
provides a convenient way to encode points into supersingular elliptic
curves over Fq with q ≡ 3 (mod 4). This is an interesting addition
to the original encoding of Boneh and Franklin [4], which applies to
supersingular curves of the form y2 = x3 + b over fields Fq with q ≡ 2
(mod 3). In particular, our encoding can be used in characteristic 3.

– In the general case, we see that #H(Fqn) = qn + 1 for any odd exten-
sion degree n. This gives some constraints on the zeta function of H,
but in genus g ≥ 2, many isogeny classes are possible for the Jacobian
J of H nonetheless, so the proposed encoding applies to a wide range
of curves. It is not always easy to determine the order of J(Fq): an
approach is given by Satoh in [25] for g = 2.

3.2 Efficient computation

The definition of F involves two (generalized) Legendre symbols and one
square root, which suggests that its computation might be costly, es-
pecially if it is to be done in constant time, an important property in
settings where side-channel attacks are a concern. However, it is actually
possible to compute F with a single exponentiation, a few multiplications
and no division, making it one of the most efficient deterministic encod-
ing function proposed to date. One such implementation is described as
Algorithm 1. Note that this implementation is also branch-free, contrary
to what happens for encodings such as the one by Shallue and van de
Woestijne [26]; this also prevents certain active side-channel attacks.

Algorithm 1 Constant-time, single-exponentiation implementation of
the encoding F . The constant r is (q− 3)/4 if q ≡ 7 (mod 8), (q− 3)/4 +
(q − 1)/2 otherwise.

1: function F (t)
2: α← f(t2)
3: β ← (t2α)r

4: return (αβ2t4, αβt)
5: end function

To see that this implementation is correct, consider α and β as defined
in Algorithm 1. For t ∈ T , we have α = 0, hence the procedure returns



F (t) = (0, 0) as required. Now let t 6∈ T . We have

β2 = tq−3 · α
q−3
2 =

1

t2
· 1

α

(
α

q

)
=
ε(t)

t2α

In particular, αβ2t4 = ε(t) · t2 is indeed the abscissa of F (t).

Moreover, suppose q ≡ 7 (mod 8). Then (q+ 1)/4 is even, so we have

αβt = t
q−3
2

+1 · α
q−3
4

+1 =

(
t

q

)
f(t2)

q+1
4

=

(
t

q

)(
ε(t) · f(t2)

) q+1
4 =

(
t

q

)√
ε(t) · f(t2)

so the algorithm is correct.

Similarly, when q ≡ 3 (mod 8), (q + 1)/4 is odd and we obtain

αβt = t
q−3
2

+1 · α
q−1
2

+ q−3
4

+1 =

(
t

q

)
ε(t) · f(t2)

q+1
4

=

(
t

q

)(
ε(t) · f(t2)

) q+1
4 =

(
t

q

)√
ε(t) · f(t2)

which concludes.

4 Mapping to the Jacobian

In the previous section, we have constructed a function F : Fq → H(Fq)
which is efficiently computable and has a number of desirable properties.
For cryptographic purposes, however, we are usually interested in ob-
taining elements of a group attached to the curve, namely the Jacobian,
rather than points on the curve itself. In the case of elliptic curves, the
curve and its Jacobian are isomorphic so no further work is needed, but
for curves of genus g ≥ 2, they are quite different objects.

In the following, we always denote the Jacobian of H by J , and we
regard H as embedded in J via the map H → J sending a point P to the
class of the degree 0 divisor (P ) − (∞). In particular, if P,Q are points
in H(Fq), P +Q denotes the class of (P ) + (Q)− 2(∞).

We propose two constructions of maps to J(Fq) to accommodate for
different use cases: an injective map with large image, which can be used
to encode scalars as group elements (e.g. for encryption), and a map defin-
ing an essentially uniform distribution on J(Fq), to obtain well-behaved
hash functions.



4.1 Injective encoding to the Jacobian

Let us first recall a few facts about hyperelliptic curves, for which we refer
for example to [24]. Elements of J(Fq) are classes of Fq-divisors on H and
admit a canonical representation as so-called reduced divisors defined over
Fq. Let ·̃ denote the hyperelliptic involution on H, (x, y) 7→ (x,−y). A
divisor D = P1 + · · ·+Pr (where the Pi are not necessarily distinct points
in H(Fq)) is said to be reduced when r is less than or equal to the genus g

of H, and Pi 6= P̃j for all i 6= j. The reduced divisors D and D′ defined by
P1, . . . , Pr and P ′1, . . . , P

′
r are distinct and non-equivalent as soon as the

multisets {P1, . . . , Pr} and {P ′1, . . . , P ′r} are different. Each divisor class
in J(Fq) contains a unique reduced divisor defined over Fq.

Now, with the notations of §3, the encoding F : Fq → H(Fq) defined
by (1) satisfies that for all t ∈ Fq \ T , the only u such that F (u) =

F̃ (t) is u = −t. Therefore, if (t1, . . . , tg) is any tuple of g elements of
Fq \ T (g being the genus of H) such that ti + tj 6= 0 for all i, j, then
F (t1) + · · ·+F (tg) is a reduced divisor. In particular, consider the set X
of g-element subsets of Fq \ T not containing any two opposite elements.
Then it is immediate from the facts above that the map:

Finj : X −→ J(Fq)
{t1, . . . , tg} 7−→ F (t1) + · · ·+ F (tg)

is injective. We have

#X = 2g
(

(q −#T )/2

g

)
=

1− o(1)

g!
· qg ≥ cg ·#J(Fq)

for some constant cg > 0 depending only on g. Thus, Finj is an injective
mapping to J(Fq) covering a large portion of all points. It is also very
easy to compute since points in the image are directly given as reduced
divisors, so no actual arithmetic on the Jacobian is needed.

In the case that is most relevant for cryptographic applications, namely
g = 2, we can define an even simpler injective encoding, from the set Y
of 2-element subsets of Fq \ T , which may be easier to manipulate than
X:

F ′inj : Y −→ J(Fq)
{t1, t2} 7−→ F (t1) + F (−t2)

This function injective, easy to compute, and reaches roughly one half of
all points in J(Fq).



4.2 Indifferentiable hashing to the Jacobian

One can also use F to construct well-behaved hash functions to J(Fq).
For this purpose, Brier et al. [9] have shown how one could use functions
to J(Fq) with good regularity properties, and Farashahi et al. [12] have
proposed a framework based on character sums to prove such regularity
properties for functions of the form:

F⊗s : (Fq)s −→ J(Fq)
(t1, . . . , ts) 7−→ F (t1) + · · ·+ F (ts)

Since F is so simple, we do not really need to rely on the entire
framework of [12]. Indeed, the following bound, which in the terminology
of Farashahi et al. says that F is a (2g− 2 + ε)-well-distributed encoding,
can be proved using classical results on characters on algebraic curves.
Note that this bound is very tight: it gives a better well-distributedness
bound for F in genus up to 6 than can be established for Icart’s function
in genus 1.

Lemma 1. For any character χ of the abelian group J(Fq), let

S(χ) =
∑
t∈Fq

χ(F (t))

Then, whenever χ is nontrivial, we have

|S(χ)| ≤ (2g − 2)
√
q + 4g + 3

Proof. A nontrivial character χ of J(Fq) is also a nontrivial, unramified
Artin character of H (see [22, §2] or [12, §4]). In particular, the Riemann
hypothesis for the L-function on H associated with χ gives:∣∣∣∣∣∣

∑
P∈H(Fq)

χ(P )

∣∣∣∣∣∣ ≤ (2g − 2)
√
q

The result then follows from the observation that∑
t∈Fq

χ(F (t)) = #T · χ((0, 0)) +
∑

P∈H(Fq)\W

χ(P )

= #T · χ((0, 0))−
∑
P∈W

χ(P ) +
∑

P∈H(Fq)

χ(P )

since #T + #W ≤ 4g + 3. ut



We can then proceed like in [12] and deduce from this lemma a bound
on the statistical distance between the distribution defined on J(Fq) by
F⊗s and the uniform distribution.

For any D ∈ J(Fq), let Ns(D) denote the number of preimages of D
under F⊗s:

Ns(D) = #
{

(t1, . . . , ts) ∈ (Fq)s | D = F (t1) + · · ·+ F (ts)
}

Then we have the following result:

Theorem 2. The statistical distance between the distribution defined by
F⊗s and the uniform distribution on J(Fq) is bounded as:

∑
D∈J(Fq)

∣∣∣∣Ns(D)

qs
− 1

#J(Fq)

∣∣∣∣ ≤
(
2g + 2 + (4g + 3)q−1/2

)s√
#J(Fq)

qs/2

Proof. This results from [12, Theorem 2]. We can give a quick recap of
the proof for the reader’s convenience.

Note first that one can write Ns(D) in terms of the character sums
S(χ) as follows:

Ns(D) =
∑

t1,...,ts∈Fq

1

#J(Fq)
∑
χ

χ (F (t1) + · · ·+ F (ts)−D)

=
∑
χ

χ(−D)

#J(Fq)
∑

t1,...,ts∈Fq

χ (F (t1) + · · ·+ F (ts))

=
∑
χ

χ(−D)

#J(Fq)
S(χ)s

Putting the trivial character aside, this yields:

Ns(D)

qs
− 1

#J(Fq)
=

χ(−D)

qs#J(Fq)
∑
χ 6=1

S(χ)s

Then, we consider the sum of squares of this expression as D varies along
J(Fq). Let

Vs =
∑

D∈J(Fq)

∣∣∣∣Ns(D)

qs
− 1

#J(Fq)

∣∣∣∣2



We have

Vs =
∑
D

1

q2s#J(Fq)2
∑
χ,χ′ 6=1

χ(−D)χ′(−D) · S(χ)s · S(χ′)s

=
1

q2s#J(Fq)2
∑
χ,χ′ 6=1

(∑
D

χ(D)χ′(D)

)
S(χ)s · S(χ′)s

=
1

q2s#J(Fq)
∑
χ 6=1

∣∣S(χ)
∣∣2s ≤ ((2g + 2)

√
q + 4g + 3

)2s
q2s

since the sum over D of χ(D)χ′(D) vanishes if χ 6= χ′. Finally, the
Cauchy-Schwarz inequality gives:∑

D∈J(Fq)

∣∣∣∣Ns(D)

qs
− 1

#J(Fq)

∣∣∣∣ ≤√Vs ·√#J(Fq)

≤
(
2g + 2 + (4g + 3)q−1/2

)s√
#J(Fq)

qs/2

as required. ut

Note that #J(Fq) ∼ qg, so that the bound we get on the statistical
distance is in O(q(g−s)/2). Therefore, as soon as s > g, the distribution
defined by F⊗s on J(Fq) is statistically indistinguishable from the uniform
distribution. In particular, in the terminology of Brier et al. [9] which we
recalled in the introduction, the encoding F⊗(g+1) to J(Fq) is regular. It
is also obviously computable and samplable, so F⊗(g+1) is an admissible
encoding to J(Fq).

This provides a simple, well-behaved hash function construction to
the Jacobian of H. Indeed, it follows that the function

m 7→ F (h1(m)) + · · ·+ F (hg+1(m))

is indifferentiable from a random oracle if h1, . . . , hg+1 are seen as inde-
pendent random oracles into Fq.

5 Conclusion

In this paper, we provide a very efficient construction of a deterministic
encoding into odd hyperelliptic curves. Odd hyperelliptic curves are a
simple and relatively large class of hyperelliptic curves, compared to the



families of curves covered by previous deterministic encodings. They also
include many curves of cryptographic interest (because of efficient point-
counting on the Jacobian, or pairing-friendliness), even in the elliptic
curve case.

This encoding is almost a bijection, which can be useful for a number
of applications, such as encryption, and allows us to construct the first
efficient injections with large image to the Jacobians of odd hyperelliptic
curves, as well as indifferentiable hash functions to these Jacobians with
particularly tight regularity bounds.
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