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#### Abstract

We extend and improve biclique attacks, which were recently introduced for the cryptanalysis of block ciphers and hash functions. While previous attacks required a primitive to have a key or a message schedule, we show how to mount attacks on the primitives with these parameters fixed, i.e. on permutations. We introduce the concept of sliced bicliques, which is a translation of regular bicliques to the framework with permutations.

The new framework allows to convert preimage attacks into collision attacks and derive the first collision attacks on the reduced SHA-3 finalist Skein in the hash function setting up to 11 rounds. We also demonstrate new preimage attacks on the reduced Skein and the output transformation of the reduced Grøstl. Finally, the sophisticated technique of message compensation gets a simple explanation with bicliques.
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## 1 Introduction

Meet-in-the-middle attacks have been known in cryptanalysis at least since the analysis of DoubleDES [9], but got less attention in 90s and early 2000s because of more difficult key schedules in contemporary block ciphers. They regained prominence with the introduction of the splice-and-cut framework by Aoki and Sasaki for hash functions [2, 22]. Aoki and Sasaki considered various designs and demonstrated how to construct pseudo-preimages for compression functions based on block ciphers. Pseudo-preimages can be converted to regular preimages, though this reduces the advantage previously gained over brute force.

While the first splice-and-cut attacks were quite simple, they quickly became more sophisticated as cryptanalysts tried to increase the number of rounds broken 1,23. That number for the first attacks was determined by the length of chunks - two sections of a primitive each independent of its own set of key/message bits called neutral bits. For example, two DES calls in Double-DES are chunks each independent of half of the key. Later research showed how to start the attack with a sophisticated construction (so called initial structure) over several rounds to increase the total number of rounds in the attack [3,23, which culminated in the concept of bicliques 15]. While initial structures relied on slow diffusion, bicliques do not need that condition. In turn, they translated the condition on internal states being suitable for meet-in-the-middle attacks to the requirements on how these states map to each other under different sub-transformations.

Bicliques. Breaking the diffusion barrier, the biclique technique led to the first attack on 8-round AES-128 [8], which does not involve any elements of the exhaustive key search. The attack, later called a long biclique, has influenced those reducing the security level of the full AES [8], Square [17], Kasumi [13], IDEA [14]. All these attacks need a small but noticeable number of operations to test
a single key, and in our opinion they have smaller potential. Indeed, even a single operation for each key implies a lower bound on the complexity which is not far from exhaustive search. Also from the technical point of view, the use of bicliques in those settings is not much different from earlier use of initial structures.

From parametrized transformations to permutations. The key/message schedule is a crucial element in the biclique attacks. In Section 2 we show how to find computations that collide on different messages, and then enumerate $N$ message candidates with only $2 \sqrt{N}$ states.

However, there are several settings where an attacker can not manipulate a scheduled parameter, or there is no schedule at all. For example, preimage attacks on blockcipher-based hash functions first consider a compression function and produce pseudo-preimages, and then run a computationally expensive meet-in-the-middle attack to produce real preimages. If an attacker wants to reduce the cost by avoiding the second step, then he has to assign the chaining value with the original IV. If the compression function is based on the Matyas-Meyer-Oseas mode with $E_{K}$ as a block cipher,

$$
F(C V, M)=E_{C V}(M) \oplus M,
$$

then the attacker analyze the permutation $E_{I V}(\cdot)$.
Another example is the SHA-3 finalist Grøstl with output transformation $x \leftarrow \operatorname{Truncate}(x \oplus P(x))$, where $P$ is a fixed permutation. Therefore, the translation of the biclique technique to permutations is quite promising.

Permutations have been subject to a few recent attacks [21,29], which use a predecessor of biclique - initial structure. A natural question is whether the more general concept of bicliques can be carried out to this setting and even if so whether the advantages of long bicliques can be used similarly to AES.

Collisions for the MMO-based primitives. While the Matyas-Meyer-Oseas (MMO) and DaviesMeyer (DM) modes are equally resistant to generic attacks [7], they are way more different when dedicated methods are considered. Collision attacks typically fix the chaining value, so in the DM mode

$$
F(C V, M)=E_{M}(C V) \oplus C V
$$

an attacker is able to manipulate the round injections through the modification of $M$, while in the MMO mode he is able to choose only the input. From our point of view, famous collision attacks on the MD4/SHA family [5,28] demonstrate that the first setting is much more friendly to the attacker. Indeed, the most powerful collision search method - differential cryptanalysis - works with relatedkey characteristics in the DM mode, and with regular characteristics in the MMO mode. Devastating related-key attacks on AES [6] hint that the former setting is more suitable.

One should not be confused, however, by near-collision attacks on the compression function of Skein [4, 25], as they are essentially free-start collisions, i.e. they inject the difference in the chaining value or the tweak. Therefore, we conclude that mounting a regular collision attack on the hash function based on MMO is quite difficult. The very recent pseudo-collision attack [16] on Skein is a great step forward, as we discuss in the further text.

## Our contributions

In Section 2 we introduce a new notion of sliced biclique as a translation of a regular biclique to permutations. The new concept helps to carry out the meet-in-the-middle attacks and the biclique technique to permutations without modifiable parameters.

The applications are manyfold. First, we improve a very recent technique of finding pseudocollisions with pseudo-preimages and show how to get regular collision attacks on the MMO-based primitives (Section (4). We obtain the first collision attacks on the reduced round Skein hash function (Section 5). The new attacks are also translated to new preimage attacks on Skein (Section 6).

Then we consider the output transformation of the SHA-3 finalist Grøstl-256, which consists of a single permutation. In this setting we target the maximum number of rounds rather than lower complexity, and derive the first shortcut 6 -round attack (Section 7).

Finally, we simplify the neutral bit search procedure from earlier meet-in-the-middle attacks called message compensation (Section 8). It appeared to be very ad-hoc and complicated tool and was difficult to check. It gets a clear interpretation as a sliced biclique, which will hopefully lead for better attacks. In the Appendix we show a conversion of a sliced biclique to the regular biclique attack via phantom schedule, which replaces the absent modifiable parameters.

There is little difference in the application of the theory to key and message schedules, so let us call parameters both keys and messages.

## 2 Splice-and-cut attacks and bicliques

Splice-and-cut attacks $[2,22$ were designed as a preimage search method. A simple splice-and-cut attack is applied to the Davies-Meyer-based compression function $F$ :

$$
F(C V, M)=E_{M}(C V) \oplus C V
$$

where $C V$ is a chaining value, $M$ is a message block, $E_{K}(\cdot)$ is a block cipher. An attacker is given an $n$-bit hash value $H$ and has to find a preimage $M$. The preimage search is organized as follows. The attacker partitions the message space into sets, which are represented as two-dimensional array of messages $\{M[i, j]\}$, and process each set independently. Given $\left\{M_{i, j}\right\}$, he selects an internal state $S$ and an internal variable $v$ such that $v$ as a function of $S$ in one direction does not depend on $i$, and in the other direction does not depend on $j$ :


Then he assigns $S$ with an arbitrary value and computes $v$ in the forward direction for all possible $j$ (denoted by $\vec{v}_{j}$ ) and in the other direction for all possible $i$ (denoted by $\left\{\overleftarrow{v}_{i}\right\}$ ), computing $C V$ and using $H$ on the way. The overlap of the resulting two sets yields preimage candidates which are tested on the full state width. The indices $i$ and $j$ typically belong to $\left[0 ; 2^{d}-1\right]$ for some $d$, which yields the matching probability $2^{2 d-n}$ for a single set $\{M[i, j]\}$, and the complexity $2^{n-d}$ for the pseudo-preimage search. To find a full preimage the adversary generates $2^{d / 2}$ pseudo-preimages, computes $2^{n-d / 2}$ CVs out of the initial value, and checks for a matching pair. The total complexity is $2^{n-d / 2+1}$ without optimizations (which are not always possible), so only $d \geq 3$ provides an advantage over brute force.

The basic attack was carried out to other modes and even block ciphers. For the latter, the encryption oracle plays the role of the feedforward to link the input and the output.

A biclique is an extension for the first step of the attack, which is based upon an earlier informal concept of initial structure [3.23]. Instead of a single state $S$, a biclique is defined over a sub-cipher a part of the primitive, typically several rounds long - and for a particular group of keys or messages that are subject to test. A biclique over $f$ for parameters $\{M[i, j]\}$ is pair of state sets

$$
\left\{Q_{i}\right\},\left\{P_{j}\right\}
$$

such that

$$
\begin{equation*}
Q_{i} \xrightarrow[f]{M[i, j]} P_{j} . \tag{1}
\end{equation*}
$$

A biclique tests parameters $\{M[i, j]\}$ in the same way as in the basic attack. The matching variable $v$ is computed in both directions:


The condition (1) guarantees that if $M[i, j]$ is a preimage then the computations from $P_{j}$ and $Q_{i}$ meet in a biclique exactly as at the matching point. Those computations are depicted in Figure 7 (see Appendix).

The crucial property of a biclique is that it enumerates $2^{2 d}$ parameters with only $2^{d+1}$ internal states. The value $d$ is called dimension of a biclique, and the number of rounds in $f$ - length of a biclique. A biclique of dimension 2, i.e. the one mapping four states to another four states with 16 parameters is depicted in Figure 7.

The computational advantage of a biclique attack is the same as in the basic attack, and hence is proportional to the dimension.

## 3 Bicliques for permutations

Let $F(x)$ be a compression function built upon a permutation $E$ :

$$
\begin{equation*}
F(x)=E(x) \oplus x \tag{2}
\end{equation*}
$$

Our goal is to construct an preimage search algorithm, which recovers $x$ from given $H=F(x)$. We proceed as follows.

We select a sub-permutation $g$ within $E$ and an internal state $V \in(E \backslash g)$, i.e. outside of $g$. Denote the input state of $g$ by $Q$, and the output state of $g$ by $P$. We partition the space of all states into sets $\left\{Q_{i, j}\right\}$, which we represent as a two-dimensional array of states. Here $i, j$ are $d$-bit values for some $d$. We test independently each set if it contains a state that correspond to a valid preimage $x$. Let us denote the $g$-image of $Q_{i, j}$ by $P_{i, j}$ :

$$
Q_{i, j} \xrightarrow{g} P_{i, j} .
$$

We will explain how to choose $g$ and partition of $Q$ later, and it will also become clear why we use two indices to enumerate states $Q$.

The rest of this section is devoted to finding an improved way to test a single set of states. A straightforward way to check if one of $\left\{Q_{i, j}\right\}$ is a solution to (2) is to compute for each $i, j$ the state $V$ two times. First, as a function of $P$ in the forward direction, let us denote this computation by $\vec{F}$. Second, compute $V$ as a function of $Q$ in the backward direction: computing $x$, then $E(x)=H \oplus x$, and then $V$; let us denote this computation by $\overleftarrow{F}$. Hence we check if

$$
\begin{equation*}
\exists i, j: \quad \vec{F}\left(P_{i, j}\right)=\overleftarrow{F}\left(Q_{i, j}\right) \tag{3}
\end{equation*}
$$

This algorithm is equivalent to the exhaustive search and requires $2^{2 d}$ computations of $E$.
The complexity can be reduced as follows. Let $v \subseteq V$ be an internal variable, and $\overrightarrow{f_{v}}$ and $\overleftarrow{f_{v}}$ be the projections of $\vec{F}$ and $\overleftarrow{F}$, resp., to $v$. We say that the states $Q_{i, j}$ and $P_{i, j}$ form a sliced biclique, if the following conditions hold:

$$
\begin{array}{ll}
\forall i, j & \overleftarrow{f_{v}}\left(Q_{i, j}\right)=\overleftarrow{f_{v}}\left(Q_{i, 0}\right) \\
\forall i, j & \overrightarrow{f_{v}}\left(P_{i, j}\right)=\overrightarrow{f_{v}}\left(P_{0, j}\right)
\end{array}
$$

Therefore, the necessary condition in Equation (3) can be reformulated as follows:

$$
\begin{align*}
\exists i, j: \quad \vec{F}\left(P_{i, j}\right)=\overleftarrow{F}\left(Q_{i, j}\right) \Longrightarrow \exists i, j: \quad \overrightarrow{f_{v}}\left(P_{i, j}\right)=\overleftarrow{f_{v}}\left(Q_{i, j}\right) & \Longleftrightarrow \\
& \Longleftrightarrow \exists i, j: \quad \overrightarrow{f_{v}}\left(P_{0, j}\right)=\overleftarrow{f_{v}}\left(Q_{i, 0}\right) \tag{4}
\end{align*}
$$

Let us denote $\overrightarrow{f_{v}}\left(P_{0, j}\right)$ by $\overrightarrow{v_{j}}$ and $\overleftarrow{f_{v}}\left(Q_{i, 0}\right)$ by $\overleftarrow{v_{i}}$. Hence one of $\left\{Q_{i, j}\right\}$ is a solution if

$$
\begin{equation*}
\exists i, j: \quad \overrightarrow{v_{j}}=\overleftarrow{v_{i}} \tag{5}
\end{equation*}
$$

To check it we need to call $\overrightarrow{f_{v}}$ and $\overleftarrow{f_{v}} 2^{d}$ times each, which is less than $2^{d}$ calls of $E$. The computations are depicted in Figure 1. The matching candidates yields a pair $(i, j)$ and the state $Q_{i, j}$, which we retest as a preimage candidate. For the full attack we need to partition the full input domain into the groups of size $2^{2 d}$ and construct bicliques for them.

If the complexity of constructing a biclique and retesting the false alarms is small compared to $2^{d}$, then $2^{2 d}$ states are tested with complexity $2^{d}$, and the set of all $n$-bit states is tested with complexity $2^{n-d}$. In the most of our attacks we test only a subset of states of cardinality $2^{r}$ with complexity $2^{r-d}$ The parameter $d$ is called a dimension of sliced biclique.


Figure 1: Sliced biclique for a permutation.

Construction algorithms. Let us describe a construction algorithm for sliced bicliques, and then discuss its modifications. First we choose (below we will explain how) state $Q_{0,0}$ and two sets of differences $\left\{\Delta_{i}\right\}$ and $\nabla_{j}, i, j>0$. We construct a biclique where

$$
\begin{array}{r}
Q_{i, j}=Q_{i, 0} \oplus \Delta_{j} \\
P_{i, j}=P_{0, j} \oplus \nabla_{i} \tag{7}
\end{array}
$$

We proceed as follows

1. Compute $P_{0,0} \leftarrow g\left(Q_{0,0}\right)$.
2. Set $Q_{0, j} \leftarrow Q_{0,0} \oplus \Delta_{j}$, compute $P_{0, j}$ for all $j>0$.
3. Set $P_{i, j} \leftarrow P_{0, j} \oplus \nabla_{i}$, compute $Q_{i, j}$ for all $i, j$.

Hence Equation (7) is fulfilled by definition, and we need to prove Equation (6). We claim that it is fulfilled if the states $Q_{0,0}, Q_{i, 0}, Q_{i, j}, Q_{0, j}$ form a boomerang quartet [27] over $f$ with differences $\Delta_{i}$ and $\nabla_{j}$, as demonstrated in Figure 2, a).

Indeed, $Q_{0, j}=Q_{0,0} \oplus \Delta_{j}$ by definition. We also have

$$
P_{i, j}=g\left(Q_{0, j}\right) \oplus \nabla_{i} ; \quad P_{i, 0}=g\left(Q_{0,0}\right) \oplus \nabla_{i}
$$

Therefore, $g^{-1}\left(P_{i, j}\right) \oplus g^{-1}\left(P_{i, 0}\right)=Q_{i, j} \oplus Q_{i, 0}=\Delta_{i}$ if

$$
\begin{equation*}
\left(Q_{0,0}, Q_{i, 0}, Q_{i, j}, Q_{0, j}\right)-\text { boomerang quartet. } \tag{8}
\end{equation*}
$$

In order to figure out sufficient conditions for the latter statement to hold, we consider two groups of differential trails. The trails in the first group are called $\Delta$-trails and describe the evolution of differences $\Delta_{j}$ :

$$
\begin{aligned}
& Q_{i, 0} \xrightarrow{g} P_{i, 0} ; \\
& Q_{i, j} \xrightarrow{g} P_{i, j} .
\end{aligned} \quad \Longrightarrow \quad \Delta_{j} \rightarrow P_{i, 0} \oplus P_{i, j} .
$$

The trails in the second group are called $\nabla$-trails and describe the evolution of differences $\nabla_{i}$ :

$$
\begin{aligned}
& P_{0, j} \xrightarrow{g^{-1}} Q_{0, j} ; \\
& P_{i, j} \xrightarrow{g^{-1}} Q_{i, j} .
\end{aligned} \quad \Longrightarrow \quad \nabla_{i} \rightarrow Q_{0, j} \oplus Q_{i, j} .
$$

As proved in [15], Condition (8) holds with probability 1 if the $\Delta$ - and $\nabla$-trails share no active nonlinear elements (Figure 2, b)). Such bicliques are called based on non-interleaving trails. A straightforward way to achieve this property is to select $\Delta_{j}$ and $\nabla_{i}$ so that their diffusion is minimum. A more sophisticated approach is to choose the state $Q_{0,0}$ so that the diffusion is minimum.

If $\Delta$ - and $\nabla$-trail share nonlinear elements, we say that such bicliques are based on interleaving trails.

a)

b)

Biclique states as a boomerang quartet. Non-interleaving differential trails in $g$.

Figure 2: Differential properties of sliced biclique

## 4 Framework of new preimage and collision attacks on Skein

The SHA-3 finalist Skein [10 employs the Matyas-Meyer-Oseas mode to construct a compression function. It takes the block cipher Threefish (denoted by $\left.E_{K}(\cdot)\right)$ and computes:

$$
F(C V, T, M)=E_{C V, T}(M) \oplus M,
$$

where $C V$ is the chaining value, and $T$ is the tweak value. Due to difficulties in mounting collision attacks on the MMO mode, the only published attack on the Skein hash function is the preimage attack 15 based on regular bicliques. The parameter $M[i, j]$ in the biclique equation (1) is the chaining value. As a result, in the preimage attack on the compression function the attacker has to work with multiple CV's to get a pseudo-preimage. A full preimage requires another meet-in-the-middle procedure (Section 22). The first step must have complexity $2^{n-3}$ or smaller to yield an advantage over brute-force, which implies that only bicliques of dimension 3 or larger should be used.

Equipped with the concept of sliced bicliques, we can fix the chaining value and attack the permutation $E_{I V}()$. Hence we can generate full preimages without the pseudo-preimage step. The complexity drops to $2^{n-d}$ instead of $2^{n+1-d / 2}$, and restrictions on the biclique dimension do not hold anymore. Meet-in-the-middle attacks on the first call of the MMO and similar modes exist [21,29], but do not use the long biclique approach yet, and were not applied to Skein.

Collision attacks. A more interesting property of the MMO mode comes out if we consider a very recent pseudo-collision attack which uses regular bicliques [16]. The method produces pseudo-collisions out of biclique preimage attacks as follows. Assume we have a biclique of dimension $d$ and are able to match deterministically on some $l$ hash value bits. Then the adversary generates partial pseudopreimages to a hash value with these $l$ bits equal to an arbitrarily chosen constant $h$. Hence $2^{2 d-l} l$-bit partial pseudo-preimages to $h$ can be generated with cost $2^{d}$. Note that they collide on $l$ output bits.

The adversary generates $2^{n / 2-l / 2}$ such preimages and expect a pair of them to collide on the remaining $(n-l)$ bits by the birthday paradox. Since chaining values and schedule inputs are not fixed in the attack, this yields a pseudo-collision with the expected complexity $2^{(n / 2-l / 2)+(d)-(2 d-l)}=2^{n / 2+l / 2-d}$. The approach both for DM and MMO modes.

The optimal $d$ satisfies the equation $d=2 d-l$, which implies $d=l$. The attack is optimal if all preimages are generated out of a single biclique, which implies

$$
l=n / 2-l / 2 \Leftrightarrow l=n / 3
$$

Hence the minimum complexity of collision search is $2^{n / 3}$.
Again, the chaining value can be fixed in the MMO mode if we apply the sliced biclique concept. Then we can generate real collisions instead of pseudo-collisions. However, we can break fewer rounds compared to the pseudo-collision attacks. The reason is the diffusion of differences $\Delta$ and $\nabla$ to the whole state while computing $v$, whereas in the regular biclique attack the effect of those differences is postponed. Nevertheless, our approach is more interesting, since the real collision attacks are considered a much stronger setting compared to pseudo-collisions (cf. collisions for MD5).

Memory. The straightforward version of the attack requires to store all the pseudo-preimages generated, which makes the memory complexity be of the same order as the time complexity. However, as the preimage step is non-deterministic, we can employ memoryless collision search methods [26], which multiply the time complexity by a small constant. Therefore, all the attacks described in the further text, except for the marginal ones, have memoryless equivalents.

## 5 Collision attacks on Skein

Here we present the first collision attacks on the reduced Skein hash function. The MMO mode is considered difficult for collision search, since most methods require the chaining value fixed when attacking the compression function. Since the round injections in the MMO mode come from the chaining value, the cryptanalyst has no freedom there, and hence is unable to construct local collisions, apply message modification techniques, etc.. As a result, previous attacks on Skein [4, 25] dealt with the compression function only. The attacks are grouped according to the number of rounds covered by a biclique. Though we aim for the maximal dimension and the number of rounds attacked, for clarity we do not push the concept to the extreme and try to avoid complicated bicliques. Hence our attacks can be improved in the future.

Short description of Skein. We consider three members of the Skein hash function family: Skein512, Skein-256, and Skein-512-256. Skein-512 [10] operates on the internal state of eight 64 -bit words, while Skein- 256 works with a state of four words. We denote the state words by $S^{0}, S^{1}, \ldots, S^{7}$. All the versions have 72 rounds. Skein-512-256 merely truncates the output of Skein-512 to 256 bits. Each round of Skein- 512 consists of four (two in Skein-256) simple transformations called MIX:

$$
\begin{aligned}
& y_{0}=x_{0}+x_{1} \quad\left(\bmod 2^{64}\right) \\
& y_{1}=\left(x_{1} \lll R_{(d \bmod 8)+1, j}\right) \oplus y_{0}
\end{aligned}
$$

where $R$ is a constant depending on the round number $d$. The invocations of MIX are followed by a word permutation and, every four rounds, also by an addition of a linear function of the chaining value and the tweak (constants in our scenario).

The only published attack on the Skein hash function is a preimage attack [15] on 22 rounds of Skein-512.

### 5.1 Skein-512

As few as three rounds of Skein-512 are required to diffuse the contents of a single word to the full state. As a result, the bicliques based on non-interleaving trails are likely to cover two rounds only. We present bicliques of different kind that are capable to cover up to 4 rounds, and give some hints on how to construct longer bicliques.

2-round biclique. Our first examples deal with short bicliques of high dimension. As a result, the attacks have a significant advantage over brute-force. We use an additional enumeration of rounds in a biclique, starting with 0 .

We use an algorithm from Section 3 with non-interleaving trails. We choose an arbitrary $Q_{0,0}$ and construct bicliques of dimension 64 out of the following differences $\Delta$ and $\nabla$ :

$$
\begin{aligned}
& \Delta_{j}=\begin{array}{|l|l|l|l|l|l|l|l|l}
\hline 0 & 0 & 0 & 0 & 0 & \mathrm{j} & 0 & 0 \\
\text { after MIX in round } 0 \text { of the biclique. } j=1 \ldots 2^{64}-1
\end{array} \\
& \nabla_{i}=\begin{array}{|l|l|l|l|l|l|l|l|}
\hline 0 & 0 & 0 & 0 & 0 & 0 & \mathrm{i} & 0 \\
\hline
\end{array} \text { after MIX in round } 2 \text { of the biclique. } i=1 \ldots 2^{64}-1
\end{aligned}
$$

It is easy to check that the $\Delta$ - and $\nabla$-trails do not share active non-linear components and hence produce a biclique (Figure 3).


Figure 3: Non-interleaving differential trails in a sliced biclique of dimension 64 in Skein- 512.
Only three rounds are required to diffuse a 64 -bit word onto the full state. Hence we expect the matching part be two rounds long in both directions. A straightforward attack on 6 rounds uses a biclique in rounds $2-4$ of Skein and word $S^{1}$ of the output of the 6 -round transformation as the matching variable $v$ (Figure 4).

However, we extend it by one round with idea the indirect partial matching 1. Consider the state word $S^{0}$ after round 6 as a function of $P_{i, j}$. It is easy to check (see also Figure 5) that

$$
P_{i, j}=P_{0, j} \oplus i \Longrightarrow S^{0}\left(P_{i, j}\right)=S^{0}\left(P_{0, j}\right)+i .
$$

Therefore, if we set $v=S^{0}$, we get

$$
\overrightarrow{v_{i, j}}=\overrightarrow{v_{0, j}}+i
$$

As a result,

$$
\exists i, j: \overrightarrow{v_{i, j}}=\overleftarrow{v_{i, j}} \Leftrightarrow \exists i, j: \overrightarrow{v_{j}}=\overleftarrow{v_{i}}+i,
$$

which can be checked with complexity $2^{64}$. Hence we generate $2^{64} 64$-bit partial preimages with cost about $2^{64}$.

To produce new bicliques, we generate a new $Q_{0,0}$ and repeat the procedure. Full 7-round collisions are found within $2^{(512-64) / 2}=2^{224}$ partial preimages with the cost $2^{224}$. Since the total number of states $Q$ needed for the attack is less than $2^{256}$, it is unlikely that two identical states are produced.


Figure 4: Matching in 6-round Skein-512.

Collisions on the fewer rounds can be found with bicliques of dimension 128. These bicliques are two rounds long, but the diffusion in the matching part takes one round less in each direction, which gives only a 5 -round collision. The complexity is $2^{192}$.


Figure 5: Matching in 7-round Skein-512.

3-round biclique. If we decrease dimension to 20 and lower, the diffusion takes more than three rounds. As a result, we can construct 3 -round bicliques of dimension close to 20 . We use an algorithm with non-interleaving trails with some modifications.

First, we carefully choose the position of the biclique in the compression function and bits where the difference is applied in $Q$ and $P$. Since the rotation constants in each MIX function are distinct, the diffusion properties may change significantly when we shift the biclique over rounds and the active bits over the 64 -bit word. The best configuration we have found places the biclique in rounds $5-7$ (or $8 k$ rounds further, because the rotation constants repeat every 8 rounds), where the states $Q$ are defined before the MIX operation in round 5 , and the states $P$ are defined after the MIX operation in round 7 . The $\Delta$ - and $\nabla$-differences are defined for as follows:

$$
\begin{array}{r}
\Delta_{j}=\begin{array}{l|l|l|l|l|l|l|l|}
\hline 0 & 0 & 0 & 0 & 0 & 0 & j \ll 45 & 0 \\
\nabla_{i}=\begin{array}{|l|l|l|l|l|l|l|l|}
\hline 0 & i & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline
\end{array} & i=1 \ldots 2^{19}-1 \\
\hline
\end{array} e^{19}-1
\end{array}
$$

For $d<19$ we simply set the most significant bits of $\Delta$ and $\nabla$ to zero. We additionally require that the least 45 significant bits of the word $S^{6}$ in $Q$ be equal to 0 in order to trails from interleaving. There is no other restriction on $Q$, so we can generate the states $Q_{0,0}$ in message sets simply by changing the
words $S^{0}, \ldots, S^{3}$. Since we need less than $2^{256}$ states, it is unlikely that there would be a collision. This configuration produces a 3 -round sliced biclique. Note that reducing dimension does not make the trails to interleave.

The length of the matching part decreases as the dimension grows. We have checked the diffusion on a PC and figured out that the matching part covers 7 rounds for $d=17$. In this configuration we match on bits $30-45$ bits $30-33$ of word $S^{2}$ and bits $20-32$ of word $S^{3}$ of input to the compression function. The matching is not deterministic, since with probability 0.4 we miss the solution. Therefore, the total complexity is about two times larger compared to the deterministic case and is equal to $2^{248}$

For $d=10$ the matching part takes 8 rounds. The matching variable consists of bits $17-21$ of word $S^{0}$ and bits $24-31$ of word $S^{2}$. The type-I error probability does not exceed 0.2 , and the total complexity is $2^{251}$. The other values are given in Table 1

4-round biclique. A regular biclique in the preimage attack on Skein 15 covers 4 rounds with two key additions. If we consider these rounds without the key addition, we get exactly a sliced biclique of the same dimension. The diffusion in the matching part will be slightly different because of the rotation constants, but we still can bypass 10 rounds. The cost of the biclique construction is quite expensive - $2^{209}$ - but the paper 15 claims 815 bit degrees of freedom left, of which 303 are in the internal state. We propose to use this freedom to amortize the biclique construction cost and generate new $Q_{0,0}$, so that a 14 -round partial preimage is found with complexity $2^{3}$. Full collisions are found with complexity $2^{254.5}$.

Longer bicliques. Bicliques of dimension 1 can be constructed up to 8 rounds, but the advantage over brute-force attacks is really marginal. Another problem is that the construction cost of a single biclique is very high, and we are unaware of how to exploit the degrees of freedom over so many rounds given no freedom in the injections.

### 5.2 Skein-256

Diffusion in Skein-256 is generally faster, because the internal state consists of four words only. Typically it takes one round less to affect the whole state. As a result, non-interleaving biclique trails and the matching part are shorter. We figured out that collision attacks on Skein- 256 with bicliques of the same dimension lag 2-3 rounds behind the attacks on Skein-512. For instance, bicliques of dimension 64 and 128 cover one round only, and the matching part is two rounds shorter. This results in 2-round collisions with complexity $2^{85}$ and 4 -round collisions with complexity $2^{96}$.

Bicliques of smaller dimension are found to be less sensitive to the smaller state size. The lowdimension attacks for Skein-512 lose two rounds when being translated to Skein-256 (Table 1).

The biclique construction, including trail details and partition of the state space, is very similar to that in Skein-512, so we do not give much details. The 2-round biclique yields 2- and 4 -round attacks, which correspond to 5 - and 7 -round attacks on Skein-512. The 3 -round biclique with dimension 17 yields an 8 -round attack.

| Skein-256 |  | Skein-512 |  |
| :---: | :---: | :---: | :---: |
| Rounds | Complexity | Rounds | Complexity |
| 2 | $2^{85}$ | 5 | $2^{192}$ |
| 4 | $2^{96}$ | 7 | $2^{224}$ |
| 8 | $2^{120}$ | 10 | $2^{248}$ |
| 9 | $2^{124}$ | 11 | $2^{251}$ |
| 12 | $2^{126.5}$ | 14 | $2^{254.5}$ |

Table 1: Collision attacks on reduced Skein with large memory requirements (close to the computational complexity). Memoryless attacks add a small constant to the exponent.

## 6 Preimage attacks on Skein

One would expect that new preimage attacks on Skein follow directly from partial-preimage attacks described in the previous section. However, preimage attacks require significantly more pseudo-preimages $\left(O\left(2^{n}\right)\right.$ compared to $\left.O\left(2^{n / 2}\right)\right)$ than collision attacks do. As a result, only the attacks that do not utilize too much freedom may be converted to preimage attacks. This reduces the applicability of long bicliques. Indeed, since the message and the chaining value have the same length, only one preimage on average is expected for the first call of the compression function. Hence only bicliques that cover all possible states are relevant in this attack, and they are generally short.

Still, the wide-pipe design Skein-512-256 becomes vulnerable as the number of preimages for the last call is about $2^{256}$. Hence longer bicliques can be used. In the following attacks we take the sliced bicliques from collision attacks on Skein-512.

- 2-round biclique. Biclique of dimension 64 based on non-interleaving trails. We get a 7-round attack with complexity $2^{192}$.
- 3-round biclique. Biclique of dimension 17 based on non-interleaving trails with additional constraints on the state values. We get a 10 -round attack with complexity $2^{239}$.
- 4-round biclique. Biclique of dimension 3 based on interleaving trails. We get a 14 -round attack with complexity $2^{251.4}$.

| Rounds | Complexity |
| :---: | :---: |
| 7 | $2^{192}$ |
| 10 | $2^{239}$ |
| 14 | $2^{251.4}$ |

Table 2: Preimage attacks on Skein-512-256.

## 7 Certificational preimage attack on the reduced Grøstl output transformation

Grøstl [11] is a SHA-3 finalist with a compression function not based on a block cipher. It invokes two permutations $P$ and $Q$, both AES-based, and updates the chaining value $C V$ as follows:

$$
C V \leftarrow C V \oplus Q(M) \oplus P(M \oplus C V)
$$

where $M$ is a message block. The final call of the compression function is followed by the output transformation

$$
F(x)=\operatorname{Truncate}(x \oplus P(x)),
$$

where the truncation operation takes half of the state to get 256 - and 512 -bit outputs. Hence Grøstl256 operates on a 512-bit state and permutations $P$ and $Q$, and Grøstl-512 operates on a 1024-bit state.

Permutations $P$ and $Q$ follow the AES design with very similar operations: SubBytes, ShiftBytes, MixBytes (8-byte analogue of MixColumns), and AddRoundConstant. The ShiftBytes operation in Grøstl-256 rotates $i$-th row by $i$ positions to the left; details of the other operations are irrelevant for our attack. The sequence SubBytes-ShiftBytes-MixBytes-AddRoundConstant-SubBytes is equivalent to 8 (for Grøstl-256) parallel 64-bit Super S-boxes [12]. Due to the design simplicity, Grøstl has been the target of numerous cryptanalytic attacks $18,20,24$, though only few of them violated collision or preimage resistance of the hash function [19,29]. The paper [29] addresses virtually the same problem
as we do, and obtains preimage attacks on the 5 -round version of the compression function, including the preimage attack on the 5 -round output transformation.

To run a preimage attack, and the first preimage attack in particular, it is desirable to invert the output transformation of Grøstl. As it is also claimed to be one-way, it serves as a natural target for sliced biclique attacks.

We adapt a differential view as it provides a simple explanation of the attack in differential trails, making it similar to both rebound attacks [18] and recent biclique attacks on AES. The main distinction is that there is no round without a difference because there is no schedule. However, the difference expansion in the outbound phase must be deterministic unless we have additional degrees of freedom in the inbound phase.

Here we present a 6 -round attack on Grøstl-256 only. The same approach holds for Grøstl-512, but due to the space constraints we leave it for the future work.

Attack. We denote the internal states within 6 rounds from $\# 1$ to $\# 13$, as depicted in Figure 6 . We construct a sliced biclique of dimension 1 in states \#4-\#9, which contains the Super S-box layer in states $\# 5-\# 8$. The matching variable is a linear function of the variables in states \#12 and \#13 not affected by $\Delta$ - and $\nabla$-differences. The $\Delta$-difference has a single active byte, marked as lightblue. Its influence on the internal states within the matching part is also depicted as lightblue in Figure 6. The $\nabla$-difference and its influence are depicted as green.

The matching condition is a linear function of the bytes not affected by the differences. Let us elaborate on this statement. Consider the rightmost columns of states \#12 and \#13 and denote them by $A$ and $B$, respectively. Let us note that $B$ is a linear function of $A$. In turn, 7 bytes of $A$ do not depend on $i$, and 7 bytes of $B$ do not depend on $j$. If the state $Q_{i, j}$ corresponds to a preimage, then a system of $8-(8-7)-(8-7)=6$ linear equations should hold. All the equations have form

$$
A_{j} \oplus B_{i}=0,
$$

which is easily transformed to Equation (5).
We construct a sliced biclique based on interleaving trails. A biclique of dimension 1 is equivalent to a single boomerang quartet (Figure 2, left). In contrast to attacks on Skein, all the four relevant differences are distinct.


Figure 6: Preimage attack on the reduced Grøstl-256 output transformation.
Bicliques are constructed as follows. First, we arbitrarily choose $\Delta_{0,1} \neq \Delta_{1,1}$ and $\nabla_{1,0} \neq \nabla_{1,1}$, which are all active in one byte only, as specified earlier. We construct the states $\left\{Q_{i, j}\right\}_{i, j=0,1}$, which satisfy the following equations:

$$
\begin{align*}
Q_{0,0} \oplus Q_{0,1}=\Delta_{0,1} ; & Q_{1,0} \oplus Q_{1,1}=\Delta_{1,1} ;  \tag{9}\\
P_{0,0} \oplus P_{1,0}=\nabla_{1,0} ; & P_{0,1} \oplus P_{1,1}=\nabla_{1,1} . \tag{10}
\end{align*}
$$

First, we derive the differences in $\# 5$ and in $\# 8$. Then we reformulate Equations (9) for each Super S-box, and solutions are found independently by exhaustive search with a total complexity around $2^{70}$. The solutions are then concatenated. For the details, we refer to the long biclique attack on AES [8], which gives a description of an equivalent algorithm.

The complexity is amortized as follows. Each Super S-box has 7 inactive input s-boxes. There exist $2^{56-8}=2^{48}$ alternative values for them which do not affect the active output S-box. Hence we
can generate $2^{48 \cdot 8}=2^{392}$ sliced bicliques out of a single one. As the hash value contains 256 bits only, we have enough freedom for the attack. For each biclique, i.e. $2^{2}$ states, we recompute only a portion of the S-boxes in each round, with $2 \cdot(8+16+2+7+56+8)=194$ S-boxes or $2^{-3}$ calls of the permutation. Hence the amortized cost of a single state test is $2^{-5}$, and the total attack complexity is $2^{251}$.

## 8 Message compensation

The message compensation procedure [1, 15 instructs how to select message groups in the splice-andcut attack in case of a strong, nonlinear message schedule. Existing applications are very ad-hoc and complicated. It is possible, however, to give a unified view on the message compensation problem and existing solutions with bicliques for permutations.

## Message compensation in the biclique attack on SHA-256

As an example, let us consider the recent attack on 46 -round SHA-256 [15]. SHA-256 has a nonlinear message schedule, which works as a generalized Feistel structure on 1632 -bit words. The round function sums modulo $2^{32}$ four state words, two of which undergo a nonlinear transformation (Figure 8 ).

The preimage attack 15 is mounted with regular bicliques, following the algorithm in Section 2 Let us denote the message injection in round $r$ by $W^{r}$. In the attack, the cryptanalyst selects a message set $\{M[i, j]\}$ and use it to construct a biclique. In SHA-256, the injections $\left\{W^{r}\right\}$ are nonlinear functions of $M[i, j]$, and any 16 consecutive injections determine the full message input.

A biclique is constructed for rounds $17-22$. In order to attack the maximum number of rounds, the cryptanalyst selects the message set $M[i, j]$ so that

- Injections in rounds $23,24, \ldots$, do not depend on $j$ for as many rounds as possible;
- Injections in rounds $16,15, \ldots$, do not depend on $i$ for as many rounds as possible;
- Injections $W^{14}, W^{15}$ must be constant to satisfy padding rules.

Then he arbitrarily ${ }^{1}$ chooses 9 constants $c_{1}, c_{2}, \ldots, c_{9}$ and 7 round injections $W^{14}, W^{15}, \ldots, W^{18}$, $W^{20}, W^{22}$. Using these values, he computes the round injections $W^{12}, \ldots, W^{27}$ by the following formulas:

$$
\begin{align*}
-\sigma_{1}\left(W^{25}\right)+W^{27}=c_{1} ; & -W^{19}-\sigma_{1}\left(W^{24}\right)+W^{26}=c_{2} & -\sigma_{1}\left(W^{23}\right)+W^{25}=c_{3} \\
-W^{17}+W^{24}=c_{4} & -\sigma_{1}\left(W^{21}\right)+W^{23}=c_{5} ; & -\sigma_{1}\left(W^{19}\right)+W^{21}=c_{6} \\
-\sigma_{1}\left(W^{17}\right)+W^{19}=c_{7} ; & W^{12}+\sigma_{0}\left(W^{13}\right)=c_{8} ; & W^{13}+W^{22}=c_{9} \tag{11}
\end{align*}
$$

The injections $W^{12}, \ldots, W^{27}$ determine the full message input to the compression function, which is assigned to $M[0,0]$. The messages $M[i, j]$ are derived by adding to $W^{17}$ some difference $\Delta_{j}$, adding to $W^{22}$ some difference $\nabla_{i}$, and then recalculating $W^{12}, \ldots, W^{27}$.

The crucial feature of Equations (11) is that the injections $W^{2}, \ldots, W^{11}$, when being calculated by the SHA- 256 message schedule rules, do not depend on $W^{17}$ or the other injections in Equations (11) that are defined via $W^{17}$, and hence are independent of $j$. Secondly, the injections $W^{28}, \ldots, W^{36}$, when being calculated by the SHA-256 message schedule rules, do not depend on $W^{22}$ or the other injections in Equations (11) that are defined via $W^{22}$, and hence are independent of $i$.

Injections before round 2 and after round 36 depends on both $i$ and $j$, but the slow diffusion in the internal state of SHA-256 helps the cryptanalyst to bypass 11 more rounds and attack the 46 -round SHA-256.

[^0]An attack on SHA-512 15 describes a completely new message compensation procedure with another set of equations (11).

As we see, the message compensation is a very ad-hoc process. Now we demonstrate how the same goal can be achieved with the concept of a sliced biclique.

## Message compensation as a sliced biclique

Let us consider the message schedule as an iterative bijective transformation over 16 words. After each round the internal state consists of 16 consecutive round injections. Consider rounds 18 -29 of the message schedule (Figure 8, left).

Let us construct a sliced biclique based on non-interleaving trails without the matching point. The states $\left\{Q_{i, j}\right\}$ are the internal states before round 18 , i.e. consist of round injections $W^{2}, W^{3}, \ldots, W^{17}$. The states $\left\{P_{i, j}\right\}$ are the internal states after round 29, i.e. consist of round injections $W^{14}, W^{15}, \ldots, W^{29}$. Let the message $M[i, j]$ be determined by $Q_{i, j}$ (it is a well-defined mapping).

Assign $Q_{0,0}$ with an arbitrary value (fix padding in words $W^{14}, W^{15}$ if necessary) and set $\Delta_{j}$ and $\nabla_{i}$ as follows:


The differential trails produced by $\Delta_{j}$ and $\nabla_{i}$ share no nonlinear elements, as can be seen in Figure 8 , right. Therefore, we get a sliced biclique of dimension 32 . It is easy to see that the round injections $W^{2}, \ldots, W^{16}$ are independent of $j$, the injections $W^{23}, \ldots, W^{36}$ are independent of $i$, and $W^{14}, W^{15}$ are constant.

The original attack uses smaller dimension because of biclique and matching properties, but this is out of our scope. We also note the message compensation, as well as its interpretation in bicliques, does not fix the full message state within a biclique. It is possible if some message words are not updated in the biclique rounds. Then a cryptanalyst may leave those words undefined and use it subsequently to amortize the construction cost of the schedule biclique or the state biclique.

That's it, but one would like to get a more generic procedure which would help to construct message sets in the future.

## Generic approach

We propose the following algorithm for the SHA-2 message schedule. Suppose you construct a biclique in rounds $N_{1}-N_{2}$, and want to describe a message set $\{M[i, j]\}$ such that

1. Injections $W^{N_{0}}, W^{N_{0}+1}, \ldots, W^{N_{1}-1}$ do not depend on $j$;
2. Injections $W^{N_{2}+1}, W^{N_{2}+2}, \ldots, W^{N_{3}}$ do not depend on $i$.

We propose to construct a sliced biclique without a matching point in rounds $N_{1}-N_{3}$. The difference $\Delta_{j}$ is defined before round $N_{1}$. To satisfy the first condition, we assign the words of $\Delta_{j}$ that correspond to $W^{N_{0}}, W^{N_{0}+1}, \ldots, W^{N_{1}-1}$ to zero. If some words are left undefined, then we get a freedom in these values and can use it to manipulate the difference propagation in the $\Delta$-trails.

We define $\nabla_{i}$ after round $N_{3}$. To satisfy the second condition, we assign the words of $\nabla_{i}$ that correspond to $W^{N_{2}+1}, W^{N_{2}+2}, \ldots, W^{N_{3}}$ to zero. Again, if some words are undefined, we keep this freedom.

Finally, we construct a sliced biclique based on non-interleaving trails. We use undefined parts of $\Delta_{j}$ and $\nabla_{i}$ to control the diffusion on the word level, and select $M[0,0]$ to control the diffusion, if necessary, on the bit level. We may also choose other round indices for a biclique, if this makes the difference selection more clear (as we did in the interpretation of the biclique attack on SHA-256). We
may also have to deal with other constraints like padding, which further reduce the freedom in $\Delta$ and $\nabla$. Finally, we may have to construct a biclique based on interleaving trails, if non-interleaving ones are impossible because of the diffusion.

## 9 Conclusions

We have introduced sliced bicliques as a new tool for the analysis of permutations in the context of preimage and collision attacks. We have demonstrated that the advantage in the number of rounds from the long biclique idea can be obtained also for permutations. The application of our concept to different design has interesting consequences.

First, our collision attacks on Skein demonstrate that the MMO mode may not be as resistant to collision attacks and the differential cryptanalysis in particular as it was considered. The fundament of our attacks is the new pseudo-collision search technique that has been recently introduced. Though we employ some elements of differential cryptanalysis, the details are completely different from the famous collision attacks on the SHA family. Hence we suppose that the potential of differential cryptanalysis for high-profile hash functions has not been exhausted.

Secondly, our preimage attacks on the Grøstl output transformation show that the concept of the Super S-box contributes not only to the biclique attacks on the designs with the key schedule (AES), but also on the ones without the schedule. We expect this type of attack to progress alongside with the future techniques for the Super S-box.

Finally, we explained the message compensation in the biclique terms. We expect that the designers of future meet-in-the-middle attacks on SHA-2 will be able to provide a compact two-step description of their results. First, a biclique in the schedule is constructed, and secondly, it is used to construct a biclique in the state. We are looking forward to new techniques that would combine these bicliques in an optimal way.

We leave a significant amount of targets for the future work. 7 -round Grøstl-256, 9- and 10 -round Grøstl-512, Whirlpool, BLAKE are natural targets. Construction of bicliques of high dimension out of interleaving trails remains an open problem.
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## A Conversion to the regular biclique attack with a phantom parameter

Here we show a conversion from a sliced biclique to a regular biclique with an alternative description of the permutation. The idea is to replace the difference in states with an injection of a phantom parameter. First, we assume that the differences in $Q$ are located at the same $l$ bit positions. Let us introduce state differences which are non-zero at these positions:

$$
q_{j}=(0,0, \ldots, j, 0, \ldots, 0) ; \quad p_{i}=(0,0, \ldots, i, 0, \ldots, 0) .
$$

Then we assume the following:

$$
\forall i Q_{i, j_{1}} \oplus Q_{i, j_{2}}=q_{j_{1}} \oplus q_{j_{2}} ; \quad \forall j P_{i_{1}, j} \oplus P_{i_{2}, j}=p_{i_{1}} \oplus p_{i_{2}} .
$$

Suppose that $i$ and $j$ have bitsize $l$, and consider $L=\left(l_{1}| | l_{2}\right)$ as a $2 l$-bit parameter. Then prepend $g$ with two consecutive XORs of $l_{1}$, and append $g$ with two consecutive XORs of $l_{2}$ :

$$
\begin{aligned}
& \text { Before: } \xrightarrow[g]{\rightarrow} S^{\prime} ; \\
& \text { After: } S \xrightarrow[\oplus l_{1}]{\longrightarrow} \underset{\mathrm{\oplus l}}{\rightarrow} \underset{\oplus l_{2}}{\longrightarrow} \xrightarrow[\oplus l_{2}]{\longrightarrow} \\
& \hline
\end{aligned}
$$

Evidently, the resulting transformation is equivalent to the original. However, now the middle part admits the construction of a regular biclique:

$$
\begin{gathered}
\quad S \underset{\oplus l_{1}}{\longrightarrow} \underbrace{\underset{g}{\oplus l_{1}} \rightarrow \overrightarrow{\oplus l_{2}}}_{g^{\prime}} \underset{\oplus l_{2}}{\longrightarrow} S^{\prime} ; \\
\text { Biclique: } \quad Q_{i} \xrightarrow[g^{\prime}]{l_{1}=j, l_{2}=i} P_{j},
\end{gathered}
$$

where

$$
\forall i, j Q_{i}=Q_{i, j} \oplus q_{j}, \quad P_{j}=P_{i, j} \oplus p_{i} .
$$

The new construction uses a fictive, or phantom parameter, and provides an alternative view on the construction of a sliced biclique. We stress, however, that the role of this parameter and the one of a key/message in regular attacks are different. While the first is used only for simplification, the second one forms the search space.


Figure 7: Biclique of dimension 2 for the Davies-Meyer-based compression function.



[^0]:    ${ }^{1}$ For the sake of simplicity we ignore the backtracking biclique construction algorithm, which defines some of these values explicitly.

