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Juan Manuel González Nieto1 and Mark Manulis2 and Dongdong Sun1

1Queensland University of Technology, Brisbane QLD 4001, Australia
j.gonzaleznieto@qut.edu.au, dd.sun@student.qut.edu.au

2University of Surrey, Guildford, United Kingdom
mark@manulis.eu

Abstract. We introduce the concept of Revocable Predicate Encryption (RPE), which extends the pre-
vious PE setting with revocation support: private keys can be used to decrypt an RPE ciphertext only
if they match the decryption policy (defined via attributes encoded into the ciphertext and predicates
associated with private keys) and were not revoked by the time the ciphertext was created.

The first challenge in RPE schemes is to preserve privacy for RPE ciphertexts, namely to ensure the
attribute-hiding property, which is inherent to traditional PE constructions, and which implies the
more basic property of payload hiding, used in the context of Attribute-Based Encryption (ABE).
We formalize the notion of attribute hiding in the presence of revocation and propose our first RPE
construction, called AH-RPE, which is attribute-hiding under the Decision Linear assumption in the
standard model. In the AH-RPE scheme we deploy the revocation system of Lewko, Sahai, and Waters
(IEEE S&P 2010), introduced for a simpler setting of broadcast encryption, which we modify for
integration with the payload-hiding ABE scheme of Okamoto and Takashima (CRYPTO 2010), after
making the latter attribute-hiding by borrowing additional techniques from Lewko, Okamoto, Sahai,
Takashima, and Waters (Eurocrypt 2010).

As a second major step we show that RPE schemes may admit more stringent privacy requirements
in comparison to PE schemes, especially when it comes to the revocation of private keys. In addition
to attribute-hiding, RPE ciphertexts should ideally not leak any information about the revoked keys
and by this about the revoked users. We formalize this stronger privacy notion, termed full hiding, and
propose another RPE scheme, called FH-RPE, which achieves this notion in the setting of “sender-local
revocation” of Attrapadung and Imai (Cryptography and Coding 2009), under the same assumptions
as our AH-RPE construction. Our FH-RPE scheme is also based on the attribute-hiding variant of
Okamoto and Takashima’s ABE scheme, yet with a different revocation method, in which we integrate
the Subset-Cover Framework of Naor, Naor, and Lotspiech (CRYPTO 2001) for better efficiency.

1 Introduction

Functional Encryption In recent years, asymmetric encryption has experienced a paradigm shift from
encryption of secret messages for particular recipients (Public Key Encryption or Identity-Based Encryp-
tion) towards more flexible encryption mechanisms, which offer manifold forms of access control to encrypted
data. These mechanisms rely on arbitrary functional relationships between policies and attributes encoded
in ciphertexts and recipients’ decryption keys. Functional Encryption has emerged from Identity-Based En-
cryption techniques [7,24], and encompasses novel concepts such as Attribute-Based Encryption [4,10,12,23],
Hidden-Vector Encryption [9], and Predicate-Based Encryption [13, 14, 19, 20, 25–27]. At a high level these
schemes implement the idea of creating ciphertexts without prior knowledge of potential recipients. The
success of message recovery depends usually on some relation, which is implicitly evaluated through the
decryption procedure, on input the information encoded in the ciphertext and information contributed by
the recipient’s private key.
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Predicate Encryption In this work we focus on the notion of Predicate Encryption (PE), formalized by
Katz, Sahai, and Waters [13], and further studied in [14, 19, 20, 25, 27]. In PE schemes the private keys of
users are associated with predicates f and ciphertexts are bound to attributes a. The decryption procedure
is successful if and only if f(a) = 1. If this relation is not satisfied then no information about the plaintext
is leaked. In contrast to Attribute-Based Encryption, which also states this requirement on the security of
the decryption procedure, PE schemes offer privacy of attributes that legitimate recipients of PE ciphertexts
must possess, that is PE ciphertexts ensure attribute hiding in that they do not leak any information about
a for which the condition f(a) = 1 would be satisfied. Concrete constructions of PE schemes typically focus
on the realization of certain types of predicates f . In their seminal work, Katz, Sahai, and Waters [13]
introduced PE schemes supporting Inner-Product Encryption (IPE), i.e. vector −→y represents attributes and
vector −→x determines the predicate f−→x such that f−→x (−→y ) = 1 iff −→x · −→y = 0 (−→x · −→y denotes the inner
product of vectors −→x and −→y over a field or ring). It has been shown that IPE can be leveraged to evaluate
a wide class of predicates such as conjunctions or disjunctions of equality tests, conjunctions of comparison
or subset tests, and more generally, arbitrary CNF or DNF formulae. The original scheme of Katz, Sahai,
and Waters [13] has been proven selectively secure under less standard assumptions (in the generic group
model), while more recent schemes by Okamoto and Takashima [20] achieve the stronger notion of adaptive
security using standard assumptions.

Revocation in Functional Encryption The revocation challenge in FE schemes turns out to be more
subtle than in previous encryption paradigms, e.g. in comparison to CRL-based revocation mechanisms used
in traditional PKE schemes (within public key infrastructures) [1, 11, 18] or to the time-based revocation
approach suggested by Boneh and Franklin [7] for IBE schemes, where the identities of receivers are linked to
time periods and unrevoked users must be in possession of up-to-date private keys, obtained from the Private
Key Generator (PKG). The revocation problem in FE is apparent in that FE ciphertexts are encrypted for
predicates f that can possibly be satisfied by multiple recipients, all in possession of suitable attributes a.
Using time-based revocation for users’ attributes is inappropriate here for several reasons: First, a user may
be in possession of several attributes and if time periods for all attributes in the system are not synchronized
then unrevoked users would have to update their private keys whenever any of their attributes expires. Note
that due to the necessary collusion-resistance property of FE schemes a user’s private key must depend on
all attributes of that user. Second, even if time periods are synchronized then the problem with scalability
still remains. Indeed, the PKG would have to be regularly contacted by all unrevoked users in the system to
obtain updates for their private keys. This would require online presence of the PKG, establishment of secure
channels between the PKG and each user for the transmission of updated private keys, and authentication
of users towards the PKG to prove eligibility with regard to the update procedure. The amount of work
performed by the PKG is then linear in the number of (unrevoked) users and attributes available in the
system. A more efficient approach for handling revocation in IBE systems was suggested by Boldyreva,
Goyal, and Kumar (BGK) [5], where the PKG on each time period publishes some update information that
is then used by unrevoked users to update their private keys locally. The amount of work performed by PKG
is logarithmic and, more importantly, no online communication between the PKG and unrevoked users is
required. The approach from [5] could also be applied to ABE systems, in which case, however, it would result
in a significant limitation — while in IBE systems revoking user identities is sufficient, revoking attributes
in ABE systems would implicitly revoke private keys of all users with those attributes. That is revocation
of users (which is possible with the time-based approach of Boneh and Franklin [7] when applied to ABE
systems) would no longer possible with the BGK approach. Another limitation of the BGK approach is that
unrevoked users still have to update their private keys for each time period.

To alleviate this limitation, Attrapadung and Imai [3] suggested another way for revocation in ABE
schemes: Instead of enforcing revocation via an authority, the revocation is carried out by the senders
directly, i.e., the senders encrypt a message under a normal attribute set, as well as a revocation list. Each
user’s private key has an associated policy and some unique identifier. A private key can be used to decrypt
the ciphertext if the attributes in the ciphertext satisfy the policy associated with the key and the identifier of
the key is not contained in the revocation list encoded into the ciphertext. This method solves the mentioned
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problem behind the BGK approach, namely each user’s private key can now be issued by PKG once and
need not be updated thereafter. Later on, Attrapadung and Imai [2] proposed another system by combining
techniques from [5] with their previous work from [3], which inherits the advantages of both approaches.

Revocation in PE Schemes and Privacy The different ABE revocation techniques mentioned above,
aside from their scalability issues, are only partially applicable to PE schemes due to the distinguished
attribute-hiding property of the latter. In particular, care should be taken to ensure that by introducing
revocation to a PE system this privacy property is preserved. To the best of our knowledge, revocation in
PE schemes has not been investigated so far and it is not clear whether revocation introduces further privacy
challenges, in addition to the challenge of preserving their basic attribute-hiding property. We observe that
additional privacy problems may arise in scenarios, where revocation is performed for individual private keys.
For example, in the revocable ABE scheme of Attrapadung and Imai [3], each sender builds a revocation list
on-the-fly, using unique identifiers of users’ private keys, and encodes this list into the ciphertext. However, a
close inspection of the scheme shows that ciphertexts reveal information about the encoded key identifiers and
by this leak information about the revoked users. In this work we explore the concept of privacy-preserving
revocation in PE schemes. Our contributions are detailed in the following.

1.1 Our Contributions

We formalize the concept of Revocable Predicate Encryption (RPE) and propose two RPE schemes
allowing for efficient revocation of individual private keys. The underlying revocation mechanisms do not
require any private key update procedures on the recipient’s side and more importantly preserve and even
strengthen the expected privacy properties of PE schemes. Both mechanisms use revocation information on
the sender’s side only to perform the encryption operation. Only holders of unrevoked private keys are able
to decrypt the ciphertext, still provided that their keys also match the decryption policy. In the following
we discuss the two notions of privacy behind our schemes, their usage, and underlying techniques in more
detail.

Attribute-Hiding RPE Scheme Our first scheme, termed AH-RPE, offers attribute-hiding, which is the
standard PE property (and further implies payload-hiding used in the context of ABE). The revocation
concept behind AH-RPE uses revocation lists (RL) and is mostly suitable for applications where revocation
management is handled centrally by the PKG. It is assumed that senders obtain up-to-date RL published
by the PKG prior to encryption. The attribute-hiding property of our AH-RPE scheme is proven against
adaptive adversaries in the standard model under the established DLIN assumption. The AH-RPE scheme
has constant-size private and public keys while the length of its ciphertexts remains linear in the number of
revoked keys.

Full-Hiding RPE Scheme Our second scheme, termed FH-RPE, offers even stronger privacy guaran-
tees. Since the RPE concept assumes that revocation lists are used by senders, the standard requirement of
attribute-hiding may not be sufficient for applications, where in addition to privacy-protection for attributes
(and plaintexts) one is interested in preserving the privacy of users, whose decryption keys were revoked.
Hence, we introduce a stronger notion of full-hiding, which we formalize as part of the RPE security model.
This property ensures that no information about revoked users is leaked from a given ciphertext and is a
natural extension in the context of PE that cares about privacy. Our FH-RPE scheme can be used in appli-
cations where senders may freely decide to exclude certain key holders from running a successful decryption
operation, even if private keys of those holder match the ciphertext policy. Such sender-local revocation
(SLR), as considered in [2] for ABE schemes, allows for more flexible forms of access control to PE plaintexts
and the requirement of full-hiding keeps revoked recipients undisclosed.

The full-hiding property of FH-RPE also relies on the DLIN assumption; yet this stronger privacy property
comes with additional performance overhead in comparison to our AH-RPE scheme in that the length of
keys and ciphertexts becomes logarithmic in the number of decryption keys.
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Techniques Our RPE schemes are based on the Dual System Encryption of Waters [28] and the Dual Pairing
Vector Spaces (DPVS) of Okamoto and Takashima [19]. Our AH-RPE scheme deploys the revocation system
of Lewko, Sahai and Waters [15], introduced originally for public-key broadcast encryption, and modified
here for an integration with the (payload-hiding) FE scheme of Okamoto and Takashima [20] in a way that
achieves attribute-hiding by further using some techniques underlying the PE scheme by Lewko et al. [14].
Our FH-RPE scheme is obtained from Okamoto and Takashima [20] and Lewko et al. [14] in a more direct
way: each private key corresponds to an index, which is defined at derivation time. Indices of revoked keys are
used to build the revocation list. The revocation mechanism extends individual private keys with additional
index-dependent components that provide decryption capabilities as long as the index remains unrevoked
— revoked indices are encoded by the sender into the ciphertext in a privacy-preserving way. We note that
to be able to create a ciphertext, the sender needs to know not only an attribute but also the indexes of the
revoked keys. Using indexes are essential in our scheme. If a sender wishes to revoke some particular key from
decrypting a ciphertext then some identifier for that key must be used in the encryption procedure; otherwise
revoking certain keys becomes impossible since the keys would not be distinguishable from other keys with
the same predicates. We first discuss that applying Okamoto and Takashima [20] and Lewko et al. [14]
directly would result in a linear complexity for the lengths of main parameters. The (better) logarithmic
complexity of our FH-RPE scheme is due to the use of the complete-subtree technique by Naor et al. [18],
whose integration preserving the full-hiding property was a challenge. We note that it is possible to obtain a
FH-RPE with the combinations of a PE [14] and an anonymous broadcasting scheme [17]. However, in the
standard model, the size of the ciphertext in the resulting system is linear in the number of keys. In order to
prove security of our RPE schemes we utilize the modular approach from Okamoto and Takashima [20] that
breaks the proof down into several higher-level (artificially looking) assumptions and proves them to be secure
under the DLIN assumption. The technical challenge in our proofs is to actually adopt the proving techniques
from Okamoto and Takashima [20] towards the RPE requirements of attribute-hiding (for AH-RPE) and
full-hiding (for FH-RPE), whose definitions have more sophisticated “win conditions”.

2 Dual Pairing Vector Spaces and Assumptions

Let Gbpg be an algorithm that takes as input a security parameter 1λ and outputs a description of the
symmetric bilinear group setting (q,G,GT , G, e) where q is a prime, G and GT are two cyclic groups of order
q, G is the generator of G, e is a non-degenerate bilinear map e : G × G → GT , i.e., e(sG, tG) = e(G,G)st

and e(G,G) 6= 1.

Vector Spaces. Let V =

N︷ ︸︸ ︷
G× · · · ×G be a vector space and each element in V be expressed by an N-

dimensional vector x = (x1G, . . . , xNG) (xi ∈ Fq for i = 1, . . . , N). The canonical base A of V is A =
(a1, . . . ,aN ), where a1 = (G, 0, . . . , 0), a2 = (0, G, 0, . . . , 0), . . . ,aN = (0, . . . , 0, G). Given two vectors
x = (x1G, . . . , xNG) = x1a1 + · · · + xNaN ∈ V and y = (y1G, . . . , yNG) = y1a1 + · · · + yNaN ∈ V, where
−→x = (x1, . . . , xN ) and −→y = (y1, . . . , yN ), the pairing operation is defined as e(x,y) =

∏N
i=1 e(xiG, yiG) =

e(G,G)
∑N

i=1 xiyi = g
−→x−→y
T ∈ GT .

Definition 1 (Dual Pairing Vector Space (DPVS) [19]). Let (q,G,GT , G, e) be a symmetric pairing
group. A Dual Pairing Vector Space (q,V,GT ,A, e) is a tuple of a prime q, N-dimensional vector space V
over Fq, a cyclic group GT of order q, canonical base A = (a1, . . . ,aN ) of V, and pairing e : G × G → GT
that satisfy the following conditions:

1. Non-degenerate bilinear pairing: There exists a polynomial-time computable non-degenerate bilin-
ear pairing e(x,y) =

∏N
i=1 e(Gi, Hi) where x = (G1, . . . , GN ) ∈ V and y = (H1, . . . ,HN ) ∈ V. This is

non-degenerate bilinear i.e., e(sx, ty) = e(x,y)st and if e(x,y) = 1 for all y ∈ V, then x = 0.

2. Dual orthonormal bases: A and e satisfy that e(ai,aj) = g
δi,j
T for all i and j, where δi,j = 1 if

i = j, and 0 otherwise, and gT 6= 1 ∈ GT .
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3. Distortion maps: Linear transformations φi,j on V s.t. φi,j(aj) = ai and φi,j(ak) = 0 if k 6= j are
polynomial-time computable. We call φi,j “distortion maps”.

Orthonormal Bases. Let B = (b1, . . . , bN ) be the basis of V which is obtained from the canonical basis

A using a uniformly chosen linear transformation, Λ = (λi,j)
U← GL(N,Fq) (note that GL(N,Fq) creates

a matrix of size N × N in which each element is uniformly selected from Fq), such that bi =
∑N
j=1 λi,jaj ,

for i = 1, . . . , N . Similarly, B∗ = (b∗1, . . . , b
∗
N ) of V is also obtained from A, such that µi,j = (ΛT )

−1
,

b∗i =
∑N
j=1 µi,jaj , for i = 1, . . . , N . It can be shown that e(bi, b

∗
j ) = g

δi,j
T , where δi,j = 1 if i = j, and δi,j = 0

if i 6= j. B and B∗ are thus dual orthonormal bases of V.

In our schemes, we will use the following probabilistic generator Gob for dual orthonormal bases:

Gob(1λ , −→n = (d;n1, . . . , nd)) : paramG = (q,G,GT , G, e)
R← Gbpg(1λ),

ψ
U← F×q , N0 = 5, Nl = 3nl + 1 for l = 1, . . . , d;

For l = 0, . . . , d :

paramVt
= (q,Vl,GT ,Al, e)

R← Gdpvs(1λ, Nl, paramG),

Λ(l) = (λ
(l)
i,j)

U← GL(Nl,Fq), (µ
(l)
i,j) = ψ · (Λ(l)T )

−1
,

bi
(l) =

Nl∑
j=1

λ
(l)
i,ja

(l)
j for i = 1, . . . , Nl,B(l) = (b

(l)
1 , . . . , b

(l)
Nl

),

b
∗(l)
i =

Nl∑
j=1

µ
(l)
i,ja

(l)
j for i = 1, . . . , Nl,B∗(l) = (b

∗(l)
1 , . . . , b

∗(l)
Nl

),

gT = e(G,G)ψ, param−→n = ({paramVl
}l=0,...,d, gT ),

Output (param−→n , {B(l),B∗(l)}l=0,...,d).

Note that gT = e(bi
(l), b

∗(l)
i ) for l = 0, . . . , d; i = 1, . . . , Nl.

Definition 2 (Decisional Linear Assumption (DLIN) [6]). The DLIN problem is to find bit β ∈ {0, 1},
given the output (paramG, G, aG, bG, acG, bdG, Yβ) of the probabilistic algorithm

GDLIN
β (1λ) : paramG = (q,G,GT , G, e)

R← Gbpg(1λ), a, b, c, d
U← Fq,

Y0 = (c+ d)G, Y1
U← G, β U← {0, 1};

Output (paramG, G, aG, bG, acG, bdG, Yβ).

The advantage of a probabilistic polynomial-time DLIN solver D is defined as

AdvDLIN
D (λ) =

∣∣∣ Pr[D(1λ, $)→ 1
∣∣∣ $ R← GDLIN

0 (1λ)
]
− Pr

[
D(1λ, $)→ 1

∣∣∣ $ R← GDLIN
1 (1λ)

] ∣∣∣.
The DLIN assumption states that for any such D this advantage is negligible in λ.

3 Revocable Predicate Encryption: Model and Privacy Definitions

In predicate encryption for inner-product relations, an attribute is expressed as a vector −→y ∈ Fnq \ {
−→
0 } and

a predicate f−→x is associated with a vector −→x ∈ Fnq \{
−→
0 }, where f−→x (−→y ) = 1, iff −→y ·−→x = 0. Let A = Fnq \{

−→
0 }

be the attribute space, and P = {f−→x |−→x ∈ Fnq \ {
−→
0 }} be the predicate space. We assume that indexes are

5



in the set Γ = {1, . . . , N}, where N is the number of keys in the system. In our definitions and schemes,
we assume that attribute vector, −→y = (y1, . . . , yn1), is normalized such that y1 = 1 (If −→y is not normalized,

change it to a normalized one by (1/y1) ·−→y , assuming that y1 is non-zero). −→e (k)
i is the canonical basis vector

(

i−1︷ ︸︸ ︷
0, . . . , 0, 1,

nk−i︷ ︸︸ ︷
0, . . . , 0) ∈ Fnk

q for k = 1, 2 and i = 1, . . . , nk.

3.1 Syntax

Definition 3 (Revocable Predicate Encryption). A revocable predicate encryption scheme (RPE) is a
tuple of four algorithms (Setup,GenKey,Encrypt,Decrypt) and has an associated attribute space A, a predicate
space P and an index space Γ .

Setup(1λ, ∆) The Setup algorithm takes as input a security parameter 1λ and format ∆ of attribute and
index. It outputs a public key PK, a master secret key MSK , and a state information S.

GenKey(MSK , S,−→x ) The GenKey algorithm takes as input a master secret key MSK , a state information
S, and a predicate vector −→x . It outputs an updated state S and a secret key k∗−→x ,I , where I ∈ Γ denotes
the associated index of the key and is included in the key.

Encrypt(PK,L,−→y ,M) The Encrypt algorithm takes as input a public key PK, a revocation list L ⊆ Γ , an
attribute vector −→y , and a message M in some associated message space. It outputs a ciphertext C.

Decrypt(C,k∗−→x ,I) The Decrypt algorithm takes as input a ciphertext C and a secret key k∗−→x ,I . It outputs
either a message M or the distinguished symbol ⊥.

Correctness. The correctness property of the schemes says that for all PK and MSK output by Setup
algorithm, all predicate f−→x ∈ P, all message M , all attribute −→y ∈ A, and all possible valid state information
S output by Setup or GenKey algorithm, if the key k∗−→x ,I was not revoked, i.e., I /∈ L, then for correctly

generated k∗−→x ,I
R← GenKey(MSK , S,−→x ) and C

R← Encrypt(PK,L,−→y ,M):

– If f−→x (−→y ) = 1 then Decrypt(C,k∗−→x ,I) = M .

– If f−→x (−→y ) = 0 then Decrypt(C,k∗−→x ,I) =⊥ with all but negligible probability.

3.2 Definitions of Attribute-Hiding and Full-Hiding in RPE

Our first security definition for RPE schemes is the standard property of attribute hiding, which we extend
to address revocation. We allow the adversary to specify the revocation list used to create the challenge
ciphertext but we do not require ciphertexts to hide information about revoked key indices. This definition
suits applications where revocation lists are managed and published by the master authority.

Definition 4 (Attribute-Hiding RPE). An RPE scheme is adaptively attribute hiding against chosen
plaintext attacks if for all PPT adversaries A, the advantage AdvAHA,RPE(λ) of A in the following game is
negligible in the security parameter λ:

Setup. A challenger C runs the Setup algorithm to generate a public key PK, a master secret key MSK ,
and S. PK is given to A.

Query phase 1. A adaptively makes a polynomial number of GenKey queries: A produces a predicate −→x ,

C computes the key k∗−→x ,I
R← GenKey(MSK , S,−→x ) associated with an index I, and gives it to A.

Challenge. A outputs challenge attribute vectors (−→y (0),−→y (1)), challenge plaintexts (M (0),M (1)), and a
revocation list L, subject to one of the following restrictions for each queried key k∗−→x ,I :
1. I ∈ L
2. I /∈ L and f−→x (−→y (0)) = f−→x (−→y (1)) = 0.
C flips a random coin b. If b = 0 then A is given C = Encrypt(PK,L,−→y (0),M (0)). If b = 1 then A is
given C = Encrypt(PK,L,−→y (1),M (1)).

Query phase 2. Repeat the Query phase 1 subject to the restrictions as in the challenge phase.
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Guess. A outputs a guess b′ of b, and succeeds if b′ = b.

The advantage of A is defined to be AdvAHA,RPE(λ) = |Pr[b = b′]− 1/2|.

Our second security notion, called full hiding, offers stronger privacy guarantees. In addition to attribute
hiding, it ensures that ciphertexts do not leak any information about revoked indexes. This privacy goal
becomes especially relevant when key indexes can be linked to users and whenever senders wish to exclude
certain users from decryption — the latter concept of sender-local revocation (SLR) [2] allows senders to
define revocation lists (per ciphertext) during the encryption process and by this flexibly refine access control
to encrypted data. The SLR property is particularly useful for broadcast systems, e.g. in Pay-TV, where the
sender distributes the content and also manages revocation lists and keys (e.g. so-called target broadcast
system from [12]). The sender could locally revoke certain customers (e.g. those in delay with payment)
for a number of transmissions. The full hiding property is also relevant for applications where revocation
lists are sensitive. Consider an illustrative example, where some intelligence agency may want to broadcast
confidential information to all agents with certain attributes and yet still exclude James from accessing the
information, i.e. irrespective of whether James’ key satisfies the policy of the ciphertext. The full hiding
property would effectively hide the fact that James’ decrypting rights were revoked for that particular
ciphertext, even from James himself, who wouldn’t know whether decryption failed because of revocation or
due to a policy mismatch between his key and the ciphertext.

Definition 5 (Full-Hiding RPE). An RPE scheme is adaptively full hiding against chosen plaintext attacks
if for all PPT adversaries A, the advantage AdvFHA,RPE(λ) of A in the following game is negligible in the security
parameter λ:

Setup. A challenger C runs the Setup algorithm to generate a public key PK, a master secret key MSK ,
and S. PK is given to A.

Query phase 1. A adaptively makes a polynomial number of GenKey queries: A produces a predicate −→x ,

C computes the key k∗−→x ,I
R← GenKey(MSK , S,−→x ) associated with an index I, and gives it to A.

Challenge. A outputs challenge attribute vectors (−→y (0),−→y (1)), challenge revocation lists (L(0), L(1)), and
challenge plaintexts (M (0),M (1)), subject to one of the following restrictions for each queried key k∗−→x ,I :

1. f−→x (−→y (0)) = f−→x (−→y (1)) = 0
2. f−→x (−→y (0)) = f−→x (−→y (1)) = 1 and (I ∈ L(0) ∧ I ∈ L(1))
3. (f−→x (−→y (0)) = 1 ∧ f−→x (−→y (1)) = 0) and I ∈ L(0)

4. (f−→x (−→y (0)) = 0 ∧ f−→x (−→y (1)) = 1) and I ∈ L(1).

C flips a random coin b. If b = 0 then A is given C = Encrypt(PK,L(0),−→y (0),M (0)). If b = 1 then A is
given C = Encrypt(PK,L(1),−→y (1),M (1)).

Query phase 2. Repeat the Query phase 1 subject to the restrictions as in the challenge phase.
Guess. A outputs a guess b′ of b, and succeeds if b′ = b.

The advantage of A is defined to be AdvFHA,RPE(λ) = |Pr[b = b′]− 1/2|.

Remark 1. In Definition 5, adversary A is not allowed to ask a key query for an index I and a predicate −→x
such that I /∈ L(b) and f−→x (−→y (b)) = 1 for some b ∈ {0, 1}, i.e., the queried key is not allowed to decrypt the
challenge ciphertext. Recently, Okamoto and Takashima [22] proposed a (Hierarchical) Predicate Encryption
scheme which allows such key query, provided that M (0) = M (1). We observe that their techniques can be
applied in our RPE schemes to handle such queries too.

Remark 2. Definitions 4 and 5 can be easily extended to capture chosen-ciphertext attacks (CCA) by allowing
decryption queries (for all but the challenge ciphertext). The advantage of A in such CCA game is defined
to be AdvX-CCAA,RPE(λ) = |Pr[b = b′] − 1/2|, where X ∈ {AH,FH}. We can also define relaxed selective security,
where the adversary is required to specify the challenge attributes and the revocation list in advance (before
obtaining public key PK).
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4 An RPE Scheme with Attribute Hiding (AH-RPE)

In this section we present our first RPE scheme, which achieves the property of attribute hiding. We construct
a system in which the sizes of public and private keys are small and constant. The size of the ciphertext
is linear in the number of revoked keys, which is small relative to the total number of users. The efficiency
of our scheme is comparable to the existing schemes of Lewko et al . [15] and Attrapadung et al . [3]. The
broadcast encryption scheme proposed by Boneh et al . [8] produces ciphertexts and private keys of constant
size, however the size of the public keys is linear in the number of users in the system.

4.1 Intuition behind AH-RPE

Our construction uses the “two equation” revocation technique of the public broadcast encryption system of
Lewko, Sahai and Waters (LSW) [15]. In the LSW scheme the secret s that allows decryption of the ciphertext
is broken into as many shares as revoked indexes. Using the“two equation” technique, a key whose index
is not revoked in the ciphetext can be used to compute all the shares of the secret s. We combine LSW’s
“two equation” concept [15] and Okamoto and Takashima’s FE scheme [20] to construct our first scheme.
Informally, we compute a key for a predicate −→x and an associated index I, the ciphertext is encrypted with a
message M , an attribute −→y and the set of indexes {I1, . . . , Ir} of the revoked keys, where r is the number of
the revoked keys. The ciphertext can be decrypted with the key if I 6= Ii for all i ∈ [1, r]. In our scheme, we
realize the “two equation” technique by employing non zero inner product evaluations. If the inner product
of two vectors is non zero (signifying that the two indexes are not equal), then we can recover the share si,
otherwise the decryption fails.

4.2 Specification of AH-RPE

We now give detailed specification of our AH-RPE scheme:

Setup
(
1λ, ∆ = (−→n = (2;n1, n2 = 2), N)

)
: Perform the following computations:

(param−→n ,B(0),B∗(0),B(1),B∗(1),B(2),B∗(2)) R← Gob(1λ,−→n ),

B̃(0) = (b
(0)
1 , b

(0)
3 , b

(0)
5 ), B̃(1) = (b

(1)
1 , . . . , b

(1)
n1 , b

(1)
3n1+1), B̃(2) = (b

(2)
1 , b

(2)
2 , b

(2)
7 ),

B̃∗(0) = (b
∗(0)
1 , b

∗(0)
3 , b

∗(0)
4 ), B̃∗(1) = (b

∗(1)
1 , . . . , b

∗(1)
n1 , b

∗(1)
2n1+1, . . . , b

∗(1)
3n1

), B̃∗(2) = (b
∗(2)
1 , b

∗(2)
2 , b

∗(2)
5 , b

∗(2)
6 ).

Let S denote the (initially empty) state information on the so far assigned indices I. The output of

the algorithm is given by the public key PK =
(
1λ, N, param−→n , {B̃(k)}k∈{0,1,2}

)
, the master secret key

MSK =
(
{B̃∗(k)}k∈{0,1,2}

)
, and the state information S.

GenKey(MSK , S,−→x = (x1, . . . , xn1
) ∈ Fn1

q \{
−→
0 }): Choose s, η, β, η1, . . . , ηn1

, ρ1, ρ2
U← Fq, choose s1, s2

U← Fq
such that s = s1 + s2, choose index I

U← Γ such that I /∈ S, then set S = S ∪ {I} and compute:

k0 = (−s, 0, 1, η, 0)B∗(0) ,

k1 = (

n1︷ ︸︸ ︷
s1
−→e (1)

1 + β−→x ,
n1︷ ︸︸ ︷

0n1 ,

n1︷ ︸︸ ︷
η1, . . . , ηn1

,

1︷︸︸︷
0 )B∗(1) ,

k2 = (

2︷ ︸︸ ︷
s2(1, I),

2︷ ︸︸ ︷
02,

2︷ ︸︸ ︷
ρ1, ρ2,

1︷︸︸︷
0 )B∗(2) .

Output the updated state information S and the secret key k∗−→x ,I = (I,k0,k1,k2).
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Encrypt(PK,L,−→y = (y1, . . . , yn1
) ∈ Fn1

q \ {
−→
0 },M ∈ GT ): If L is empty, set L = {N + 1}, where N + 1 is

a dummy index. Choose δ, ζ, ϕ, ϕ′
U← Fq, also choose ϕr, δr

U← Fq for all r ∈ L such that δ =
∑
r∈L

δr, and

compute:

c0 = (δ, 0, ζ, 0, ϕ)B(0) ,

c1 = (

n1︷︸︸︷
δ−→y ,

n1︷ ︸︸ ︷
0n1 ,

n1︷ ︸︸ ︷
0n1 ,

1︷ ︸︸ ︷
ϕ′ )B(1) ,

∀r ∈ L : cr = (

2︷ ︸︸ ︷
δr(−r, 1),

2︷ ︸︸ ︷
02,

2︷ ︸︸ ︷
02,

1︷ ︸︸ ︷
ϕr )B(2) ,

cM = gζTM.

Output the ciphertext C = (L, c0, c1, {cr}r∈L, cM ).

Decrypt(C,k∗−→x ,I): Given a ciphertext C = (L, c0, c1, {cr}r∈L, cM ) and a secret key k∗−→x ,I = (I,k0,k1,k2), if
I ∈ L, output ⊥; otherwise compute and output message M:

M =
cM

e(c0,k0)e(c1,k1)
∏
r∈L

e(cr,k2)
1

I−r

.

4.3 Correctness of AH-RPE

The correctness of our scheme holds due to the following observation. Let C and k∗−→x ,I be as above. If
−→x · −→y = 0 and I /∈ L then M can be recovered by as specified in the decryption procedure due to the
equality

e(c0,k0)e(c1,k1)
∏
r∈L

e(cr,k2)
1

I−r = g−sδ+ζT gs1δ+βδ
−→x ·−→y

T g
s2

∑
r∈L δr

T = g−sδ+ζT gsδT = gζT .

Remark 3. In the Encrypt algorithm, if the revocation list L is empty, i.e., no key is revoked, a dummy index
N + 1 is placed into the revocation list. Since N + 1 is not in the index space Γ , the ciphertext computed
from L = {N + 1} and an attribute −→y can be decrypted by any key k∗−→x ,I provided −→x · −→y = 0.

In our scheme, the size of private key is small and constant, i.e., (13 + 3n1)|G|, and size of the ciphertext is
linear in the number of revoked keys, i.e., (6+3n1 +7r)|G|+ |GT |, where r, |G| and |GT | denotes the number
of revoked keys, size of group element in G and size of group element in GT respectively.

4.4 Security Analysis of AH-RPE

The attribute hiding property of our AH-RPE scheme is established through the following theorem.

Theorem 1. Our AH-RPE is adaptively attribute hiding against chosen plaintext attacks under the DLIN
assumption. For any adversary A, there exists a probabilistic polynomial time machine D such that for any
security parameter λ,

AdvAHA,AH-RPE(λ) ≤ (2ν + 1)AdvDLIN
D (λ) + ψ

where ν is the maximum number of A’s key queries and ψ = (2ν|L|+ 18ν + 10)/q (|L| denotes the number
of revoked keys).

The proof of Theorem 1 is presented in Appendix A.
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5 An RPE Scheme with Full Hiding (FH-RPE)

In this section, we present our second RPE scheme, which achieves the property of full hiding. The scheme
is based on Okamoto and Takashima’s FE [20] and the Subset-Cover Framework due to Naor et al . [18].

5.1 Intuition

The intuition behind the new construction is as follows. In addition to having vectors representing predicates
and attributes, we have index vectors and revocation vectors. The scheme can be seen as the composition
of two encryption steps, one using the attributes and predicate vectors, and the other one using the index
and revocation vectors. Attributes and predicates vectors use a different basis from index and revocation
list vectors. By using separate bases, we avoid the quadratic length growth that would otherwise occur if
we concatenated the vectors using the same basis. We also use a secret sharing scheme over bilinear pairing
groups to combine the components in the secret key, so that it is hard to modify the secret key to make valid
a key that has otherwise been revoked.

Each key has an associated index vector −→x I , which encodes the key index I by assigning a random value
to the vector component at the corresponding index position. To revoke a set of keys, the encryptor sets
random values on positions in the revocation vector −→y L that correspond to the indexes of revoked keys. We
see that if −→y L has a random value in the Ith component, then −→x I · −→y L 6= 0 and results in a random group
element on decryption. This indicates that the key with index I is revoked. We assume that both index

vector and revocation vector are initially set to
−→
0 . If we denote the number of keys in the system as N , then

the size of both index vectors and revocation vectors is O(N). If the predicate/attribute vector is of size n,
then the size of ciphertexts and keys is O(n+N).

The major drawback of such approach is, however, the space cost. To alleviate this limitation, our
scheme takes advantage of the complete-subtree data structure from [18]. Informally, in a binary tree with
N leaves, the index I of a key will be associated with a leaf node. Each node in the tree will be assigned a
unique identity. To compute a key with an index, we compute on identities of all the nodes on the path from
the leaf node associated with I to the root node. To encrypt, the sender first finds a minimal set of nodes
which contains an ancestor (or, the node itself) of all the non-revoked indexes. It then computes ciphertext
on the attribute and the identities of all the nodes in that set. To retain the full-hiding property we apply
the binary structure in an anonymous setting. Decryption works if there exists one common node (identity)
between the key and the ciphertext, which is given for unrevoked keys only. By adopting this approach the
length of ciphertexts in our scheme ranges between O(1) (when no key is revoked) and O(N2 ) (in the worst
case when every second key is revoked) while the length of private keys is O(logN). All in all, by adopting
the complete-subtree structure we achieve a remarkable space gain in comparison to the above case.

Example. Consider the following illustrative example: in Figure 1 (left), indexes 2 and 6 are associated
with different keys, say k∗−→x2,2

and k∗−→x6,6
respectively. The key k∗−→x2,2

is computed on the predicate vector
−→x2 and tree nodes {ID1, ID2, ID3, ID4}, whereas k∗−→x6,6

is computed on predicate vector −→x6 and nodes

{ID1, ID5, ID6, ID7}. Assume in Figure 1 (right) that k∗−→x2,2
is revoked. The minimal subset of nodes covering

all other indexes is {ID5, ID8, ID9}. The ciphertext cx will thus be computed on nodes {ID5, ID8, ID9}.
Since cx doesn’t have any common node with revoked key k∗−→x2,2

, decryption with this key will fail but it will
succeed with k∗−→x6,6

due to the common node ID5.

5.2 Specification of FH-RPE

We proceed with a detailed specification of our FH-RPE scheme:

Setup
(
1λ, ∆ = (−→n = (2;n1, n2 = 2), N)

)
: Perform the following computations:

(param−→n ,B(0),B∗(0),B(1),B∗(1),B(2),B∗(2)) R← Gob(1λ,−→n ),
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Fig. 1. Complete Subtree Technique [18] in RPE (intuitive idea)

B̃(0) = (b
(0)
1 , b

(0)
3 , b

(0)
5 ), B̃(1) = (b

(1)
1 , . . . , b

(1)
n1 , b

(1)
3n1+1), B̃(2) = (b

(2)
1 , b

(2)
2 , b

(2)
7 ),

B̃∗(0) = (b
∗(0)
1 , b

∗(0)
3 , b

∗(0)
4 ), B̃∗(1) = (b

∗(1)
1 , . . . , b

∗(1)
n1 , b

∗(1)
2n1+1, . . . , b

∗(1)
3n1

), B̃∗(2) = (b
∗(2)
1 , b

∗(2)
2 , b

∗(2)
5 , b

∗(2)
6 ).

Let Tree be a complete binary tree structure with at least N leaf nodes, which corresponds to the
number of keys in the system. Each node x in Tree has unique identity IDx. Let state information S,
which records the assigned indexes I so far, be an initially empty set.
The output of the algorithm is given by the public key PK =

(
1λ, param−→n , {B̃(k)}k=0,1,2,Tree

)
, the

master secret key MSK =
(
{B̃∗(k)}k=0,1,2

)
, and the state information S.

GenKey(MSK , S,−→x = (x1, . . . , xn1
) ∈ Fn1

q \{
−→
0 }): Choose α, η, η

(1)
1 , . . . , η

(1)
n1 , β

(1) U← Fq, and choose α(1), α(2) U←
Fq such that α = α(1) + α(2); choose index I

U← Γ such that I /∈ S, and set S = S ∪ {I}. Then, compute

k0 = (−α, 0, 1, η, 0)B∗(0) ,

k1 = (

n1︷ ︸︸ ︷
α(1)−→e (1)

1 + β(1)−→x ,
n1︷ ︸︸ ︷

0n1 ,

n1︷ ︸︸ ︷
η
(1)
1 , . . . , η(1)n1

,

1︷︸︸︷
0 )B∗(1) ,

∀x ∈ P(I) : kx = (

2︷ ︸︸ ︷
α(2) + β(2)

x IDx, β
(2)
x ,

2︷ ︸︸ ︷
02,

2︷ ︸︸ ︷
η
(2)
1,x, η

(2)
2,x,

1︷︸︸︷
0 )B∗(2) , with β(2)

x , η
(2)
1,x, η

(2)
2,x

U← Fq.

The output is given by S and the secret key k∗−→x ,I = (I,k0,k1, {kx}x∈P(I)).
(Note that I is associated with the Ith leaf node in the binary tree. P(I) denotes all the nodes on the
path from the leaf node I up to the root node (leaf and root nodes inclusive). The secret key k∗−→x ,I thus

contains secrets for all nodes IDx on the mentioned path from I to the root.)

Encrypt(PK,L,−→y = (y1, . . . , yn1
) ∈ Fn1

q \ {
−→
0 },M ∈ GT ): Choose δ, ζ, ϕ, ϕ(1) U← Fq and compute:

c0 = (δ, 0, ζ, 0, ϕ)B(0) ,

c1 = (

n1︷︸︸︷
δ−→y ,

n1︷ ︸︸ ︷
0n1 ,

n1︷ ︸︸ ︷
0n1 ,

1︷ ︸︸ ︷
ϕ(1) )B(1) ,

∀x ∈ RevokeNodes(Tree, L) : cx = (

2︷ ︸︸ ︷
δ, δ(−IDx),

2︷ ︸︸ ︷
02,

2︷︸︸︷
02,

1︷ ︸︸ ︷
ϕ(2)
x )B(2) where ϕ(2)

x
U← Fq,

cM = gζTM.

Output the ciphertext C = (c0, c1, {cx}x∈RevokeNodes(Tree,L), cM ).

Remark 4. Note that RevokeNodes(Tree, L) outputs a minimal set of nodes which contains an ancestor
(or, the node itself) of all the non-revoked indexes. Each ciphertext component cx is then computed on
all the identities of the nodes in the set.
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Decrypt(C,k∗−→x ,I): Given a ciphertext C = (c0, c1, {cx}x∈RevokeNodes(Tree,L), cM ) and a secret key k∗−→x ,I =

(I,k0,k1, {kx′}x′∈P(I)) compute

∀x, x′ : Mx,x′ =
cM

e(c0,k0)e(c1,k1)e(cx,kx′)
.

If there exists a pair (x, x′) corresponding to the same node in Tree and −→x · −→y = 0, the decrypted
message is M = Mx,x′ . Otherwise, obtained messages are random with all but negligible probability.
Note that it is not necessary to test all pairs of (x, x′), i.e., it is possible to mark the level of each node
encrypted in the ciphertext (without revealing the node’s identifier) and compute using pairs (x, x′) that
are located on the same level in the tree. In this way decryption costs can be decreased from O((logN)2)
to O(logN).

5.3 Correctness of FH-RPE

To see why the FH-RPE scheme is correct, let C and k∗−→x ,I be as above. If −→x · −→y = 0 and I /∈ L then M can
be recovered as specified in the decryption procedure due to the following equality

e(c0,k0)e(c1,k1)e(cx,kx′) = g−αδ+ζT gα
(1)δ+β(1)δ−→x ·−→y

T g
α(2)δ+β

(2)

x′ δ(IDx′−IDx)

T = g−αδ+ζT gαδT = gζT .

5.4 Security Analysis of FH-RPE

The full hiding property of our FH-RPE scheme is established through the following theorem.

Theorem 2. FH-RPE is adaptively full hiding against chosen plaintext attacks under the DLIN assumption
(provided the restriction in Remark 5 holds). For any adversary A, there exists a probabilistic polynomial
time machine D such that for any security parameter λ,

AdvFHA,FH-RPE(λ) ≤ (2ν + 1)AdvDLIN
D (λ) + ψ

where ν is the maximum number of A’s key queries and ψ = (2 logNν + 18ν + logN + 10)/q.

The proof of Theorem 2 is presented in Appendix B.

Remark 5. Proof of Theorem 2 assumes that |X(0)| = |X(1)|, where X(0) = {x|x ∈ RevokeNodes(Tree, L(0))}
and X(1) = {x′|x′ ∈ RevokeNodes(Tree, L(1))}. The revocation lists L(0) and L(1) are defined in the challenge
phase of Definition 5. This restriction is necessary to prevent the adversary from trivially winning the game
based on the length of the challenge ciphertext.

Remark 6. The PE scheme from [14], on which our RPE construction is based, is proven adaptive attribute-
hiding in the standard model. Its security proof cannot be applied to Theorem 2 directly — in [14] the
only restriction on the challenge attribute vector −→y (b) and predicate vector −→x was −→x · −→y (b) 6= 0, where
b ∈ {0, 1}. The more sophisticated challenge phase restrictions in our Definition 5 of full hiding make the
proof of Theorem 2 slightly more complicated than in [14].

6 Conclusion

We formalized Revocable Predicate Encryption (RPE) and proposed two RPE schemes. Our AH-RPE scheme
is attribute hiding whereas our FH-RPE scheme offers stronger full hiding. Both schemes are proven secure
in the standard model under the DLIN assumption. Recently, Okamoto and Takashima [21] proposed a
PE scheme with short private keys. We observe that private keys in our RPE constructions can be further
reduced in size by adopting their techniques.
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A Security Proof of Theorem 1

We start by defining two high-level computational problems, Problem 1 and 2, and show that each of these
problems is hard under the classical DLIN assumption. Our proof uses a sequence of games. In our games
we define semi-functional keys expressed by Eq.(7). Semi-functional ciphertexts are defined in Eqs.(1)-(4).
Semi-functional keys can decrypt all normal ciphertexts, but not semi-functional ciphertexts. Semi-functional
ciphertexts can be decrypted only by normal keys. We also introduce nominal semi-functional ciphertexts
and keys Eq.(6) and Eq.(5), similar to [16].

Normal ciphertexts and keys are used in Game 0 (the original game of Definition 4), while their nominal
semi-functional or semi-functional counterparts are used in subsequent games only. In Game 1, the challenge
ciphertext is changed to a semi-functional one. We then consider 2ν game hops from Game 1 (Game 2-0),
Game 2-0′, Game 2-1, Game 2-1′, . . . , to Game 2-(ν − 1)′ and Game 2-ν. In Game 2-m (m = 0, . . . , ν − 1),
the first m keys are semi-functional and the rest of the keys are normal, and challenge ciphertext is semi-
functional. In Game 2-m′ (m = 0, . . . , ν − 1), the first m keys are semi-functional and the (m + 1)-th key
is nominal semi-functional while the remaining keys are normal, and challenge ciphertext is nominal semi-
functional. In game 3, all queried keys are semi-functional Eq.(7). In the last game, Game 3, all keys and
challenge ciphertext are semi-functional, hence the adversary has 0 advantage.

We then show that the difference in the adversary’s advantage between Games 0 and 1 is bounded by
the advantage of any adversary against Problem 1. The advantage difference between Games 2-m′ and 2-m
is equivalent to the advantage of Problem 2 (i.e., advantage of the DLIN assumption). Here, we introduce

special forms of nominal semi-functional keys k∗ spec-nom-semi
−→x ,I and ciphertext Csepc-nom-semi, respectively. They

equal their counterparts in semi-functional forms except that εw = γ = γ(1) + γ(2) and ε
U← Fq (note

that ε, w
U← Fq for k∗ nom-semi−→x ,I and Cnom-semi). k∗ spec-nom-semi

−→x ,I and Csepc-nom-semi are simulated using Problem

2 instance when β = 1. Due to the algebraic structure, k∗ spec-nom-semi
−→x ,I can always decrypt Csepc-nom-semi

when the predicate holds and the key is not revoked. Therefore, it is hard for the simulator to identify if
(k∗ spec-nom-semi
−→x ,I , Csepc-nom-semi) for Game 2-m′ or (k∗−→x ,I , C

semi) for Game 2-m under Problem 2. On the other

hand, γ is independently distributed from the other variables when either the predicate does not hold or
the key is revoked. That is, the joint distribution of (k∗ spec-nom-semi

−→x ,I , Csepc-nom-semi) is equivalent to that of

(k∗ nom-semi−→x ,I , Cnom-semi) when either condition holds. Hence, both of them appear identical from the adversary’s
view, since from the security definition the adversary’s queries should satisfy at least one of the conditions
(predicate does not holds and key is revoked). With the similar argument, we show that the advantage
difference between Games 2-m′ and 2-(m + 1) is equivalent to the advantage of Problem 2 (i.e., advantage
of the DLIN assumption). We also show that 2-ν can be conceptually changed to Game 3 whose advantage
is 0.
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Definition 6 (Problem 1). Problem 1 is to find bit β ∈ {0, 1}, given (param−→n , {B(k), B̂∗(k)}k=0,1,2, t
(0)
β ,

t
(1)
β,1, t

(2)
β,1, {t

(1)
i }i=2,...,n1 , t

(2)
2 )

R← GP1
β (1λ,−→n = (2;n1, n2 = 2)), where

GP1
β (1λ,−→n = (2;n1, n2 = 2)) : (param−→n ,B(0),B∗(0),B(1),B∗(1),B(2),B∗(2)) R← Gob(1λ,−→n ),

B̂∗(0) = (b
∗(0)
1 , b

∗(0)
3 , b

∗(0)
4 , b

∗(0)
5 ), B̂∗(1) = (b

∗(1)
1 , . . . , b∗(1)n1

, b
∗(1)
2n1+1, . . . , b

∗(1)
3n1+1),

B̂∗(2) = (b
∗(2)
1 , b

∗(2)
2 , b

∗(2)
5 , b

∗(2)
6 , b

∗(2)
7 ),

δ, u, ρ
U← Fq, t

(0)
0 = (δ, 0, 0, 0, ρ)B(0) , t

(0)
1 = (δ, u, 0, 0, ρ)B(0) ,

ρ(1)
U← Fq, −→u (1) U← Fn1

q ,

t
(1)
0,1 = (

n1︷ ︸︸ ︷
δ−→e (1)

1 ,

n1︷ ︸︸ ︷
0n1 ,

n1︷ ︸︸ ︷
0n1 ,

1︷︸︸︷
ρ(1) )B(1) , t

(1)
1,1 = (

n1︷ ︸︸ ︷
δ−→e (1)

1 ,

n1︷ ︸︸ ︷
−→u (1),

n1︷ ︸︸ ︷
0n1 ,

1︷︸︸︷
ρ(1) )B(1) ,

For i = 2, . . . , n1 : t
(1)
i = δb

(1)
i ;

ρ(2), u
(2)
1 , u

(2)
2

U← Fq,

t
(2)
0,1 = (

2︷︸︸︷
δ, 0,

2︷ ︸︸ ︷
02,

2︷ ︸︸ ︷
02,

1︷︸︸︷
ρ(2) )B(2) , t

(2)
1,1 = (

2︷︸︸︷
δ, 0,

2︷ ︸︸ ︷
u
(2)
1 , u

(2)
2

2︷ ︸︸ ︷
02,

1︷︸︸︷
ρ(2) )B(2) ,

t
(2)
2 = δb

(2)
2 ,

Output (param−→n , {B(k), B̂∗(k)}k=0,1,2, t
(0)
β , t

(1)
β,1, t

(2)
β,1, {t

(1)
i }i=2,...,n1

, t
(2)
2 ).

Let B be a probabilistic machine, we define the advantage of B for Problem 1 as follows:

AdvP1
B (λ) =

∣∣∣ Pr[B(1λ, $)→ 1
∣∣∣ $ R← GP1

0 (1λ,−→n , l)
]
− Pr

[
B(1λ, $)→ 1

∣∣∣ $ R← GP1
1 (1λ,−→n , l)

] ∣∣∣.
Lemma 1. For any adversary B, there exists a probabilistic machine D, whose running time is essentially
the same as that of B, such that for any security parameter λ, AdvP1

B (λ) ≤ AdvDLIN
D (λ) + 8/q.

Definition 7 (Problem 2). Problem 2 is to find bit β ∈ {0, 1}, given (param−→n , B̂(0),B∗(0),h∗(0)β , t(0),

{B̂(k),B∗(k), {h∗(k)β,i , t
(k)
i }i=1,...,nk

}k=1,2)
R← GP2

β (1λ,−→n = (2;n1, n2 = 2)), where

GP2
β (1λ,−→n = (2;n1, n2 = 2)) : (param−→n ,B(0),B∗(0),B(1),B∗(1),B(2),B∗(2)) R← Gob(1λ,−→n ),

B̂(0) = (b
(0)
1 , b

(0)
3 , b

(0)
4 , b

(0)
5 ),

B̂(1) = (b
(1)
1 , . . . , b(1)n1

, b
(1)
2n1+1, . . . , b

(1)
3n1+1),

B̂(2) = (b
(2)
1 , b

(2)
2 , b

(2)
5 , b

(2)
6 , b

(2)
7 ),

ω, ξ, δ
U← Fq, z, π

U← F×q , u = z−1,

h
∗(0)
0 = (ω, 0, 0, ξ, 0)B∗(0) , h

∗(0)
1 = (ω, z, 0, ξ, 0)B∗(0) , t(0) = (δ, πu, 0, 0, 0)B(0) ,

For k = 1, 2 :

For i = 1, . . . , nk and j = 1, . . . , nk :

(u
(k)
i,j )

U← GL(Fq, nk), (z
(k)
i,j ) =

(
(u

(k)
i,j )
−1)T

;

For i = 1, . . . , nk :

−→ω (k)
i

U← Fnk
q ,

h
∗(k)
0,i = (

nk︷ ︸︸ ︷
ω−→e (k)

i ,

nk︷ ︸︸ ︷
0nk ,

nk︷ ︸︸ ︷
−→ω (k)
i ,

1︷︸︸︷
0 )B∗(k) ,
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h
∗(k)
1,i = (

nk︷ ︸︸ ︷
ω−→e (k)

i ,

nk︷ ︸︸ ︷
z
(k)
i,1 , . . . , z

(k)
i,nk

,

nk︷ ︸︸ ︷
−→ω (k)
i ,

1︷︸︸︷
0 )B∗(k)

,

t
(k)
i = (

nk︷ ︸︸ ︷
δ−→e (k)

i ,

nk︷ ︸︸ ︷
πu

(k)
i,1 , . . . , πu

(k)
i,nk

nk︷ ︸︸ ︷
0nk ,

1︷︸︸︷
0 )B(k)

,

Output (param−→n , B̂(0),B∗(0),h∗(0)β , t(0), {B̂(k),B∗(k), {h∗(k)β,i , t
(k)
i }i=1,...,nk

}k=1,2).

Let B be a probabilistic machine, we define the advantage of B for Problem 2 as

AdvP2
B (λ) =

∣∣∣ Pr[B(1λ, $)→ 1
∣∣∣ $ R← GP2

0 (1λ,−→n )
]
− Pr

[
B(1λ, $)→ 1

∣∣∣ $ R← GP2
1 (1λ,−→n )

] ∣∣∣.
Lemma 2. For any adversary B, there exists a probabilistic machine D, whose running time is essentially
the same as that of B, such that for any security parameter λ, AdvP2

B (λ) ≤ AdvDLIN
D (λ) + 5/q.

Lemma 3. For p ∈ Fq, let Cp = {(−→x ,−→v )|−→x · −→v = p} ⊂ V × V ∗ where V is n-dimensional vector space
Fnq , and V ∗ its dual. For all (−→x ,−→v ) ∈ Cp, for all (−→r ,−→w ) ∈ Cp, Pr[−→x U = −→r ∧ −→v Z = −→w ] = Pr[−→x Z =
−→r ∧ −→v U = −→w ] = 1/]Cp, where Z

U← GL(n,Fq), U = (Z−1)
T

, and ]Cp denotes the number of elements in
Cp.

We then consider the following games:

Game 0. Let Game 0 denote the real security game defined in Definition 4.

Game 1. Game 1 is almost identical to Game 0, except that the target ciphertext C = (L, c0, c1,
{cr}r∈L, cM ) for challenge attribute vectors (−→y (0),−→y (1)), challenge plaintexts (M (0),M (1)) and a re-
vocation list L is

c0 =(δ, w, ζ, 0, ϕ)B(0) , (1)

c1 =(

n1︷ ︸︸ ︷
δ−→y (b),

n1︷ ︸︸ ︷
w

(1)
1 , . . . , w(1)

n1
,

n1︷ ︸︸ ︷
0n1 ,

1︷ ︸︸ ︷
ϕ(1) )B(1) , (2)

∀r ∈ L : cr =(

2︷ ︸︸ ︷
δr(−r, 1),

2︷ ︸︸ ︷
w

(2)
1,r , w

(2)
2,r ,

2︷ ︸︸ ︷
02,

1︷ ︸︸ ︷
ϕr )B(2)

, (3)

cM =gζTM
(b), (4)

where δ, w, ζ, ϕ, ϕ(1), ϕr, w
(2)
1,r , w

(2)
2,r

U← Fq, b
U← {0, 1}, −→y (b) = (y

(b)
1 , . . . , y

(b)
n1 ), and (w

(1)
1 , . . . , w

(1)
n1 )

U←
Fn1
q \ {

−→
0 }.

Game 2-m′ (m = 0, . . . , ν − 1). Game 2-0 is Game 1. Game 2-m′ is almost identical to Game 2-m, except
the reply to the (m + 1)-th GenKey query for −→x = (x1, . . . , xn1), and challenge ciphertext have the
following form

k0 = (−s, ε, 1, η, 0)B∗(0) ,

k1 = (

n1︷ ︸︸ ︷
s1
−→e (1)

1 + β(1)−→x ,

n1︷ ︸︸ ︷
(γ(1)−→e (1)

1 + σ(1)−→x ) · Z(1),

n1︷ ︸︸ ︷
η
(1)
1 , . . . , η(1)n1

,

1︷︸︸︷
0 )B∗(1) ,

k2 = (

2︷ ︸︸ ︷
s2(1, I),

2︷ ︸︸ ︷
γ(2)(1, I) · Z(2),

2︷ ︸︸ ︷
η
(2)
1 , η

(2)
2 ,

1︷︸︸︷
0 )B∗(2) .


(5)
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c0 =(δ, w, ζ, 0, ϕ)B(0) ,

c1 =(

n1︷ ︸︸ ︷
δ−→y (b),

n1︷ ︸︸ ︷
−→y (b) · U (1),

n1︷ ︸︸ ︷
0n1 ,

1︷ ︸︸ ︷
ϕ(1) )B(1) ,

∀r ∈ L : cr =(

2︷ ︸︸ ︷
δr(−r, 1),

2︷ ︸︸ ︷
δ′r(−r, 1) · U (2),

2︷ ︸︸ ︷
02,

1︷ ︸︸ ︷
ϕr )B(2) ,

cM =gζTM
(b),


(6)

where ε, γ(1), γ(2), σ(1) U← Fq, I
U← Γ , Z(k) U← GL(Fq, nk), U (k) =

(
Z(k)−1)T , k = 1, 2; δ′r

U← Fq for r ∈ L
such that

∑
r∈L δ

′
r = 1 and all the other variables are generated as in Game 2-m.

Game 2-(m+ 1) (m = 0, . . . , ν − 1). Game 2-(m+ 1) is almost identical to Game 2-m′, except the reply
to the (m+ 1)-th GenKey query for −→x = (x1, . . . , xn1) is:

k0 = (−s, ε, 1, η, 0)B∗(0) ,

k1 = (

n1︷ ︸︸ ︷
s1
−→e (1)

1 + β(1)−→x ,

n1︷ ︸︸ ︷
v
(1)
1 , . . . , v(1)n1

,

n1︷ ︸︸ ︷
η
(1)
1 , . . . , η(1)n1

,

1︷︸︸︷
0 )B∗(1) ,

k2 = (

2︷ ︸︸ ︷
s2(1, I),

2︷ ︸︸ ︷
v
(2)
1 , v

(2)
2 ,

2︷ ︸︸ ︷
η
(2)
1 , η

(2)
2 ,

1︷︸︸︷
0 )B∗(2) .


(7)

the challenge ciphertext is the same as Eqs.(1)-(4), where (v
(k)
1 , . . . , v

(k)
nk )

U← Fnk
q \ {

−→
0 }, k = 1, 2, and all

the other variables are generated as in Game 2-m′.
Game 3. Game 3 is almost identical to Game 2-ν, except that the target ciphertext C for challenge attribute

vectors (−→y (0),−→y (1)), challenge plaintexts (M (0),M (1)), and a revocation list L is:

c0 =(δ, w, ζ ′, 0, ϕ)B(0) ,

c1 =(

n1︷︸︸︷
δ−→y ′,

n1︷ ︸︸ ︷
w

(1)
1 , . . . , w(1)

n1
,

n1︷ ︸︸ ︷
0n1 ,

1︷ ︸︸ ︷
ϕ(1) )B(1) ,

∀r ∈ L : cr =(

2︷ ︸︸ ︷
δr(−r, 1),

2︷ ︸︸ ︷
w

(2)
1,r , w

(2)
2,r ,

2︷ ︸︸ ︷
02,

1︷ ︸︸ ︷
ϕr )B(2)

,

cM =gζTM
(b).


(8)

where ζ ′
U← Fq, −→y ′ = (y′1, . . . , y

′
n1

)
U← Fn1

q . We note that ζ ′ and (y′1, . . . , y
′
n1

) are chosen uniformly and

independently from ζ, (−→y (0),−→y (1)) respectively.

Let Adv
(0)
A (λ) be AdvAHA,AH-RPE(λ) in Game 0, and Adv

(1)
A (λ), Adv

(2-m)
A (λ), Adv

(2-m′)
A (λ), Adv

(3)
A (λ) be the

advantage ofA in Game 1, 2-m, 2-m′ and 3 respectively. We first prove Lemmas 4 - 8 that evaluate consecutive

probability gaps between Adv
(0)
A (λ), Adv

(1)
A (λ), Adv

(2-m)
A (λ), Adv

(2-m′)
A (λ), Adv

(2-(m+1))
A (λ) form = 0, . . . , ν−1,

and Adv
(3)
A (λ), respectively.

Based on Lemmas 4 - 8 and Lemmas 1 and 2, we then obtain:

AdvAHA,AH-RPE(λ) = Adv
(0)
A (λ)

≤ | Adv(0)A (λ)− Adv
(1)
A (λ) | +

ν−1∑
m=0

| Adv(2-m)
A (λ)− Adv

(2-m′)
A (λ) | +

ν−1∑
m=0

| Adv(2-m
′)

A (λ)− Adv
(2-(m+1))
A (λ) | + | Adv(2-ν)A (λ)− Adv

(3)
A (λ) | +Adv

(3)
A (λ)
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≤ AdvP1
B1

(λ) +

ν−1∑
m=0

AdvP2
B′2m(λ) +

ν−1∑
m=0

AdvP2
B2(m+1)

(λ) + (2ν|L|+ 8ν + 2)/q

≤ (2ν + 1)AdvDLIN
D (λ) + (2ν|L|+ 18ν + 10)/q.

This completes the proof of Theorem 1. ut

Lemma 4. For any adversary A, there exists a probabilistic machine B1, whose running time is essentially

the same as that of A, such that for any security parameter λ, | Adv(0)A (λ)− Adv
(1)
A (λ) |= AdvP1

B1
(λ).

Proof. Suppose a polynomial time adversary A can successfully distinguish between Game 0 and Game 1.
We construct a simulator B1 that uses A as a black box to solve Problem 1. The reduction proceeds as
follows:

1. B1 is given an instance of Problem 1, i.e. (param−→n , {B(k), B̂∗(k)}k=0,1,2, t
(0)
β , t

(1)
β,1, t

(2)
β,1, {t

(1)
i }i=2,...,n1

, t
(2)
2 ),

and plays the role of the challenger in the security game against adversary A.

2. At the beginning of the game, B1 gives A the public key PK =
(
1λ, param−→n , (b

(0)
1 , b

(0)
3 , b

(0)
5 , b

(1)
1 ,

. . . , b
(1)
n1 , b

(1)
3n1+1, b

(2)
1 , b

(2)
2 , b

(2)
7 ), which is obtained from the Problem 1 instance.

3. When a GenKey query is issued, B1 computes a normal secret key using (B̂∗(0), B̂∗(1), B̂∗(2)), which is
obtained from the Problem 1 instance.

4. When B1 receives challenge attribute vectors (−→y (0),−→y (1)), challenge plaintexts (M (0),M (1)) and a re-

vocation list L from A, B1 computes and returns C = (L, c0, c1, {cr}r∈L, cM ) s.t. c0 = t
(0)
β + ζb

(0)
3 ,

c1 = y
(b)
1 t

(1)
β,1 +

∑n1

i=2 y
(b)
i t

(1)
i , ∀r ∈ L : cr = (pr/p)(−r)t(2)β,1 + (pr/p)t

(2)
2 and cM = gζTM

(b), us-

ing (t
(0)
β , t

(1)
β,1, t

(2)
β,1, {t

(1)
i }i=2,...,n1

, t
(2)
2 , b

(0)
3 ) from the instance of Problem 1, −→y (b), M (b) and L, where

p, pr
U← Fq for all r ∈ L such that p =

∑
r∈L

pr, ζ
U← Fq, b

U← {0, 1}.

5. After the challenge phase, GenKey oracle simulation for a key query is executed in the same manner as
step 3.

6. A outputs a bit b′. If b = b′, B1 outputs 1. Otherwise, B1 outputs 0.

Claim. For β = 0 the challenge ciphertext C = (L, c0, c1, {cr}r∈L, cM ) generated in step 4 is distributed
exactly as in Game 0, whereas if β = 1, the challenge ciphertext C = (L, c0, c1, {cr}r∈L, cM ) generated in
step 4 is distributed exactly as in Game 1.

Proof. First recall that y
(b)
1 = 1. If β = 0, c0 = (δ, 0, ζ, 0, ρ)B(0) , c1 = (

n1︷ ︸︸ ︷
δ−→y (b),

n1︷ ︸︸ ︷
0n1 ,

n1︷ ︸︸ ︷
0n1 ,

1︷︸︸︷
ρ(1) )B(1) ,

∀r ∈ L : cr = (

2︷ ︸︸ ︷
δr(−r, 1),

2︷ ︸︸ ︷
02,

2︷ ︸︸ ︷
02,

1︷ ︸︸ ︷
ϕr )B(2) , and cM = gζTM

(b) where δr = (prδ)/p and
ϕr = ((−r)prϕ(2))/p. It is the challenge ciphertext in Game 0. If β = 1, c0 = (δ, u, ζ, 0, ρ)B(0) , c1 =

(

n1︷ ︸︸ ︷
δ−→y (b),

n1︷ ︸︸ ︷
−→u (1),

n1︷ ︸︸ ︷
0n1 ,

1︷︸︸︷
ρ(1) )B(1) , ∀r ∈ L : cr = (

2︷ ︸︸ ︷
δr(−r, 1),

2︷ ︸︸ ︷
u
(2)
1,r, u

(2)
2,r,

2︷ ︸︸ ︷
02,

1︷ ︸︸ ︷
ϕr )B(2)

, where

−→u (1) = (u
(1)
1 , . . . , u

(1)
n1 ), δr = (prδ)/p, ϕr = ((−r)prϕ(2))/p, u

(2)
i,r = (−r)prϕ(2)

p u
(2)
i for i = 1, 2. Since

−→u (1) ∈ Fn1
q , u

(2)
1,r, u

(2)
2,r, δr, δ, ρr, ρ

(1) ∈ Fq are independently uniform, it is the challenge ciphertext in Game 1.

From the above claim, if β = 0, the distribution of simulated values in the above simulation is exactly as
in Game 0, whereas if β = 1, this simulation results in a an identical distribution to Game 1. Therefore, |
Adv

(0)
A (λ)−Adv(1)A (λ) |=

∣∣∣ Pr[B1(1λ, $)→ 1
∣∣∣ $ R← GP1

0 (1λ,−→n )
]
− Pr

[
B1(1λ, $)→ 1

∣∣∣ $ R← GP1
1 (1λ,−→n )

] ∣∣∣ =

AdvP1
B1

(λ), which completes our proof of Lemma 4. ut
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Lemma 5. For any adversary A, there exists a probabilistic machine B′2m, whose running time is essentially

the same as that of A, such that for any security parameter λ, | Adv(2-m)
A (λ)− Adv

(2-m′)
A (λ) |≤ AdvP2

B′2m(λ) +

(|L|+ 4)/q.

Proof. Suppose a polynomial time adversary A can successfully distinguish between Game 2-m and Game
2-m′. We construct a simulator B′2m that uses A as a black box to solve Problem 2. The reduction proceeds
as follows:

1. B′2m is given an instance of Problem 2, that is a tuple (param−→n , B̂(0),B∗(0),h∗(0)β , t(0), {B̂(k),B∗(k), {h∗(k)β,i ,

t
(k)
i }i=1,...,nk

}k=1,2). B′2m plays the role of the challenger in the security game against adversary A.

2. At the beginning of the game, B′2m gives A the public key PK =
(
1λ, param−→n , (b

(0)
1 , b

(0)
3 , b

(0)
5 , b

(1)
1 ,

. . . , b
(1)
n1 , b

(1)
3n1+1, b

(2)
1 , b

(2)
2 , b

(2)
7 ), which is obtained from the Problem 2 instance.

3. When the s-th GenKey query is issued for a predicate −→x = (x1, . . . , xn1
), B′2m answers as follows:

a) For 1 ≤ s ≤ m, B′2m computes a semi-functional key using {B∗(k)}k=0,1,2 of the Problem 2 instance.

b) For s = m + 1, B′2m computes k∗−→x ,I , where k∗−→x ,I = (I,k0,k1,k2) using {h∗(0)β , b
∗(0)
1 , b

∗(0)
3 , {h∗(i)β,j ,

b
∗(i)
j }i=1,2;j=1,...,ni

} from the Problem 2 instance as follows:

For i = 1, 2 : %i, vi, v
′
i, θi,

U← Fq;

s
(0)
β =

2∑
i=1

(%ih
∗(0)
β + vib

∗(0)
1 ), k0 = −s(0)β + b

∗(0)
3 ,

For i = 1, 2 and j = 1, . . . , ni :

s
(i)
β,j = θih

∗(i)
β,j + v′ib

∗(i)
j , ŝ

(i)
β,j = %ih

∗(i)
β,j + vib

∗(i)
j ,

k1 =

n1∑
j=1

xjs
(1)
β,j + ŝ

(1)
β,1,

k2 = ŝ
(2)
β,1 + I · ŝ(2)β,2.

c) For s ≥ m+ 2, B′2m computes a normal key using {B∗(k)}k=0,1,2 of the Problem 2 instance.

4. When B′2m receives challenge attribute vectors (−→y (0),−→y (1)), challenge plaintexts (M (0),M (1)) and a

revocation list L from A, B′2m computes and returns C = (L, c0, c1, {cr}r∈L, cM ) s.t. c0 = t(0) + ζb
(0)
3 +

ϕb
(0)
5 , c1 =

∑n1

j=1 y
(b)
j t

(1)
j + ϕ(1)b

(1)
3n1+1, ∀r ∈ L : cr = (−r)pr

p t
(2)
1 + pr

p t
(2)
2 + ϕrb

(2)
7 , and cM = gζTM

(b),

using (t(0), {t(1)i }i=1,...,n1
, t

(2)
1 , t

(2)
2 , b

(0)
3 , b

(0)
5 , b

(1)
3n1+1, b

(2)
7 ) in the Problem 2 instance, −→y (b), M (b) and L,

where p, pr
U← Fq for all r ∈ L such that p =

∑
r∈L

pr, ζ, ϕ, ϕ
(1), ϕr

U← Fq, b
U← {0, 1}.

5. After the challenge phase, GenKey oracle simulation for a key query is executed in the same manner as
step 3.

6. A outputs a bit b′. If b = b′, B′2m outputs 1. Otherwise, B′2m outputs 0.

Claim. The distribution of the view of adversary A in the above-mentioned game simulated by B′2m given
a Problem 2 instance is the same as that in Game (2-m) (resp. Game (2-m′)) if β = 0 (resp. β = 1) except
with probability (3 + |L|)/q (resp. 1/q).

Proof. It is clear that B′2m’s simulation of the public key generation (step 2) and the answers to the i-th
GenKey query where i 6= m+ 1 (case (a) and (c) of steps (3) and (5)) are exactly the same as the Setup and
the GenKey oracles in Game 2-m and Game 2-m′.
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Next we analyze the distribution of the i-th GenKey query where i = m + 1 (case (b) of steps (3) and

(5)). Values s
(0)
β , s

(i)
β,j , ŝ

(i)
β,j for i = 1, 2 and j = 1, . . . , ni in this case can be expressed as follows. Let

β(i) = θiω + v′i, α(i) = %iω + vi, α = α(1) + α(2), γ = %1 + %2, and ε = γz. Then,

s
(0)
0 = (α, 0, 0, γξ, 0)B∗(0) , s

(0)
1 = (α, ε, 0, γξ, 0)B∗(0) ,

s
(i)
0,j = (

ni︷ ︸︸ ︷
β(i)−→e (i)

j ,

ni︷ ︸︸ ︷
0ni ,

ni︷ ︸︸ ︷
θi
−→ω (i)
j ,

1︷︸︸︷
0 )B∗(i) , s

(i)
1,j = (

ni︷ ︸︸ ︷
β(i)−→e (i)

j ,

ni︷ ︸︸ ︷
θi
−→z (i)
j

ni︷ ︸︸ ︷
θi
−→ω (i)
j ,

1︷︸︸︷
0 )B∗(i) ,

ŝ
(i)
0,j = (

ni︷ ︸︸ ︷
α(i)−→e (i)

j ,

ni︷ ︸︸ ︷
0ni ,

ni︷ ︸︸ ︷
%i
−→ω (i)
j ,

1︷︸︸︷
0 )B∗(i) , ŝ

(i)
1,j = (

ni︷ ︸︸ ︷
α(i)−→e (i)

j ,

ni︷ ︸︸ ︷
%i
−→z (i)
j

ni︷ ︸︸ ︷
%i
−→ω (i)
j ,

1︷︸︸︷
0 )B∗(i) ,

where −→z (i)
j = z

(i)
j,1, . . . , z

(i)
j,ni

, ω, z, ξ, {−→ω (i)
j ,−→z (i)

j }i=1,2;j=1,...,ni
are defined in Problem 2. When β = 1 in Prob-

lem 2 instance, k∗−→x ,I = (I,k0,k1,k2) has the same distribution as Eq. 5, except that εw = γ, where γ and

w = u
U← Fq of c0 in Eq. 6.

Next, we show that the joint distribution of the answer to (m + 1)-th GenKey query and the challenge
ciphertext produced by B′2m’s simulation on input an instance of Problem 2 is equivalent to the one in Game
2-m (resp. Game 2-m′) if β = 0 (resp. β = 1).

If β = 0 then it is straightforward to show that distributions are equivalent unless one of following

conditions holds: (1) ω defined in Problem 2 is zero, (2) w = 0, (3) (w
(1)
1 , . . . , w

(1)
n1 ) =

−→
0 , (4) (w

(2)
1,r , w

(2)
2,r) =

−→
0 ,

where r ∈ L, and w, (w
(1)
1 , . . . , w

(1)
n1 ) and (w

(2)
1,r , w

(2)
2,r) are defined in Eqs. 1, 2 and 3 respectively. Those events

occur with probability (3 + |L|)/q.
If β = 1 then the key simulated by B′2m is identical to that in Eq.5 and B′2m’s simulation for the challenge

ciphertext is the same as in Eq.6, except that εw = γ, where γ = %1 + %2 and w
U← Fq of c0 in Eq. 6.

Therefore, we will show that γ is uniformly and independently distributed from the other variables

in B′2m’s simulation. Since γ is related to
−→
A 1,
−→
A 2,
−→
B 1, and

−→
B 2,r, where

−→
A 1 = (%1

−→e (1)
1 + θ1

−→x ) · Z(1),
−→
A 2 = (%2(1, I)) · Z(2), and

−→
B 1 = −→y (b) · U (1),

−→
B 2,r = δ′r(−r, 1) · U (2) for all r ∈ L, where b ∈ {0, 1}. We will

consider this joint distribution for the two cases from Definition 4.

1. If I ∈ L then by Lemma 3, the pair (
−→
A 2,
−→
B 2,r) is uniformly and independently distributed over C0 =

{(−→w ,−→r )|−→w · −→r = 0} (over Z(2) U← GL(Fq, 2)) for r = I. When r 6= I, the pair (
−→
A 2,
−→
B 2,r) is uniformly

and independently distributed over C%2δ′r(I−r) = {(−→w ,−→r )|−→w ·−→r = %2δ
′
r(I−r)} (over Z(2) U← GL(Fq, 2)).

The pair (
−→
A 2,
−→
B 2,r) (for r ∈ L) is uniformly and independently distributed over F4

q.

2. If I /∈ L and f−→x (−→y (0)) = f−→x (−→y (1)) = 0 then by Lemma 3, the pair (
−→
A 1,
−→
B 1) is uniformly and inde-

pendently distributed on Cθ1·(−→x ·−→y (b))+%1 (over Z(1) U← GL(Fq, n1)). Since θ1
U← Fq, the pair (

−→
A 1,
−→
B 1) is

uniformly and independently distributed over F2n1
q . The pair (

−→
A 2,
−→
B 2,r) (for r ∈ L) is uniformly and

independently distributed over C%2δr(I−r).

Due to the restriction of adversary A’s key queries defined in Definition 4, in each of the two cases above,

at least one of (
−→
A 1,
−→
B 1) and (

−→
A 2,
−→
B 2,r) is uniformly and independently distributed over F2nk

q for k = 1, 2.
Case 1 is obviously independent from γ. Therefore, the distribution of γ = %1 + %2 is independent from the

distribution of %2, which can be given by (
−→
A 2,
−→
B 2,r). Thus, γ is uniformly distributed and is independent

from other variables used in the simulation performed by B′2m.
Therefore, the view of the adversary A in the game simulated by B′2m for an instance of Problem 2 with

β = 1 is the same as that in Game 2-m′ unless ω = 0 occurs. This event occurs with probability 1/q.

This completes the proof of Lemma 5. ut
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Lemma 6. For any adversary A, there exists a probabilistic machine B2(m+1), whose running time is es-

sentially the same as that of A, such that for any security parameter λ, | Adv(2-m
′)

A (λ)− Adv
(2-(m+1))
A (λ) |≤

AdvP2
B2(m+1)

(λ) + (|L|+ 4)/q.

Proof. Suppose a polynomial time adversary A can successfully distinguish between Game 2-m′ and Game
2-(m + 1). We construct a simulator B2(m+1) that leverages A as a black box to solve Problem 2. The
procedure is same as that in the proof of Lemma 5 except that in case (b) of step 3, k∗−→x ,I = (I,k0,k1,k2)
is computed as follows:

k0 = −s(0)β + ε′b
∗(0)
2 + b

∗(0)
3 ,

k1 =

n1∑
j=1

xjs
(1)
β,j + ŝ

(1)
β,1 +

n1∑
j=1

v
(1)
j b

∗(1)
n1+j

,

k2 = ŝ
(2)
β,1 + I · ŝ(2)β,2 +

2∑
j=1

v
(2)
j b

∗(2)
2+j ,

where ε′
U← Fq, v(2)1 , v

(2)
2

U← Fq, (v
(1)
1 , . . . , v

(1)
n1 )

U← Fn1
q \ {

−→
0 }. In the last step, if b = b′, B2(m+1) outputs 0.

Otherwise, B2(m+1) outputs 1.
The view of A in the game simulated by B2(m+1) given a Problem 2 instance with β = 0 is the same

as that in Game 2-(m + 1), unless one of the following events occur: (1) ω = 0 in Problem 2 instance, or

(2) w = 0, or (3) (w
(1)
1 , . . . , w

(1)
n1 ) =

−→
0 , or (4) (w

(2)
1,r , w

(2)
2,r) =

−→
0 , where r ∈ L, and w, (w

(1)
1 , . . . , w

(1)
n1 ), and

(w
(2)
1,r , w

(2)
2,r) are defined in Eqs. 1, 2 and 3 respectively. Those events occur with probability (3 + |L|)/q. If

β = 1 then by a similar argument as in the proof of Lemma 5, namely that each variable is uniformly and
independently distributed from the other variables in B2(m+1)’s simulation, the view of A is the same to the
one in Game 2-m′ unless ω = 0 in the instance of Problem 2. This event occurs with probability 1/q. ut

Lemma 7. For any adversary A, Adv
(3)
A (λ) ≤ Adv

(2-ν)
A (λ) + 2/q.

Proof. First, we show the distribution (param−→n , {B̂(k)}k=0,1,2, {k∗(j)−→x ,I}j=1,...,ν , C) of Game 3 is same as that

of Game 2-ν, where k
∗(j)
−→x ,I is the answer to the j-th key query, and C is the challenge ciphertext. We will

define new bases D(k) of Vk and D∗(k) of Vk, k = 0, 1.

For k = 0, we set d
(0)
2 = b

(0)
2 − λb

(0)
3 and d

∗(0)
3 = b

∗(0)
3 + λb

∗(0)
2 , where λ

U← Fq. The new bases are

D(0) = (b
(0)
1 ,d

(0)
2 , b

(0)
3 , b

(0)
4 , b

(0)
5 ) and D∗(0) = (b

∗(0)
1 , b

∗(0)
2 ,d

∗(0)
3 , b

∗(0)
4 , b

∗(0)
5 ). We can easily verify that D(0)

and D∗(0) are dual orthonormal, and are distributed the same as the original bases B(0) and B∗(0) respectively.

For i = 1, . . . , n1 and j = 1, . . . , n1, choose Q(1) = (µ
(1)
i,j )

U← Fn1×n1
q , and compute d

(1)
n1+i

= b
(1)
n1+i

+∑n1

j=1 µ
(1)
i,j b

(1)
j , d

∗(1)
i = b

∗(1)
i −

∑n1

j=1 µ
(1)
j,i b
∗(1)
n1+j

, which are equivalent to the following matrix computations:(−→
B

(1)
1−→

D
(1)
2

)
=

(
In1

0n1

Q(1) In1

)(−→
B

(1)
1−→

B
(1)
2

)
,

(−→
D
∗(1)
1−→

B
∗(1)
2

)
=

(
In1
−QT(1)

0n1
In1

)(−→
B
∗(1)
1−→

B
∗(1)
2

)
.

where
−→
B

(1)
1 = (b

(1)
1 , . . . , b

(1)
n1 )

T
,
−→
B

(1)
2 = (b

(1)
n1+1, . . . , b

(1)
2n1

)
T

,
−→
B
∗(1)
1 = (b

∗(1)
1 , . . . , b

∗(1)
n1 )

T
,
−→
B
∗(1)
2 = (b

∗(1)
n1+1, . . . ,

b
∗(1)
2n1

)T,
−→
D

(1)
2 = (d

(1)
n1+1, . . . ,d

(1)
2n1

)
T

,
−→
D
∗(1)
1 = (d

∗(1)
1 , . . . ,d

∗(1)
n1 )

T
.

The new bases are D(1) = (b
(1)
1 , . . . , b

(1)
n1 ,d

(1)
n1+1, . . . ,d

(1)
2n1

, b
(1)
2n1+1, . . . , b

(1)
3n1+1) and D∗(1) = (d

∗(1)
1 , . . . ,d

∗(1)
n1 ,

b
∗(1)
n1+1, . . . , b

∗(1)
2n1

, b
∗(1)
2n1+1, . . . , b

∗(1)
3n1+1). It is clear that D(1) and D∗(1) are dual orthonormal, and have same dis-

tribution as the original bases B(1) and B∗(1), respectively. We also set D(2) = B(2) and D∗(2) = B∗(2).
The secret keys and the challenge ciphertext, i.e. ({k∗(j)−→x ,I}j=1,...,ν , C), in Game 2-ν can be expressed over

bases B(k) and B∗(k), k = 0, 1, 2 as follows:

k0,j = (−αj , εj , 1, ηj , 0)B∗(0) ,
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k1,j = (

n1︷ ︸︸ ︷
s1,j
−→e (1)

1 + β
(1)
j
−→x j ,

n1︷ ︸︸ ︷
v
(1)
1,j , . . . , v

(1)
n1,j

,

n1︷ ︸︸ ︷
η
(1)
1,j , . . . , η

(1)
n1,j

,

1︷︸︸︷
0 )B∗(1) ,

k2,j = (

2︷ ︸︸ ︷
s2,j(1, I),

2︷ ︸︸ ︷
v
(2)
1,j , v

(2)
2,j ,

2︷ ︸︸ ︷
η
(2)
1,j , η

(2)
2,j ,

1︷︸︸︷
0 )B∗(2) ,

c0 = (δ, w, ζ, 0, ϕ)B(0) ,

c1 = (

n1︷ ︸︸ ︷
δ−→y (b),

n1︷ ︸︸ ︷
w

(1)
1 , . . . , w(1)

n1
,

n1︷ ︸︸ ︷
0n1 ,

1︷ ︸︸ ︷
ϕ(1) )B(1) ,

∀r ∈ L : cr = (

2︷ ︸︸ ︷
δr(−r, 1),

2︷ ︸︸ ︷
w

(2)
1,r , w

(2)
2,r ,

2︷ ︸︸ ︷
02,

1︷ ︸︸ ︷
ϕr )B(2)

,

cM = gζTM
(b).

They can also be expressed over bases D(k) and D∗(k) for k = 0, 1, 2 as follows. The first component of each
key can be represented as k0,j = (−αj , εj , 1, ηj , 0)B∗(0) = (−αj , θj , 1, ηj , 0)D∗(0) , where θj = εj−λ are uniform

and independent due to εj
U← Fq. The remaining key components can be expressed in a similar way, i.e.

k1,j = (

n1︷ ︸︸ ︷
s1,j
−→e (1)

1 + β
(1)
j
−→x j ,

n1︷ ︸︸ ︷
v
(1)
1,j , . . . , v

(1)
n1,j

,

n1︷ ︸︸ ︷
η
(1)
1,j , . . . , η

(1)
n1,j

,

1︷︸︸︷
0 )B∗(1)

= (

n1︷ ︸︸ ︷
s1,j
−→e (1)

1 + β
(1)
j
−→x j ,

n1︷ ︸︸ ︷
µ
(1)
1,1s1,j + β

(1)
j
−→x j · −→µ (1)

1 + v
(1)
1,j , . . . , µ

(1)
n1,1

α
(1)
j + β

(1)
j
−→x j · −→µ (1)

n1
+ v

(1)
n1,j

,
n1︷ ︸︸ ︷

η
(1)
1,j , . . . , η

(1)
n1,j

,

1︷︸︸︷
0 )D∗(1)

= (

n1︷ ︸︸ ︷
α
(1)
j
−→e (1)

1 + β
(1)
j
−→x j ,

n1︷ ︸︸ ︷
θ
(1)
1,j , . . . , θ

(1)
n1,j

,

n1︷ ︸︸ ︷
η
(1)
1,j , . . . , η

(1)
n1,j

,

1︷︸︸︷
0 )D∗(1) , and

k2,j = (

2︷ ︸︸ ︷
s2,j(1, I),

2︷ ︸︸ ︷
v
(2)
1,j , v

(2)
2,j ,

2︷ ︸︸ ︷
η
(2)
1,j , η

(2)
2,j ,

1︷︸︸︷
0 )B∗(2)

= (

2︷ ︸︸ ︷
s2,j(1, I),

2︷ ︸︸ ︷
v
(2)
1,j , v

(2)
2,j ,

2︷ ︸︸ ︷
η
(2)
1,j , η

(2)
2,j ,

1︷︸︸︷
0 )D∗(2) ,

where θ
(1)
i,j = µ

(1)
i,1 s1,j + β

(1)
j
−→x j · −→µ (1)

i + v
(1)
i,j , i = 1, . . . , n1, j = 1, . . . , ν are uniformly distributed since

v
(1)
i,j

U← Fq.

The first component of the ciphertext can be expressed as c0 = (δ, w, ζ, 0, ϕ)B(0) = (δ, w, ζ ′, 0, ϕ)D(0) , where

ζ ′ = ζ + λw is uniformly distributed since w, ζ
U← Fq. Similarly, other components of the ciphertext can be

represented as

c1 = (

n1︷ ︸︸ ︷
δ−→y (b),

n1︷ ︸︸ ︷
w

(1)
1 , . . . , w(1)

n1
,

n1︷ ︸︸ ︷
0n1 ,

1︷ ︸︸ ︷
ϕ(1) )B(1)

= (

n1︷︸︸︷−→y ′,
n1︷ ︸︸ ︷

w
(1)
1 , . . . , w(1)

n1
,

n1︷ ︸︸ ︷
0n1 ,

1︷ ︸︸ ︷
ϕ(1) )D(1) ,

∀r ∈ L : cr = (

2︷ ︸︸ ︷
δr(−r, 1),

2︷ ︸︸ ︷
w

(2)
1,r , w

(2)
2,r ,

2︷ ︸︸ ︷
02,

1︷ ︸︸ ︷
ϕr )B(2)
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= (

2︷ ︸︸ ︷
δr(−r, 1),

2︷ ︸︸ ︷
w

(2)
1,r , w

(2)
2,r ,

2︷ ︸︸ ︷
02,

1︷ ︸︸ ︷
ϕr )D(2)

,

where −→y ′ = (y′1, . . . , y
′
n1

), y′i = δy
(b)
i −

∑n1

j=1 w
(1)
j µ

(1)
j,i , i = 1, . . . , n1, are uniform and independent due to

(w
(1)
1 , . . . , w

(1)
n1 )

U← Fn1
q .

In the light of the adversary’s view, both (B(k),B∗(k)) and (D(k),D∗(k)) for k = 0, 1, 2 are consistent with

public key (1λ, param−→n , {B̂(k)}k=0,1,2). Therefore, {k∗(j)−→x ,I}j=1,...,ν and C can be expressed in two ways: in

Game 2-ν over bases (B(k),B∗(k)) and in Game 3 over bases (D(k),D∗(k)). Thus, Game 2-ν can be conceptually

changed to Game 3 if w 6= 0 and (w
(1)
1 , . . . , w

(1)
n1 ) 6= −→0 , i.e., except with probability 2/q. ut

Lemma 8. For any adversary A, Adv
(3)
A (λ) = 0.

Proof. The value of b is independent from the adversary’s view in Game 3. Therefore, Adv
(3)
A (λ) = 0. ut

A.1 Proof of Lemmas 1, 2 and 3

In order to reduce the DLIN problem from Definition 2 to Problems 1 and 2 from Definitions 6 and 7,
respectively, we further introduce three “basic problems” that will serve in intermediate steps of the reduction:

– Basic Problem 0 in Definition 8.
– Basic Problem 1 in Definition 9.
– Basic Problem 2 in Definition 10.

In order to prove Lemmas 1 and 2 we use two additional Lemmas 9 and 10 which are common lemmas
used in the proofs of Lemmas 1 and 2.

Lemma 9. Let (q,V,GT ,A, e) be dual pairing vector spaces by direct product of symmetric pairing groups.

Using {φi,j}, we can efficiently sample a random linear transformation W =
∑N,N
i=1,j=1 ri,jφi,j of V with

random coefficients {ri,j}i,j∈{1,...,N}
U← GL(N,Fq). The matrix (r∗i,j) = ({ri,j}−1)T defines the adjoint action

on V for pairing e, i.e., e(W (x), (W−1)T (y)) = e(x,y) for any x,y ∈ V, where (W−1)T =
∑N,N
i=1,j=1 r

∗
i,jφi,j.

The proof of Lemma 9 is provided in [20].

Definition 8 (Basic Problem 0). Basic Problem 0 is to decide bit β, given (paramBP0, B̂,B∗,y∗β ,f , bG, aG,
acG)

R← GBP0
β (1λ) for β

U← {0, 1} with probability non-negligibly better than by a random guess, where

GBP0
β (1λ) :

paramG = (q,G,GT , G, e)
R← Gbpg(1λ),

paramV = (q,V,GT ,A, e)
R← Gdpvs(1λ, 3, paramG),

Λ = (λi,j)
U← GL(3,Fq), (µi,j) = (ΛT )

−1
, b, a

U← F×q ,

bi = b

3∑
j=1

λi,jaj , i = 1, 3, B̂ = (b1, b3),

b∗i = a

3∑
j=1

µi,jaj , i = 1, 2, 3, B∗ = (b∗1, b
∗
2, b
∗
3),

gT = e(G,G)ab, paramBP0 = (paramV, gT ),

δ, σ, ω
U← Fq, ρ, τ

U← F×q ,
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y∗0 = (δ, 0, σ)B∗ , y∗1 = (δ, ρ, σ)B∗ , f = (ω, τ, 0)B,

Output (paramBP0, B̂,B∗,y∗β ,f , bG, aG, acG).

Let AdvBP0
F (λ) denote the corresponding advantage of a PPT algorithm F for the Basic Problem 0.

Lemma 10. For any adversary F , there exists a probabilistic machine D, whose running time is essentially
the same as that of D, such that for any security parameter λ, AdvBP0

F (λ) ≤ AdvDLIN
D (λ) + 5/q.

The proof of Lemma 10 can be found in [20].

Proof of Lemma 1: Combining Lemma 9, 10, 11 and 12, we obtain Lemma 1.

Definition 9 (Basic Problem 1). Basic Problem 1 is to find bit β, given (param−→n , {B(k), B̂∗(k)}k=0,1,2,

f
(0)
β ,f

(1)
β,1,f

(2)
β,1, {f

(1)
i }i=2,...,n1

,f
(2)
2 )

R← GBP1
β (1λ,−→n = (2;n1, n2 = 2)) for β

U← {0, 1}, with probability non-
negligibly better than by a random guess, where

GBP1
β (1λ,−→n = (2;n1, n2 = 2)) :

(param−→n ,B(0),B∗(0),B(1),B∗(1),B(2),B∗(2)) R← Gob(1λ,−→n ),

B̂∗(0) = (b
∗(0)
1 , b

∗(0)
3 , b

∗(0)
4 , b

∗(0)
5 ),

B̂∗(1) = (b
∗(1)
1 , . . . , b∗(1)n1

, b
∗(1)
n1+2, . . . , b

∗(1)
3n1+1),

B̂∗(2) = (b
∗(2)
1 , b

∗(2)
2 , b

∗(2)
4 , b

∗(2)
5 , b

∗(2)
6 , b

∗(2)
7 ),

ω, γ
U← Fq, τ

U← F×q , f
(0)
0 = (ω, 0, 0, 0, γ)B(0) , f

(0)
1 = (ω, τ, 0, 0, γ)B(0) ,

ρ(1), ρ(2)
U← Fq,

For k = 1, 2 : −→u (k) U← Fnk
q ;

f
(1)
0,1 = (

n1︷ ︸︸ ︷
ω−→e (1)

1 ,

n1︷ ︸︸ ︷
0n1 ,

n1︷ ︸︸ ︷
0n1 ,

1︷︸︸︷
γ )B(1) ,

f
(1)
1,1 = (

n1︷ ︸︸ ︷
ω−→e (1)

1 ,

n1︷ ︸︸ ︷
τ−→e (1)

1 ,

n1︷ ︸︸ ︷
0n1 ,

1︷︸︸︷
γ )B(1) ,

For i = 2, . . . , n1 : f
(1)
i = ωb

(1)
i ;

f
(2)
0,1 = (

2︷ ︸︸ ︷
ω, 0,

2︷ ︸︸ ︷
02,

2︷ ︸︸ ︷
02,

1︷︸︸︷
γ )B(2) ,

f
(2)
1,1 = (

2︷ ︸︸ ︷
ω, 0,

2︷ ︸︸ ︷
τ, 0,

2︷ ︸︸ ︷
02,

1︷︸︸︷
γ )B(2) ,

f
(2)
2 = ωb

(2)
2 ,

Output (param−→n , {B(k), B̂∗(k)}k=0,1,2,f
(0)
β ,f

(1)
β,1,f

(2)
β,1, {f

(1)
i }i=2,...,n1

,f
(2)
2 ).

Let AdvBP1
C (λ) denote the advantage of a PPT algorithm C for the Basic Problem 1.

Lemma 11. For any adversary C, there exists a probabilistic machine F , whose running time is essentially
the same as that of C, such that for any security parameter λ, AdvBP1

C (λ) ≤ AdvBP0
F (λ) for −→n = (2;n1, n2 =

2).

Proof. F is given a Basic Problem 0 instance (paramBP0, B̂,B∗,y∗β ,f , bG, aG, acG). Using paramG = (q,G,GT ,
G, e) contained in paramBP0, F computes:

paramV0
= (q,V0,GT ,A0, e)

R← Gdpvs(1λ, 5, paramG),
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paramVl
= (q,Vl,GT ,Al, e)

R← Gdpvs(1λ, 3nl + 1, paramG), l = 1, 2,

param−→n = ({paramVl
}l=0,1,2, gT ),

where gT is contained in paramBP0. F generates random linear transformation Wl on Vl(l = 0, 1, 2) given in
Lemma 9, then sets

d
(0)
l = W0(b∗l , 0, 0), l = 1, 2; d

(0)
3 = W0(0, 0, 0, 0, aG),

d
(0)
4 = W0(0, 0, 0, aG, 0), d

(0)
5 = W0(b∗3, 0, 0),

d
∗(0)
l = (W−10 )T (bl, 0, 0), l = 1, 2; d

∗(0)
3 = (W−10 )T (0, 0, 0, 0, bG),

d
∗(0)
4 = (W−10 )T (0, 0, 0, bG, 0), d

∗(0)
5 = (W−10 )T (b3, 0, 0),

g
(0)
β = W0(y∗β , 0, 0),

d
(1)
1 = W1(b∗1, 0

N1−3), d
(1)
n1+1 = W1(b∗2, 0

N1−3), d
(1)
N1

= W1(b∗3, 0
N1−3),

d
(1)
l = W1(0m, aG, 0N1−m−1) where

{
m = l + 1 if l ∈ {2, . . . , n1},
m = l if l ∈ {n1 + 2, . . . , N1 − 1},

d
∗(1)
1 = (W−11 )T (b1, 0

N1−3), d
∗(1)
n1+1 = (W−11 )T (b2, 0

N1−3), d
∗(1)
N1

= (W−11 )T (b3, 0
N1−3),

d
∗(1)
l = (W−11 )T (0m, bG, 0N1−m−1) where

{
m = l + 1 if l ∈ {2, . . . , n1},
m = l if l ∈ {n1 + 2, . . . , N1 − 1},

g
(1)
β,1 = W1(y∗β , 0

N1−3),

g
(1)
l = W1(0l+1, acG, 0N1−l−2), l = 2, . . . , n1;

d
(2)
1 = W2(b∗1, 0

4), d
(2)
3 = W2(b∗2, 0

4), d
(2)
7 = W2(b∗3, 0

4),

d
(2)
l = W2(0m, aG, 07−m−1) where

{
m = 3 if l = 2,
m = l if l ∈ {4, . . . , 6},

d
∗(2)
1 = (W−12 )T (b1, 0

4), d
∗(2)
3 = (W−12 )T (b2, 0

4), d
∗(2)
7 = (W−12 )T (b3, 0

4),

d
∗(2)
l = (W−12 )T (0m, bG, 07−m−1) where

{
m = 3 if l = 2,
m = l if l ∈ {4, . . . , 6},

g
(2)
β,1 = W2(x∗β , 0

4),

g
(2)
2 = W2(03, acG, 03),

where (v, 0Nl−3) = (G′, G′′, G′′′, 0Nl−3) for any v = (G′, G′′, G′′′) ∈ V = G3. In this way bases D(0) =

(d
(0)
l )l=1,...,5 and D∗(0) = (d

∗(0)
l )l=1,...,5, D(j) = (d

(j)
l )l=1,...,3nj+1 and D∗(j) = (d

∗(j)
l )l=1,...,3nj+1, j = 1, 2 are

dual orthonormal bases.

Therefore, from B̂ = (b1, b3), B∗, bG, and aG the algorithm F can compute D(j), j = 0, 1, 2; D̂∗(0) =

(d
∗(0)
1 ,d

∗(0)
3 ,d

∗(0)
4 ,d

∗(0)
5 ), and D̂∗(j) = (d

∗(j)
1 , . . . ,d

∗(j)
nj ,d

∗(j)
nj+2, . . . ,d

∗(j)
3nj+1), j = 1, 2.

Finally, F hands (param−→n , {D(k), D̂∗(k)}k=0,1,2, g
(0)
β , g

(1)
β,1, g

(2)
β,1, {g

(1)
i }i=2,...,n1 , g

(2)
2 ) over to C and, if C outputs

its bit β′ then F forwards this bit as its own output.

We observe that:

g
(0)
0 = (ω′, 0, 0, 0, γ′)D(0) , g

(0)
1 = (ω′, τ ′, 0, 0, γ′)D(0) ,

g
(1)
0,1 = (

n1︷ ︸︸ ︷
ω′−→e (1)

1 ,

n1︷ ︸︸ ︷
0n1 ,

n1︷ ︸︸ ︷
0n1 ,

1︷︸︸︷
γ′ )D(1) , g

(2)
0,1 = (

2︷ ︸︸ ︷
ω′, 0,

2︷ ︸︸ ︷
02,

2︷ ︸︸ ︷
02,

1︷︸︸︷
γ′ )D(2) ,
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g
(1)
1,1 = (

n1︷ ︸︸ ︷
ω′−→e (1)

1 ,

n1︷ ︸︸ ︷
τ ′−→e (1)

1 ,

n1︷ ︸︸ ︷
0n1 ,

1︷︸︸︷
γ′ )D(1) , g

(2)
1,1 = (

2︷ ︸︸ ︷
ω′, 0,

2︷ ︸︸ ︷
τ ′, 0,

2︷ ︸︸ ︷
02,

1︷︸︸︷
γ′ )D(2) ,

g
(1)
i = ω′b

(1)
i , i = 2, . . . , n1; g

(2)
2 = ω′b

(2)
2 ,

where ω′ = δ, τ ′ = ρ, γ′ = σ are distributed uniformly in Fq, Therefore, the distribution of (param−→n , {D(k),

D̂∗(k)}k=0,1,2, g
(0)
β , g

(1)
β,1, g

(2)
β,1, {g

(1)
i }i=2,...,n1

, g
(2)
2 ) is exactly the same as in the instance of Basic Problem 1.

ut

Lemma 12. For any adversary B, there exists a probabilistic machine C, whose running time is essentially
the same as that of B, such that for any security parameter λ, AdvP1

B (λ) ≤ AdvBP1
C (λ) + 3/q for (−→n =

(2;n1, n2 = 2)).

Proof. C is given an instance of the Basic Problem 1, i.e., (param−→n , {B(k), B̂∗(k)}k=0,1,2,f
(0)
β ,f

(1)
β,1,f

(2)
β,1,

{f (1)
i }i=2,...,n1

,f
(2)
2 ), and computes r

U← span〈b(1)3n1+1〉, r′
U← span〈b(2)7 〉, and sets t

(1)
β,1 = f

(1)
β,1 + r and

t
(2)
β,1 = f

(2)
β,1 + r′.

Then, C chooses u0
U← F×q , (u

(k)
i,j )

U← GL(Fq, nk), (z
(k)
i,j ) =

(
(u

(k)
i,j )
−1)T

for i = 1, . . . , nk, j = 1, . . . , nk,
and k = 1, 2, and computes:

d
(0)
2 = (0, u0, 0, 0, 0)B(0) ,

d
(k)
nk+i

= (

nk︷ ︸︸ ︷
0nk ,

nk︷ ︸︸ ︷
u
(k)
i,1 , . . . , u

(k)
i,nk

,

nk︷ ︸︸ ︷
0nk ,

1︷︸︸︷
0 )B(k)

, i = 1, . . . , nk, k = 1, 2.

C then sets dual orthonormal basis vectors

d
∗(0)
2 = (0, u−10 , 0, 0, 0)B∗(0) ,

d
∗(k)
nk+i

= (

nk︷ ︸︸ ︷
0nk ,

nk︷ ︸︸ ︷
z
(k)
i,1 , . . . , z

(k)
i,nk

,

nk︷ ︸︸ ︷
0nk ,

1︷︸︸︷
0 )B∗(k)

, i = 1, . . . , nk, k = 1, 2.

Note that C cannot compute d
∗(0)
2 and d

∗(k)
nk+i

, i = 1, . . . , nk, k = 1, 2 due to the lack of b
∗(0)
2 and b

∗(k)
nk+1.

Then, C sets bases D(0) = (b
(0)
1 ,d

(0)
2 , b

(0)
3 , b

(0)
4 , b

(0)
5 ), D̂∗(0) = (b

∗(0)
1 , b

∗(0)
3 , b

∗(0)
4 , b

∗(0)
5 ), D(k) = (b

(k)
1 , . . . , b

(k)
nk ,

d
(k)
nk+1, . . . ,d

(k)
2nk

, b
(k)
2nk+1, . . . , b

(k)
3nk+1), D̂∗(k) = (b

∗(k)
1 , . . . , b

∗(k)
nk , b

∗(k)
2nk+1, . . . , b

∗(k)
3nk+1), k = 1, 2.

Finally, C hands (param−→n , {D(k), D̂∗(k)}k=0,1,2,f
(0)
β , t

(1)
β,1, t

(2)
β,1, {f

(1)
i }i=2,...,n1

,f
(2)
2 ) over to B and, if B outputs

its bit β′ then C forwards this bit as its own output. Note that with respect to D(k),D∗(k), k = 0, 1, 2, the
above input to B has the same distribution as the instance of the Problem 1 unless following events occur:

u = 0, −→u (1) =
−→
0 , or −→u (2) =

−→
0 . Those events occur with probability 3/q when β = 1. ut

Proof of Lemma 2: Combining Lemmas 9, 10, 13 and 14, we obtain Lemma 2.

Definition 10 (Basic Problem 2). Basic Problem 2 is to find bit β, given (param−→n , B̂(0),B∗(0),y∗(0)β ,

f (0), {B̂(k),B∗(k), {y∗(k)β,i ,f
(k)
i }i=1,...,nk

}k=1,2)
R← GBP2

β (1λ,−→n = (2;n1, n2 = 2)) for β
U← {0, 1} with probabil-

ity non-negligibly better than by a random guess, where

GBP2
β (1λ,−→n = (2;n1, n2 = 2)) :

(param−→n ,B(0),B∗(0),B(1),B∗(1),B(2),B∗(2)) R← Gob(1λ,−→n ),

B̂(0) = (b
(0)
1 , b

(0)
3 , b

(0)
4 , b

(0)
5 ),
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B̂(1) = (b
(1)
1 , . . . , b(1)n1

, b
(1)
2n1+1, . . . , b

(1)
3n1+1),

B̂(2) = (b
(2)
1 , b

(2)
2 , b

(2)
5 , b

(2)
6 , b

(2)
7 ),

ω, ξ, δ
U← Fq, z, π

U← F×q ,

y
∗(0)
0 = (ω, 0, 0, ξ, 0)B∗(0) , y

∗(0)
1 = (ω, z, 0, ξ, 0)B∗(0) , f (0) = (δ, π, 0, 0, 0)B(0) ,

For k = 1, 2 and i = 1, . . . , nk :

y
∗(k)
0,i = (

nk︷ ︸︸ ︷
ω−→e (k)

i ,

nk︷ ︸︸ ︷
0nk ,

nk︷ ︸︸ ︷
ξ−→e (k)

i ,

1︷︸︸︷
0 )B∗(k) ,

y
∗(k)
1,i = (

nk︷ ︸︸ ︷
ω−→e (k)

i ,

nk︷ ︸︸ ︷
z−→e (k)

i ,

nk︷ ︸︸ ︷
ξ−→e (k)

i ,

1︷︸︸︷
0 )B∗(k) ,

f
(k)
i = (

nk︷ ︸︸ ︷
δ−→e (k)

i ,

nk︷ ︸︸ ︷
π−→e (k)

i

nk︷ ︸︸ ︷
0nk ,

1︷︸︸︷
0 )B(k) ,

Output (param−→n , B̂(0),B∗(0),y∗(0)β ,f (0), {B̂(k),B∗(k), {y∗(k)β,i ,f
(k)
i }i=1,...,nk

}k=1,2).

Let AdvBP2
C (λ) denote the corresponding advantage of a PPT algorithm C for the Basic Problem 2.

Lemma 13. For any adversary C, there exists a probabilistic machine F , whose running time is essentially
the same as that of C, such that for any security parameter λ, AdvBP2

C (λ) = AdvBP0
F (λ) for −→n = (2;n1, n2 =

2).

Proof. F is given an instance of the Basic Problem 0, i.e. (paramBP0, B̂,B∗,y∗β ,f , bG, aG, acG). Using paramG =
(q,G,GT , G, e) contained in paramBP0 it computes

paramV0
= (q,V0,GT ,A0, e)

R← Gdpvs(1λ, 5, paramG),

paramVl
= (q,Vl,GT ,Al, e)

R← Gdpvs(1λ, 3nl + 1, paramG), l = 1, 2,

param−→n = ({paramVl
}l=0,1,2, gT ),

where gT is contained in paramBP0. Then, F generates random linear transformation Wl on Vl(l = 0, 1, 2)
given in Lemma 9 and sets

d
(0)
l = W0(bl, 0, 0), l = 1, 2; d

(0)
3 = W0(0, 0, 0, 0, bG),

d
(0)
4 = W0(b3, 0, 0), d

(0)
5 = W0(0, 0, 0, bG, 0),

d
∗(0)
l = (W−10 )T (b∗l , 0, 0), l = 1, 2; d

∗(0)
3 = (W−10 )T (0, 0, 0, 0, aG),

d
∗(0)
4 = (W−10 )T (b∗3, 0, 0), d

∗(0)
5 = (W−10 )T (0, 0, 0, aG, 0),

p
∗(0)
β = (W−10 )T (y∗β , 0, 0), g(0) = W0(f , 0, 0),

For k = 1, 2 :

For l = 1, 2, 3 and i = 1, . . . , nk :

d
(k)
(l−1)nk+i

= Wk(03(i−1), bl, 0
3(nk−i), 0),

d
(k)
3nk+1 = Wk(03nk , bG),

For l = 1, 2, 3 and i = 1, . . . , nk :

d
∗(k)
(l−1)nk+i

= (W−1k )T (03(i−1), b∗l , 0
3(nk−i), 0),

d
∗(k)
3nk+1 = (W−1k )T (03nk , aG),

For i = 1, . . . , nk :

p
∗(k)
β,i = (W−1k )T (03(i−1),y∗β , 0

3(nk−i), 0),
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g
(k)
i = W1(03(i−1),f , 03(nk−i), 0).

Observe that bases D(0) = (d
(0)
l )l=1,...,5 and D∗(0) = (d

∗(0)
l )l=1,...,5, D(j) = (d

(j)
l )l=1,...,3nj+1 and D∗(j) =

(d
∗(j)
l )l=1,...,3nj+1, j = 1, 2 are dual orthonormal bases.

Therefore, F can use B̂ = (b1, b3), B∗, bG, and aG to compute bases D∗(j), j = 0, 1, 2; D̂(0) = (d
(0)
1 ,d

(0)
3 ,d

(0)
4 ,

d
(0)
5 ), and D̂(j) = (d

(j)
l , . . . ,d

(j)
nj ,d

(j)
2nj+1, . . . ,d

(j)
3nj+1), j = 1, 2.

Finally, F hands (param−→n , D̂(0),D∗(0),p∗(0)β , g(0), {D̂(k),D∗(k), {p∗(k)β,i , g
(k)
i }i=1,...,nk

}k=1,2) over to C and, if C
outputs a bit β′, forwards this bit as its own output.
We observe that:

p
∗(0)
0 = (ω, 0, 0, ξ, 0)D∗(0) , p

∗(0)
1 = (ω, z, 0, ξ, 0)D∗(0) , g(0) = (δ, π, 0, 0, 0)D(0) ,

For k = 1, 2 and i = 1, . . . , nk :

p
∗(k)
0,i = (

nk︷ ︸︸ ︷
ω−→e (k)

i ,

nk︷ ︸︸ ︷
0nk ,

nk︷ ︸︸ ︷
ξ−→e (k)

i ,

1︷︸︸︷
0 )D∗(k) ,

p
∗(k)
1,i = (

nk︷ ︸︸ ︷
ω−→e (k)

i ,

nk︷ ︸︸ ︷
z−→e (k)

i ,

nk︷ ︸︸ ︷
ξ−→e (k)

i ,

1︷︸︸︷
0 )D∗(k) ,

g
(k)
i = (

nk︷ ︸︸ ︷
δ−→e (k)

i ,

nk︷ ︸︸ ︷
π−→e (k)

i

nk︷ ︸︸ ︷
0nk ,

1︷︸︸︷
0 )D(k) .

Therefore, the distribution of (param−→n , D̂(0),D∗(0),p∗(0)β , g(0), {D̂(k),D∗(k), {p∗(k)β,i , g
(k)
i }i=1,...,nk

}k=1,2) is ex-
actly the same as in the instance of the Basic Problem 2.

Lemma 14. For any adversary B, there exists a probabilistic machine C, whose running time is essentially
the same as that of B, such that for any security parameter λ, AdvP2

B (λ) = AdvBP2
C (λ).

Proof. Given an instance of the Basic Problem 2, i.e., (param−→n , B̂(0),B∗(0),y∗(0)β ,f (0), {B̂(k),B∗(k), {y∗(k)β,i ,

f
(k)
i }i=1,...,nk

}k=1,2) the algorithm C computes r
∗(k)
i

U← span < b
∗(k)
2nk+1, . . . , b

∗(k)
3nk

> and sets h
∗(k)
β,i = y

∗(k)
β,i +

r
∗(k)
i , k = 1, 2.

Then, C chooses z′0
U← F×q , (z′

(k)
i,j )

U← GL(Fq, nk), i = 1, . . . , nk, j = 1, . . . , nk, k = 1, 2, and computes:

d
∗(0)
2 = (0, z′0, 0, 0, 0)B∗(0) ,

d
∗(k)
nk+i

= (

nk︷ ︸︸ ︷
0nk ,

nk︷ ︸︸ ︷
z′

(k)
i,1 , . . . , z

′(k)
i,nk

,

nk︷ ︸︸ ︷
0nk ,

1︷︸︸︷
0 )B∗(k) , i = 1, . . . , nk, k = 1, 2,

Then, C sets z0 = z−1z′0, u0 = z−10 , (z
(k)
i,j ) = z−1(z′

(k)
i,j ), and (u

(k)
i,j ) =

(
(z

(k)
i,j )
−1)T

, where z is defined as in the
Basic Problem 2. This leads to

d
∗(0)
2 = (0, zz0, 0, 0, 0)B∗(0) ,

d
∗(k)
nk+i

= (

nk︷ ︸︸ ︷
0nk ,

nk︷ ︸︸ ︷
zz

(k)
i,1 , . . . , zz

(k)
i,nk

,

nk︷ ︸︸ ︷
0nk ,

1︷︸︸︷
0 )B∗(k)

, i = 1, . . . , nk, k = 1, 2,

d
(0)
2 = (0, z−1u0, 0, 0, 0)B(0) ,

d
(k)
nk+i

= (

nk︷ ︸︸ ︷
0nk ,

nk︷ ︸︸ ︷
z−1u

(k)
i,1 , . . . , z

−1u
(k)
i,nk

,

1︷︸︸︷
0,

1︷︸︸︷
0 )B(k)

, i = 1, . . . , nk, k = 1, 2.

C then computes D∗(0) = (b
∗(0)
1 ,d

∗(0)
2 , b

∗(0)
3 , b

∗(0)
4 , b

∗(0)
5 ), D̂(0) = (b

(0)
1 , b

(0)
3 , b

(0)
4 , b

(0)
5 ), D∗(k) = (b

∗(k)
1 , . . . , b

∗(k)
nk ,

d
∗(k)
nk+1, . . . ,d

∗(k)
2nk

, b
∗(k)
2nk+1, . . . , b

∗(k)
3nk+1), D̂(k) = (b

(k)
1 , . . . , b

(k)
nk , b

(k)
2nk+1, . . . , b

(k)
3nk+1), k = 1, 2.
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Finally, C hands (param−→n , D̂(0),D∗(0),y∗(0)β ,f (0), {D̂(k),D∗(k), {y∗(k)β,i ,f
(k)
i }i=1,...,nk

}k=1,2) over to B and out-
puts β′ ∈ {0, 1} if B outputs β′.
For π in Basic Problem 2, let π′ = zπ. Then, with respect to π′,D(k),D∗(k), k = 0, 1, 2, the above answer to
B has the same distribution as in the instance of Problem 2. ut

Proof of Lemma 3: The proof of Lemma 3 was given in [20].

B Security Proof of Theorem 2

In the proof, the concepts of normal, semi-functional and nominal semi-functional forms are defined sim-
ilar as in the proof of Theorem 1, A semi-functional secret key k∗ semi−→x ,I and a semi-functional ciphertext

Csemi are expressed by Eq. (15) and Eqs.(9)-(12) respectively. Meanwhile, a nominal semi-functional secret
key k∗ nom-semi−→x ,I and a nominal semi-functional ciphertext Cnom-semi are expressed by Eq.(13) and Eq.(14)

respectively. The theorem is then proven through a sequence from Game 0 (original game) to Game 3 using
similar techniques as for Theorem 1. First, we prove that the probability difference between Games 0 and
1 is equivalent to the advantage of Problem 3. The difference between Games 2-m′ and 2-m is equivalent
to the advantage of Problem 4 (i.e., advantage of the DLIN assumption). We also show that the difference
between Games 2-m′ and 2-(m+ 1) is equivalent to the advantage of Problem 4 (i.e., advantage of the DLIN
assumption). In the final step, we show that Game 2-ν can be conceptually changed to Game 3 where the
adversary has 0 advantage.

Definition 11 (Problem 3). Problem 3 is to find bit β given a tuple (param−→n , {B(k), B̂∗(k)}k=0,1,2, t
(0)
β , t

(1)
β,1,

{t(2)β,1,j}j=1,...,d, {t(1)i }i=2,...,n1 , t
(2)
2 )

R← GP3
β (1λ,−→n = (2;n1, n2 = 2), d) for β

U← {0, 1} with probability non-
negligibly better than by a random guess, where

GP3
β (1λ,−→n = (2;n1, n2 = 2), d) : (param−→n ,B(0),B∗(0),B(1),B∗(1),B(2),B∗(2)) R← Gob(1λ,−→n ),

B̂∗(0) = (b
∗(0)
1 , b

∗(0)
3 , b

∗(0)
4 , b

∗(0)
5 ),

B̂∗(1) = (b
∗(1)
1 , . . . , b∗(1)n1

, b
∗(1)
2n1+1, . . . , b

∗(1)
3n1+1),

B̂∗(2) = (b
∗(2)
1 , b

∗(2)
2 , b

∗(2)
5 , b

∗(2)
6 , b

∗(2)
7 ),

δ, u, ρ
U← Fq, t

(0)
0 = (δ, 0, 0, 0, ρ)B(0) , t

(0)
1 = (δ, u, 0, 0, ρ)B(0) ,

ρ(1)
U← Fq, −→u (1) U← Fn1

q ,

t
(1)
0,1 = (

n1︷ ︸︸ ︷
δ−→e (1)

1 ,

n1︷ ︸︸ ︷
0n1 ,

n1︷ ︸︸ ︷
0n1 ,

1︷︸︸︷
ρ(1) )B(1) ,

t
(1)
1,1 = (

n1︷ ︸︸ ︷
δ−→e (1)

1 ,

n1︷ ︸︸ ︷
−→u (1),

n1︷ ︸︸ ︷
0n1 ,

1︷︸︸︷
ρ(1) )B(1) ,

For i = 2, . . . , n1 : t
(1)
i = δb

(1)
i ;

For j = 1, . . . , d :

ρ
(2)
j

U← Fq,−→u (2)
j

U← F2
q,

t
(2)
0,1,j = (

2︷ ︸︸ ︷
δ, 0,

2︷ ︸︸ ︷
02,

2︷ ︸︸ ︷
02,

1︷︸︸︷
ρ
(2)
j )B(2)

,

t
(2)
1,1,j = (

2︷ ︸︸ ︷
δ, 0,

2︷ ︸︸ ︷
−→u (2)
j ,

2︷ ︸︸ ︷
02,

1︷︸︸︷
ρ
(2)
j )B(2)

,

t
(2)
2 = δb

(2)
2 ,
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return (param−→n , {B(k), B̂∗(k)}k=0,1,2, t
(0)
β , t

(1)
β,1, {t

(2)
β,1,j}j=1,...,d, {t(1)i }i=2,...,n1

, t
(2)
2 ).

The corresponding advantage of PPT algorithm B in solving Problem 3 is defined as follows:

AdvP3
B (λ) =

∣∣∣ Pr[B(1λ, $)→ 1
∣∣∣ $ R← GP3

0 (1λ,−→n )
]
− Pr

[
B(1λ, $)→ 1

∣∣∣ $ R← GP3
1 (1λ,−→n )

] ∣∣∣.
Lemma 15. For any adversary B, there exists a probabilistic machine D, whose running time is essentially
the same as that of B, such that for any security parameter λ, AdvP3

B (λ) ≤ AdvDLIN
D (λ) + 8/q.

Definition 12 (Problem 4). Problem 4 is to find bit β given (param−→n , B̂(0),B∗(0),h∗(0)β , t(0), {B̂(k),

B∗(k), {h∗(k)β,i , t
(k)
i }i=1,...,nk

}k=1,2)
R← GP4

β (1λ,−→n = (2;n1, n2 = 2)) for β
U← {0, 1} with probability non-

negligibly better than by a random guess, where

GP4
β (1λ,−→n = (2;n1, n2 = 2)) : (param−→n ,B(0),B∗(0),B(1),B∗(1),B(2),B∗(2)) R← Gob(1λ,−→n ),

B̂(0) = (b
(0)
1 , b

(0)
3 , b

(0)
4 , b

(0)
5 ),

B̂(1) = (b
(1)
1 , . . . , b(1)n1

, b
(1)
2n1+1, . . . , b

(1)
3n1+1),

B̂(2) = (b
(2)
1 , b

(2)
2 , b

(2)
5 , b

(2)
6 , b

(2)
7 ),

ω, ξ, δ
U← Fq, z, π

U← F×q , u = z−1,

h
∗(0)
0 = (ω, 0, 0, ξ, 0)B∗(0) , h

∗(0)
1 = (ω, z, 0, ξ, 0)B∗(0) , t(0) = (δ, πu, 0, 0, 0)B(0) ,

For k = 1, 2 :

For i = 1, . . . , nk and j = 1, . . . , nk :

(u
(k)
i,j )

U← GL(Fq, nk), (z
(k)
i,j ) =

(
(u

(k)
i,j )
−1)T

,

For i = 1, . . . , nk :

−→ω (k)
i

U← Fnk
q ,

h
∗(k)
0,i = (

nk︷ ︸︸ ︷
ω−→e (k)

i ,

nk︷ ︸︸ ︷
0nk ,

nk︷ ︸︸ ︷
−→ω (k)
i ,

1︷︸︸︷
0 )B∗(k) ,

h
∗(k)
1,i = (

nk︷ ︸︸ ︷
ω−→e (k)

i ,

nk︷ ︸︸ ︷
z
(k)
i,1 , . . . , z

(k)
i,nk

,

nk︷ ︸︸ ︷
−→ω (k)
i ,

1︷︸︸︷
0 )B∗(k)

,

t
(k)
i = (

nk︷ ︸︸ ︷
δ−→e (k)

i ,

nk︷ ︸︸ ︷
πu

(k)
i,1 , . . . , πu

(k)
i,nk

nk︷ ︸︸ ︷
0nk ,

1︷︸︸︷
0 )B(k)

,

return (param−→n , B̂(0),B∗(0),h∗(0)β , t(0), {B̂(k),B∗(k), {h∗(k)β,i , t
(k)
i }i=1,...,nk

}k=1,2).

Let B be a probabilistic machine, we define the advantage of B for Problem 4 as follows:

AdvP4
B (λ) =

∣∣∣ Pr[B(1λ, $)→ 1
∣∣∣ $ R← GP4

0 (1λ,−→n )
]
− Pr

[
B(1λ, $)→ 1

∣∣∣ $ R← GP4
1 (1λ,−→n )

] ∣∣∣.
Lemma 16. For any adversary B, there exists a probabilistic machine D, whose running time is essentially
the same as that of B, such that for any security parameter λ, AdvP4

B (λ) ≤ AdvDLIN
D (λ) + 5/q.

Lemma 17. For p ∈ Fq, let Cp = {(−→x ,−→v )|−→x · −→v = p} ⊂ V × V ∗ where V is n-dimensional vector space
Fnq , and V ∗ its dual. For all (−→x ,−→v ) ∈ Cp, for all (−→r ,−→w ) ∈ Cp, Pr[−→x U = −→r ∧ −→v Z = −→w ] = Pr[−→x Z =
−→r ∧ −→v U = −→w ] = 1/]Cp, where Z

U← GL(n,Fq), U = (Z−1)
T

, and ]Cp denotes the number of elements in
Cp.

We then consider the following games:
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Game 0. This is the real security game from Definition 5.
Game 1. Game 1 is almost identical to Game 0, except that the ciphertext for challenge attribute vectors

(−→y (0),−→y (1)), challenge revocation lists (L(0), L(1)), and challenge plaintexts (M (0),M (1)) is

c0 =(δ, w, ζ, 0, ϕ)B(0) , (9)

c1 =(

n1︷ ︸︸ ︷
δ−→y (b),

n1︷ ︸︸ ︷
w

(1)
1 , . . . , w(1)

n1
,

n1︷ ︸︸ ︷
0n1 ,

1︷ ︸︸ ︷
ϕ(1) )B(1) , (10)

∀x ∈ RevokeNodes(Tree, L(b)) : cx =(

2︷ ︸︸ ︷
δ, δ(−IDx),

2︷ ︸︸ ︷
w

(2)
1,x, w

(2)
2,x,

2︷︸︸︷
02,

1︷ ︸︸ ︷
ϕ(2)
x )B(2)

, (11)

cM =gζTM
(b), (12)

where δ, w, ζ, ϕ, ϕ(1), ϕ
(2)
x , w

(2)
1,x, w

(2)
2,x

U← Fq, b
U← {0, 1}, −→y (b) = (y

(b)
1 , . . . , y

(b)
n1 ), and (w

(1)
1 , . . . , w

(1)
n1 )

U←
Fn1
q \ {

−→
0 }.

Game 2-m′ (m = 0, . . . , ν − 1). Game 2-0 is Game 1. Game 2-m′ is almost identical to Game 2-m,
except the reply to the (m+ 1)-th GenKey query for −→x = (x1, . . . , xn1

), and the challenge ciphertext are
computed as follows:

k0 =(−α,−ε, 1, η, 0)B∗(0) ,

k1 =(

n1︷ ︸︸ ︷
α(1)−→e (1)

1 + β(1)−→x ,

n1︷ ︸︸ ︷
(γ(1)−→e (1)

1 + σ(1)−→x ) · Z(1),

n1︷ ︸︸ ︷
η
(1)
1 , . . . , η(1)n1

,

1︷︸︸︷
0 )B∗(1) ,

∀x ∈ P(I) :

kx =(

2︷ ︸︸ ︷
α(2) + β(2)

x IDx, β
(2)
x ,

2︷ ︸︸ ︷
(γ(2) + σ(2)

x IDx, σ
(2)
x ) · Z(2),

2︷ ︸︸ ︷
η
(2)
1,x, η

(2)
2,x,

1︷︸︸︷
0 )B∗(2) ,


(13)

c0 =(δ, w, ζ, 0, ϕ)B(0) ,

c1 =(

n1︷ ︸︸ ︷
δ−→y (b),

n1︷ ︸︸ ︷
−→y (b) · U (1),

n1︷ ︸︸ ︷
0n1 ,

1︷ ︸︸ ︷
ϕ(1) )B(1) ,

∀x ∈ RevokeNodes(Tree, L(b)) :

cx =(

2︷ ︸︸ ︷
δ(1,−IDx),

2︷ ︸︸ ︷
(1,−IDx) · U (2),

2︷ ︸︸ ︷
02,

1︷︸︸︷
ϕ(2)
x )B(2) ,

cM =gζTM
(b),



(14)

where ε, γ(1), γ(2), σ(1), σ
(2)
x

U← Fq, I
U← Γ , Z(k) U← GL(Fq, nk), U (k) =

(
Z(k)−1)T , k = 1, 2, and all the

other variables are generated as in Game 2-m.
Game 2-(m+ 1) (m = 0, . . . , ν − 1). Game 2-(m+ 1) is almost identical to Game 2-m′, except the reply

to the (m+ 1)-th GenKey query for −→x = (x1, . . . , xn1
) is

k0 =(−α, ε, 1, η, 0)B∗(0) ,

k1 =(

n1︷ ︸︸ ︷
α(1)−→e (1)

1 + β(1)−→x ,

n1︷ ︸︸ ︷
v
(1)
1 , . . . , v(1)n1

,

n1︷ ︸︸ ︷
η
(1)
1 , . . . , η(1)n1

,

1︷︸︸︷
0 )B∗(1) ,

∀x ∈ P(I) : kx =(

2︷ ︸︸ ︷
α(2) + β(2)

x IDx, β
(2)
x ,

2︷ ︸︸ ︷
v
(2)
1,x, v

(2)
2,x,

2︷ ︸︸ ︷
η
(2)
1,x, η

(2)
2,x,

1︷︸︸︷
0 )B∗(2) ,


(15)
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the challenge cipertext is the same as Eqs.(9)-(12), where v
(2)
1,x, v

(2)
2,x

U← Fq, (v
(1)
1 , . . . , v

(1)
n1 )

U← Fn1
q \ {

−→
0 },

and all the other variables are generated as in Game 2-m′.
Game 3. Game 3 is almost identical to Game 2-ν, except that the target ciphertext C for challenge at-

tribute vectors (−→y (0),−→y (1)), challenge revocation lists (L(0), L(1)), and challenge plaintexts (M (0),M (1))
is computed as follows:

c0 =(δ, w, ζ ′, 0, ϕ)B(0) ,

c1 =(

n1︷︸︸︷−→y ′,
n1︷ ︸︸ ︷

w
(1)
1 , . . . , w(1)

n1
,

n1︷ ︸︸ ︷
0n1 ,

1︷ ︸︸ ︷
ϕ(1) )B(1) ,

∀x ∈ RevokeNodes(Tree, L(b)) : cx =(

2︷ ︸︸ ︷
ID′x,1, ID

′
x,2,

2︷ ︸︸ ︷
w

(2)
1,x, w

(2)
2,x,

2︷ ︸︸ ︷
02,

1︷︸︸︷
ϕ(2)
x )B(2)

,

cM =gζTM
(b).


(16)

where ζ ′
U← Fq, −→y ′ = (y′1, . . . , y

′
n1

)
U← Fn1

q , and ID′x,1, ID
′
x,2

U← Fq. We note that ζ ′, (y′1, . . . , y
′
n1

) and

ID′x,1, ID
′
x,2 are chosen uniformly and independently from ζ, (−→y (0),−→y (1)) and IDx, respectively.

Let Adv
(0)
A (λ) be AdvFHA,FH-RPE(λ) in Game 0, and Adv

(1)
A (λ), Adv

(2-m)
A (λ), Adv

(2-m′)
A (λ), Adv

(3)
A (λ) be the

advantage of A in Game 1, 2-m, 2-m′ and 3 respectively. We can show Lemmas 18 - 22 which evaluate the

gaps between pairs of Adv
(0)
A (λ), Adv

(1)
A (λ), Adv

(2-m)
A (λ), Adv

(2-m′)
A (λ), Adv

(2-(m+1))
A (λ) for m = 0, . . . , ν − 1,

and Adv
(3)
A (λ). From these lemmas and Lemma 15 and 16 we obtain:

AdvFHA,FH-RPE(λ) = Adv
(0)
A (λ)

≤ | Adv(0)A (λ)− Adv
(1)
A (λ) | +

ν−1∑
m=0

| Adv(2-m)
A (λ)− Adv

(2-m′)
A (λ) | +

ν−1∑
m=0

| Adv(2-m
′)

A (λ)− Adv
(2-(m+1))
A (λ) | + | Adv(2-ν)A (λ)− Adv

(3)
A (λ) | +Adv

(3)
A (λ)

≤ AdvP3
B1

(λ) +

ν−1∑
m=0

AdvP4
B′2m(λ) +

ν−1∑
m=0

AdvP4
B2(m+1)

(λ) + (2 logNν + 8ν + logN + 2)/q

≤ (2ν + 1)AdvDLIN
D (λ) + (2 logNν + 18ν + logN + 10)/q.

This completes the proof of Theorem 2. ut

Lemma 18. For any adversary A, there exists a probabilistic machine B1, whose running time is essentially

the same as that of A, such that for any security parameter λ, | Adv(0)A (λ)− Adv
(1)
A (λ) |= AdvP3

B1
(λ).

Proof. Suppose a polynomial time adversary A can successfully distinguish between Game 0 and Game 1.
We construct a simulator B1 that uses A as a black box to solve Problem 3. The reduction proceeds as
follows:

1. B1 is given an instance of Problem 3, i.e. a tuple (param−→n , {B(k), B̂∗(k)}k=0,1,2, t
(0)
β , t

(1)
β,1, {t

(2)
β,1,j}j=1,...,d,

{t(1)i }i=2,...,n1 , t
(2)
2 ), and plays the role of the challenger in the security game against adversary A. Let

d denote the total number of the nodes in the binary tree such that each node is associated with one

element in {t(2)β,1,j}j=1,...,d.

2. At the beginning of the game, B1 gives A the public key PK =
(
1λ, param−→n , (b

(0)
1 , b

(0)
3 , b

(0)
5 , b

(1)
1 ,

. . . , b
(1)
n1 , b

(1)
3n1+1, b

(2)
1 , b

(2)
2 , b

(2)
7 ), which is obtained from the Problem 3 instance.
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3. When a GenKey query is issued, B1 computes a normal secret key using (B̂∗(0), B̂∗(1), B̂∗(2)), which is
obtained from the Problem 3 instance.

4. When B1 receives challenge attribute vectors (−→y (0),−→y (1)), challenge revocation lists (L(0), L(1)), and
challenge plaintexts (M (0),M (1)) from A, B1 computes and returns

C = (c0, c1, {cx}x∈RevokeNodes(Tree,L(b)), cM ),

where c0 = t
(0)
β + ζb

(0)
3 , c1 = y

(b)
1 t

(1)
β,1 +

∑n1

i=2 y
(b)
i t

(1)
i , ∀x ∈ RevokeNodes(Tree, L(b)) : cx = t

(2)
β,1,x +

(−IDx)·t(2)2 , and cM = gζTM
(b) using (t

(0)
β , t

(1)
β,1, {t

(2)
β,1,j}j=1,...,d, {t(1)i }i=2,...,n1

, t
(2)
2 , b

(0)
3 ) from the instance

of Problem 3 and −→y (b), L(b), M (b) where ζ
U← Fq, b

U← {0, 1}.
5. After the challenge phase, GenKey oracle simulation for a key query is executed in the same manner as

step 3.
6. A outputs a bit b′. If b = b′, B1 outputs 1. Otherwise, B1 outputs 0.

Claim. If β = 0 then the challenge ciphertext C = (c0, c1, {cx}x∈RevokeNodes(Tree,L(b)), cM ) generated in step 4
is distributed exactly as in Game 0. If β = 1 then the challenge ciphertext C = (c0, c1, {cx}x∈RevokeNodes(Tree,L(b)),
cM ) generated in step 4 is identically distributed to Game 1.

Proof. First recall that y
(b)
1 = 1. If β = 0 then the ciphertext given by

c0 = (δ, 0, ζ, 0, ρ)B(0) ,

c1 = (

n1︷ ︸︸ ︷
δ−→y (b),

n1︷ ︸︸ ︷
0n1 ,

n1︷ ︸︸ ︷
0n1 ,

1︷︸︸︷
ρ(1) )B(1) ,

∀x ∈ RevokeNodes(Tree, L(b)) : cx = (

2︷ ︸︸ ︷
δ, δ(−IDx),

2︷ ︸︸ ︷
02,

2︷︸︸︷
02,

1︷ ︸︸ ︷
ρ(2)x )B(2) ,

cM = gζTM
(b),

is the challenge ciphertext from Game 0. In contrast, if β = 1 then the following components of the ciphertext
have a different form

c0 = (δ, u, ζ, 0, ρ)B(0) ,

c1 = (

n1︷ ︸︸ ︷
δ−→y (b),

n1︷ ︸︸ ︷
−→u (1),

n1︷ ︸︸ ︷
0n1 ,

1︷︸︸︷
ρ(1) )B(1) ,

∀x ∈ RevokeNodes(Tree, L(b)) : cx = (

2︷ ︸︸ ︷
δ, δ(−IDx),

2︷ ︸︸ ︷
−→u (2)
x ,

2︷︸︸︷
02,

1︷ ︸︸ ︷
ρ(2)x )B(2) ,

where −→u (1) = (u
(1)
1 , . . . , u

(1)
n1 ),−→u (2)

x = (u
(2)
1,x, u

(2)
2,x). Since −→u (1) ∈ Fn1

q , −→u (2)
x ∈ F2

q, ρ
(1), ρ

(2)
x ∈ Fq are indepen-

dently uniform this ciphertext corresponds to the challenge ciphertext from Game 1.

From the above claim, if β = 0 then simulated ciphertexts are distributed exactly as in Game 0, whereas

for β = 1 their distribution is identical to Game 1. Therefore, | Adv(0)A (λ) − Adv
(1)
A (λ) |=

∣∣∣ Pr[B1(1λ, $) →

1
∣∣∣ $ R← GP3

0 (1λ,−→n )
]
− Pr

[
B1(1λ, $) → 1

∣∣∣ $ R← GP3
1 (1λ,−→n )

] ∣∣∣ = AdvP3
B1

(λ). This completes the proof of

Lemma 18. ut

Lemma 19. For any adversary A, there exists a probabilistic machine B′2m, whose running time is es-

sentially the same as that of A, such that for any security parameter λ, | Adv(2-m)
A (λ) − Adv

(2-m′)
A (λ) |≤

AdvP4
B′2m(λ) + (4 + logN)/q.
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Proof. Suppose a polynomial time adversary A can successfully distinguish between Game 2-m and Game
2-m′. We construct a simulator B′2m that uses A as a black box to solve Problem 4. The reduction proceeds
as follows:

1. B′2m is given an instance of Problem 4, i.e. a tuple (param−→n , B̂(0),B∗(0),h∗(0)β , t(0), {B̂(k),B∗(k), {h∗(k)β,i ,

t
(k)
i }i=1,...,nk

}k=1,2), and acts as a challenger in the security game against adversary A.

2. At the beginning of the game, B′2m gives A the public key PK =
(
1λ, param−→n , (b

(0)
1 , b

(0)
3 , b

(0)
5 , b

(1)
1 ,

. . . , b
(1)
n1 , b

(1)
3n1+1, b

(2)
1 , b

(2)
2 , b

(2)
7 ), which is obtained from the Problem 4 instance.

3. When the s-th GenKey query is issued for a predicate −→x = (x1, . . . , xn1
), B′2m answers as follows:

a) For 1 ≤ s ≤ m the algorithm B′2m computes a semi-functional key using {B∗(k)}k=0,1,2 of the Problem
4 instance.

b) For s = m + 1 it computes the key k∗−→x ,I = (I,k0,k1, {kx}x∈P(I)) using {h∗(0)β , b
∗(0)
1 , b

∗(0)
3 , {h∗(i)β,j ,

b
∗(i)
j }i=1,2;j=1,...,ni

} of the Problem 4 instance as follows:

For i = 1, 2 : %i, vi, v
′
i, θi,

U← Fq;

s
(0)
β =

2∑
i=1

(%ih
∗(0)
β + vib

∗(0)
1 ), k0 = −s(0)β + b

∗(0)
3 ,

For i = 1, 2 and j = 1, . . . , ni :

s
(i)
β,j = θih

∗(i)
β,j + v′ib

∗(i)
j , ŝ

(i)
β,j = %ih

∗(i)
β,j + vib

∗(i)
j ,

k1 =

n1∑
j=1

xjs
(1)
β,j + ŝ

(1)
β,1;

∀x ∈ P(I) : kx = IDxs
(2)
β,1 + s

(2)
β,2 + ŝ

(2)
β,1,

c) For s ≥ m + 2 the algorithm B′2m computes a normal key using {B∗(k)}k=0,1,2 from the instance of
Problem 4.

4. Once B′2m receives challenge attribute vectors (−→y (0),−→y (1)), revocation lists (L(0), L(1)), and plaintexts
(M (0),M (1)) fromA it returns the challenge ciphertext C = (c0, c1, {cx}x∈RevokeNodes(Tree,L(b)), cM ) where

c0 = t(0) + ζb
(0)
3 + ϕb

(0)
5 , c1 =

∑n1

j=1 y
(b)
j t

(1)
j + ϕ(1)b

(1)
3n1+1, ∀x ∈ RevokeNodes(Tree, L(b)) : cx = t

(2)
1 +

(−IDx)t
(2)
2 + ϕ

(2)
x b

(2)
7 and cM = gζTM

(b), using (t(0), {t(1)i }i=1,...,n1 , t
(2)
1 , t

(2)
2 , b

(0)
3 , b

(0)
5 , b

(1)
3n1+1, b

(2)
7 ) from

the instance of Problem 4 and −→y (b), L(b), M (b), where ζ, ϕ, ϕ(1), ϕ
(2)
x

U← Fq, b
U← {0, 1}.

5. After the challenge phase, GenKey oracle simulation for a key query is executed in the same manner as
step 3.

6. A outputs a bit b′. If b = b′, B′2m outputs 1. Otherwise, B′2m outputs 0.

Claim. The distribution of the view of adversary A in the above-mentioned game simulated by B′2m given
a Problem 4 instance is the same as that in Game (2-m) (resp. Game (2-m′)) if β = 0 (resp. β = 1) except
with probability (3 + logN)/q (resp. 1/q).

Proof. It is clear that B′2m’s simulation of the public key generation (step 2) and the answers to the i-th
GenKey query where i 6= m+ 1 (case (a) and (c) of steps (3) and (5)) are exactly the same as the Setup and
the GenKey oracles in Game 2-m and Game 2-m′.

Next we analyze the distribution of the i-th GenKey query where i = m+ 1 (case (b) of steps (3) and (5)). In

this case values s
(0)
β , s

(i)
β,j , ŝ

(i)
β,j , i = 1, 2, j = 1, . . . , ni can be expressed as follows. Let β(i) = θiω+ v′i, α(i) =

%iω + vi, α = α(1) + α(2), γ = %1 + %2, ε = γz. Then,

s
(0)
0 = (α, 0, 0, γξ, 0)B∗(0) , s

(0)
1 = (α, ε, 0, γξ, 0)B∗(0) ,
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s
(i)
0,j = (

ni︷ ︸︸ ︷
β(i)−→e (i)

j ,

ni︷ ︸︸ ︷
0ni ,

ni︷ ︸︸ ︷
θi
−→ω (i)
j ,

1︷︸︸︷
0 )B∗(i) , s

(i)
1,j = (

ni︷ ︸︸ ︷
β(i)−→e (i)

j ,

ni︷ ︸︸ ︷
θi
−→z (i)
j

ni︷ ︸︸ ︷
θi
−→ω (i)
j ,

1︷︸︸︷
0 )B∗(i) ,

ŝ
(i)
0,j = (

ni︷ ︸︸ ︷
α(i)−→e (i)

j ,

ni︷ ︸︸ ︷
0ni ,

ni︷ ︸︸ ︷
%i
−→ω (i)
j ,

1︷︸︸︷
0 )B∗(i) , ŝ

(i)
1,j = (

ni︷ ︸︸ ︷
α(i)−→e (i)

j ,

ni︷ ︸︸ ︷
%i
−→z (i)
j

ni︷ ︸︸ ︷
%i
−→ω (i)
j ,

1︷︸︸︷
0 )B∗(i) ,

where −→z (i)
j = z

(i)
j,1, . . . , z

(i)
j,ni

, ω, z, ξ, {−→ω (i)
j ,−→z (i)

j }i=1,2;j=1,...,ni are defined as in Problem 4. If β = 1 in the
instance of Problem 4 then the secret key k∗−→x ,I = (I,k0,k1, {kx}x∈P(I)) has the same distribution as in Eq.

13, except that εw = γ, where γ = %1 + %2 and w = u
U← Fq of c0 in Eq. 14.

Next, we show that the joint distribution of the response to (m+1)-th GenKey query and of the challenge
ciphertext in the simulation by B′2m for the given instance of Problem 4 is equivalent to the distribution in
Game 2-m if β = 0 and to the distribution in Game 2-m′ if β = 1.

If β = 0 then this equivalence follows easily, unless one of the following conditions holds: (1) ω defined in

Problem 4 is zero, (2) w = 0, (3) (w
(1)
1 , . . . , w

(1)
n1 ) =

−→
0 , (4) (w

(2)
1,x, w

(2)
2,x) =

−→
0 , where x ∈ RevokeNodes(Tree, L(b)),

and w, (w
(1)
1 , . . . , w

(1)
n1 ) and (w

(2)
1,x, w

(2)
2,x) are defined in Eqs. 9, 10 and 11 respectively. However, those events

occur with probability (3 + logN)/q.
If β = 1, then B′2m’s simulation for the key is the same as that in Eq.13 and B′2m’s simulation for the

challenge ciphertext is the same as that in Eq.14, except that εw = γ, where γ = %1 + %2, and w
U← Fq of c0

in Eq. 14.
Therefore, we will show that γ is uniformly distributed and is independent from the other variables used

in the simulation by B′2m. Since γ is related to
−→
A 1,
−→
A 2,x,

−→
B

(b)
1 , and

−→
B

(b)
2,x, where

−→
A 1 = (%1

−→e (1)
1 + θ1

−→x ) ·Z(1),
−→
A 2,x = (%2

−→e (2)
1 + θ2(IDx, 1)) · Z(2) x ∈ P(I), and

−→
B

(b)
1 = −→y (b) · U (1),

−→
B

(b)
2,x = (1,−ID(b)

x ) · U (2) x ∈
RevokeNodes(Tree, L(b)), where b ∈ {0, 1}. We analyze joint distribution of these variables for the four
distinct cases that appear in Definition 5.

1. When f−→x (−→y (0)) = f−→x (−→y (1)) = 0, due to Lemma 17, The pair (
−→
A 1,
−→
B

(b)
1 ) (b ∈ {0, 1}) is uniformly and

independently distributed over Cθ1·(−→x ·−→y (b))+%1 (b ∈ {0, 1}) (over Z(1) U← GL(Fq, n1)). Since θ1
U← Fq, the

pair (
−→
A 1,
−→
B

(b)
1 ) (b ∈ {0, 1}) is thus uniformly and independently distributed over F2n1

q .

2. When f−→x (−→y (0)) = f−→x (−→y (1)) = 1 and (I ∈ L(0) ∧ I ∈ L(1)), the pair (
−→
A 1,
−→
B

(b)
1 ) (b ∈ {0, 1}) is uniformly

and independently distributed over C%1 (over Z(1) U← GL(Fq, n1)). The pair (
−→
A 2,x,

−→
B

(b)
2,x) (b ∈ {0, 1}) is

uniformly and independently distributed over F4
q.

3. When (f−→x (−→y (0)) = 1 ∧ f−→x (−→y (1)) = 0) and I ∈ L(0), the pair (
−→
A 1,
−→
B

(0)
1 ) (resp. (

−→
A 1,
−→
B

(1)
1 )) is uni-

formly and independently distributed over C%1 (resp. F2n1
q ). The pair (

−→
A 2,x,

−→
B

(0)
2,x) is uniformly and

independently distributed over F4
q.

4. When (f−→x (−→y (0)) = 0 ∧ f−→x (−→y (1)) = 1) and I ∈ L(1), the pair (
−→
A 1,
−→
B

(0)
1 ) (resp. (

−→
A 1,
−→
B

(1)
1 )) is uni-

formly and independently distributed over F2n1
q (resp. C%1). The pair (

−→
A 2,x,

−→
B

(1)
2,x) is uniformly and

independently distributed over F4
q.

Considering the adversary A’s restriction on key queries from Definition 5, in each of the above four

cases at least one of (
−→
A 1,
−→
B

(b)
1 ) and (

−→
A 2,x,

−→
B

(b)
2,x) is uniformly and independently distributed over F2nk

q for
k = 1, 2. Therefore, γ = %1 + %2 is independent from the distribution of %1(resp. %2), which can be given by

(
−→
A 1,
−→
B

(b)
1 ) (resp. (

−→
A 2,x,

−→
B

(b)
2,x)). Thus, γ is uniformly and independently distributed from the other variables

in the simulation of B′2m.
Therefore, the view of A in the game simulated by B′2m on input an instance of Problem 4 with β = 1 is

the same as in Game 2-m′ unless ω = 0 occurs. This event happens with probability 1/q.

This completes the proof of Lemma 19. ut
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Lemma 20. For any adversary A, there exists a probabilistic machine B2(m+1), whose running time is

essentially the same as that of A, such that for any security parameter λ, | Adv(2-m
′)

A (λ)−Adv
(2-(m+1))
A (λ) |≤

AdvP4
B2(m+1)

(λ) + (4 + logN)/q.

Proof. Suppose a polynomial time adversary A can successfully distinguish between Game 2-m′ and Game
2-(m + 1). We construct a simulator B2(m+1) that leverages A as a black box to solve Problem 4. The
procedure is same as that in the proof of Lemma 19 except that in case (b) of step 3 k∗−→x ,I is computed as
follows:

k0 = −s(0)β + ε′b
∗(0)
2 + b

∗(0)
3 ,

k1 =

n1∑
j=1

xjs
(1)
β,j + ŝ

(1)
β,1 +

n1∑
j=1

v
(1)
j b

∗(1)
n1+j

,

∀x ∈ P(I) : kx = IDxs
(2)
β,1 + s

(2)
β,2 + ŝ

(2)
β,1 +

2∑
j=1

v
(2)
j,xb

∗(2)
2+j ,

where ε′
U← Fq, v(2)1,x, v

(2)
2,x

U← Fq, (v
(1)
1 , . . . , v

(1)
n1 )

U← Fn1
q \ {

−→
0 }. In the last step, if b = b′, B2(m+1) outputs

0. Otherwise, B2(m+1) outputs 1.
The view of the adversary A in the game simulated by B2(m+1) given an instance of Problem 4 with

β = 0 is the same as in Game 2-(m + 1) unless one of following events occur: (1) ω = 0 in Problem 4

instance, (2) w = 0, (3) (w
(1)
1 , . . . , w

(1)
n1 ) =

−→
0 , (4) (w

(2)
1,x, w

(2)
2,x) =

−→
0 , where x ∈ RevokeNodes(Tree, L(b)), and

w, (w
(1)
1 , . . . , w

(1)
n1 ) and (w

(2)
1,x, w

(2)
2,x) are defined in Eqs. 9, 10 and 11 respectively. Those events occur with

probability (3 + logN)/q. In case β = 1 the argument is similar to that in the proof of Lemma 19, i.e.,
each variable has uniform distribution and is independent from other variables occurring in the simulation
by B2(m+1). The view of the adversary A is the same as its view in Game 2-m′ unless ω = 0 occurs in the
instance of Problem 4. The event ω = 0 occurs with probability 1/q.

Lemma 21. For any adversary A, Adv
(3)
A (λ) ≤ Adv

(2-ν)
A (λ) + (2 + logN)/q.

Proof. First we show the distribution (param−→n , {B̂(k)}k=0,1,2, {k∗(j)−→x ,I}j=1,...,ν , C) of Game 3 is same as that of

Game 2-ν, where k
∗(j)
−→x ,I is the answer to the j-th key query, and C is the challenge ciphertext. We will define

new bases D(k) of Vk and D∗(k) of Vk, k = 0, 1, 2.

For k = 0, we set d
(0)
2 = b

(0)
2 − λb

(0)
3 and d

∗(0)
3 = b

∗(0)
3 + λb

∗(0)
2 , where λ

U← Fq. The new bases are

D(0) = (b
(0)
1 ,d

(0)
2 , b

(0)
3 , b

(0)
4 , b

(0)
5 ) and D∗(0) = (b

∗(0)
1 , b

∗(0)
2 ,d

∗(0)
3 , b

∗(0)
4 , b

∗(0)
5 ). We can easily verify that D(0)

and D∗(0) are dual orthonormal, and are distributed the same as the original bases B(0) and B∗(0) respectively.

For i = 1, . . . , nk, j = 1, . . . , nk, k = 1, 2, choose Q(k) = (µ
(k)
i,j )

U← Fnk×nk
q , and compute d

(k)
nk+i

= b
(k)
nk+i

+∑nk

j=1 µ
(k)
i,j b

(k)
j , d

∗(k)
i = b

∗(k)
i −

∑nk

j=1 µ
(k)
j,i b

∗(k)
nk+j

, which are equivalent to the following matrix computations:(−→
B

(k)
1−→

D
(k)
2

)
=

(
Ink

0nk

Q(k) Ink

)(−→
B

(k)
1−→

B
(k)
2

)
,

(−→
D
∗(k)
1−→

B
∗(k)
2

)
=

(
Ink
−QT(k)

0nk
Ink

)(−→
B
∗(k)
1−→

B
∗(k)
2

)
,

where
−→
B

(k)
1 = (b

(k)
1 , . . . , b

(k)
nk )

T
,
−→
B

(k)
2 = (b

(k)
nk+1, . . . , b

(k)
2nk

)
T

,
−→
B
∗(k)
1 = (b

∗(k)
1 , . . . , b

∗(k)
nk )

T
,
−→
B
∗(k)
2 = (b

∗(k)
nk+1, . . . ,

b
∗(k)
2nk

)T,
−→
D

(k)
2 = (d

(k)
nk+1, . . . ,d

(k)
2nk

)
T

,
−→
D
∗(k)
1 = (d

∗(k)
1 , . . . ,d

∗(k)
nk )

T
.

For k = 1, 2, the new bases are D(k) = (b
(k)
1 , . . . , b

(k)
nk ,d

(k)
nk+1, . . . ,d

(k)
2nk

, b
(k)
2nk+1, . . . , b

(k)
3nk+1) and D∗(k) =

(d
∗(k)
1 , . . . ,d

∗(k)
nk , b

∗(k)
nk+1, . . . , b

∗(k)
2nk

, b
∗(k)
2nk+1, . . . , b

∗(k)
3nk+1). It is clear that D(k) and D∗(k) are dual orthonormal,

and are distributed the same as the original bases B(k) and B∗(k) respectively.

36



The secret keys and challenge ciphertext ({k∗(j)−→x ,I}j=1,...,ν , C) in Game 2-ν are expressed over the bases B(k)

and B∗(k), k = 0, 1, 2 as follows:

k0,j = (−αj , εj , 1, ηj , 0)B∗(0) ,

k1,j = (

n1︷ ︸︸ ︷
α
(1)
j
−→e (1)

1 + β
(1)
j
−→x j ,

n1︷ ︸︸ ︷
γ
(1)
1,j , . . . , γ

(1)
n1,j

,

n1︷ ︸︸ ︷
η
(1)
1,j , . . . , η

(1)
n1,j

,

1︷︸︸︷
0 )B∗(1) ,

∀x ∈ P(I) : kx,j = (

2︷ ︸︸ ︷
α
(2)
j + β

(2)
x,jIDx,j , β

(2)
x,j ,

2︷ ︸︸ ︷
γ
(2)
1,x,j , γ

(2)
2,x,j ,

2︷ ︸︸ ︷
η
(2)
1,x,j , η

(2)
2,x,j ,

1︷︸︸︷
0 )B∗(2) ,

c0 = (δ, w, ζ, 0, ϕ)B(0) ,

c1 = (

n1︷ ︸︸ ︷
δ−→y (b),

n1︷ ︸︸ ︷
w

(1)
1 , . . . , w(1)

n1
,

n1︷ ︸︸ ︷
0n1 ,

1︷ ︸︸ ︷
ϕ(1) )B(1) ,

∀x ∈ RevokeNodes(Tree, L(b)) : cx = (

2︷ ︸︸ ︷
δ(1,−IDx),

2︷ ︸︸ ︷
w

(2)
1,x, w

(2)
2,x,

2︷ ︸︸ ︷
02,

1︷︸︸︷
ϕ(2)
x )B(2)

,

cM = gζTM
(b).

The above keys and challenge ciphertext can also be expressed over bases D(k) and D∗(k), k = 0, 1, 2 as
specified in the following. The first components of secret keys can be expressed as k0,j = (−αj , εj , 1, ηj , 0)B∗(0) =

(−αj , θj , 1, ηj , 0)D∗(0) , where θj = εj − λ are uniform and independent since εj
U← Fq. Similarly, other key

components can be represented as

k1,j = (

n1︷ ︸︸ ︷
α
(1)
j
−→e (1)

1 + β
(1)
j
−→x j ,

n1︷ ︸︸ ︷
γ
(1)
1,j , . . . , γ

(1)
n1,j

,

n1︷ ︸︸ ︷
η
(1)
1,j , . . . , η

(1)
n1,j

,

1︷︸︸︷
0 )B∗(1)

= (

n1︷ ︸︸ ︷
α
(1)
j
−→e (1)

1 + β
(1)
j
−→x j ,

n1︷ ︸︸ ︷
µ
(1)
1,1α

(1)
j + β

(1)
j
−→x j · −→µ (1)

1 + γ
(1)
1,j , . . . , µ

(1)
n1,1

α
(1)
j + β

(1)
j
−→x j · −→µ (1)

n1
+ γ

(1)
n1,j

,
n1︷ ︸︸ ︷

η
(1)
1,j , . . . , η

(1)
n1,j

,

1︷︸︸︷
0 )D∗(1)

= (

n1︷ ︸︸ ︷
α
(1)
j
−→e (1)

1 + β
(1)
j
−→x j ,

n1︷ ︸︸ ︷
θ
(1)
1,j , . . . , θ

(1)
n1,j

,

n1︷ ︸︸ ︷
η
(1)
1,j , . . . , η

(1)
n1,j

,

1︷︸︸︷
0 )D∗(1) ,

∀x ∈ P(I) :

kx,j = (

2︷ ︸︸ ︷
α
(2)
j + β

(2)
x,jIDx,j , β

(2)
x,j ,

2︷ ︸︸ ︷
γ
(2)
1,x,j , γ

(2)
2,x,j ,

2︷ ︸︸ ︷
η
(2)
1,x,j , η

(2)
2,x,j ,

1︷︸︸︷
0 )B∗(2)

= (

2︷ ︸︸ ︷
α
(2)
j + β

(2)
x,jIDx,j , β

(2)
x,j ,

2︷ ︸︸ ︷
µ
(2)
1,1α

(2)
j + β

(2)
j (IDx,jµ

(2)
1,1 + µ

(2)
1,2) + γ

(2)
1,x,j , µ

(2)
2,1α

(2)
j + β

(2)
j (IDx,jµ

(2)
2,1 + µ

(2)
2,2) + γ

(2)
2,x,j ,

2︷ ︸︸ ︷
η
(2)
1,x,j , η

(2)
2,x,j ,

1︷︸︸︷
0 )D∗(2)

= (

2︷ ︸︸ ︷
α
(2)
j + β

(2)
x,jIDx,j , β

(2)
x,j ,

2︷ ︸︸ ︷
θ
(2)
1,x,j , θ

(2)
2,x,j ,

2︷ ︸︸ ︷
η
(2)
1,x,j , η

(2)
2,x,j ,

1︷︸︸︷
0 )D∗(2) ,
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where θ
(1)
i,j = µ

(1)
i,1α

(1)
j +β

(1)
j
−→x j ·−→µ (1)

i +γ
(1)
i,j for i = 1, . . . , n1 and θ

(2)
i,x,j = µ

(2)
i,1α

(2)
j +β

(2)
j (IDx,jµ

(2)
i,1 +µ

(2)
i,2 )+γ

(2)
i,x,j

for i = 1, 2 and j = 1, . . . , ν are uniform and independent since γ
(k)
i,x,j

U← Fq.

The first component of the ciphertext can be expressed as c0 = (δ, w, ζ, 0, ϕ)B(0) = (δ, w, ζ ′, 0, ϕ)D(0) , where

ζ ′ = ζ + λw is uniform and independent due to w, ζ
U← Fq. Similarly, the remaining components of the

ciphertext can be expressed as

c1 = (

n1︷ ︸︸ ︷
δ−→y (b),

n1︷ ︸︸ ︷
w

(1)
1 , . . . , w(1)

n1
,

n1︷ ︸︸ ︷
0n1 ,

1︷ ︸︸ ︷
ϕ(1) )B(1) ,

= (

n1︷︸︸︷−→y ′,
n1︷ ︸︸ ︷

w
(1)
1 , . . . , w(1)

n1
,

n1︷ ︸︸ ︷
0n1 ,

1︷ ︸︸ ︷
ϕ(1) )D(1) ,

∀x ∈ RevokeNodes(Tree, L(b)) : cx = (

2︷ ︸︸ ︷
δ(1,−IDx),

2︷ ︸︸ ︷
w

(2)
1,x, w

(2)
2,x,

2︷ ︸︸ ︷
02,

1︷︸︸︷
ϕ(2)
x )B(2)

= (

2︷ ︸︸ ︷
δ −

2∑
j=1

w
(2)
j,xµ

(2)
j,1 ,−δIDx −

2∑
j=1

w
(2)
j,xµ

(2)
j,2 ,

2︷ ︸︸ ︷
w

(2)
1,x, w

(2)
2,x,

2︷ ︸︸ ︷
02,

1︷︸︸︷
ϕ(2)
x )D(2)

,

= (

2︷ ︸︸ ︷
ID′x,1, ID

′
x,2,

2︷ ︸︸ ︷
w

(2)
1,x, w

(2)
2,x,

2︷ ︸︸ ︷
02,

1︷︸︸︷
ϕ(2)
x )D(2)

,

where −→y ′ = (y′1, . . . , y
′
n1

), y′i = δy
(b)
i −

∑n1

j=1 w
(1)
j µ

(1)
j,i , i = 1, . . . , n1, ID′x,1 = δ −

∑2
j=1 w

(2)
j,xµ

(2)
j,1 , ID

′
x,2 =

−δIDx −
∑2
j=1 w

(2)
j,xµ

(2)
j,2 which are uniformly and independently distributed since w

(1)
1 , . . . , w

(1)
n1

U← Fq and

w
(2)
1,x, w

(2)
2,x

U← Fq.
In the light of the adversary’s view, both (B(k),B∗(k)) and (D(k),D∗(k)) for k = 0, 1, 2 are consistent

with public key (1λ, param−→n , {B̂(k)}k=0,1,2). Therefore, {k∗(j)−→x ,I}j=1,...,ν and C can be expressed as keys and

ciphertext in two ways, in Game 2-ν over bases (B(k),B∗(k)) and in Game 3 over bases (D(k),D∗(k)). Thus,

Game 2-ν can be conceptually changed to Game 3 if w 6= 0 and (w
(1)
1 , . . . , w

(1)
n1 ) 6= −→0 and (w

(2)
1,x, w

(2)
2,x) 6= −→0

x ∈ RevokeNodes(Tree, L(b)), i.e., except with probability (2 + logN)/q. ut

Lemma 22. For any adversary A, Adv
(3)
A (λ) = 0.

Proof. The value of b is independent from the adversary’s view in Game 3. Therefore, Adv
(3)
A (λ) = 0. ut

B.1 Proof of Lemma 15, 16 and 17

In order to reduce the DLIN problem from Definition 2 to Problems 3 and 4 from Definitions 11 and
12, respectively, we further introduce three “basic problems” that will serve in intermediate steps of the
reduction:

– Basic Problem 0 in Definition 13.
– Basic Problem 3 in Definition 14.
– Basic Problem 4 in Definition 15.

In order to prove Lemmas 15 and 16 we use two intermediate Lemmas 23 and 24 which are two common
lemmas in the proofs of Lemmas 15 and 16.
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Lemma 23. Let (q,V,GT ,A, e) be dual pairing vector spaces by direct product of symmetric pairing groups.

Using {φi,j}, we can efficiently sample a random linear transformation W =
∑N,N
i=1,j=1 ri,jφi,j of V with

random coefficients {ri,j}i,j∈{1,...,N}
U← GL(N,Fq). The matrix (r∗i,j) = ({ri,j}−1)T defines the adjoint action

on V for pairing e, i.e., e(W (x), (W−1)T (y)) = e(x,y) for any x,y ∈ V, where (W−1)T =
∑N,N
i=1,j=1 r

∗
i,jφi,j.

Lemma 23 is proved in [20].

Definition 13 (Basic Problem 0). Basic Problem 0 is to find bit β given (paramBP0, B̂,B∗,y∗β ,f , bG, aG,
acG)

R← GBP0
β (1λ) for β

U← {0, 1} with probability non-negligibly greater than by a random guess, where

GBP0
β (1λ) :

paramG = (q,G,GT , G, e)
R← Gbpg(1λ),

paramV = (q,V,GT ,A, e)
R← Gdpvs(1λ, 3, paramG),

Λ = (λi,j)
U← GL(3,Fq), (µi,j) = (ΛT )

−1
, b, a

U← F×q ,

bi = b

3∑
j=1

λi,jaj , i = 1, 3, B̂ = (b1, b3),

b∗i = a

3∑
j=1

µi,jaj , i = 1, 2, 3, B∗ = (b∗1, b
∗
2, b
∗
3),

gT = e(G,G)ab, paramBP0 = (paramV, gT ),

δ, σ, ω
U← Fq, ρ, τ

U← F×q ,
y∗0 = (δ, 0, σ)B∗ , y∗1 = (δ, ρ, σ)B∗ , f = (ω, τ, 0)B,

Output (paramBP0, B̂,B∗,y∗β ,f , bG, aG, acG).

Let AdvBP0
F (λ) denote the advantage of a PPT algorithm F for the Basic Problem 0.

Lemma 24. For any adversary F , there exists a probabilistic machine D, whose running time is essentially
the same as that of D, such that for any security parameter λ, AdvBP0

F (λ) ≤ AdvDLIN
D (λ) + 5/q.

The proof of Lemma 24 was given in [20].

Proof of Lemma 15: Combining Lemmas 23, 24, 25 and 26 we obtain Lemma 15.

Definition 14 (Basic Problem 3). Basic Problem 3 is to find bit β given (param−→n , {B(k), B̂∗(k)}k=0,1,2,f
(0)
β ,

f
(1)
β,1,f

(2)
β,1, {f

(1)
i }i=2,...,n1

,f
(2)
2 )

R← GBP3
β (1λ,−→n = (2;n1, n2 = 2)) for β

U← {0, 1} with probability non-negligibly
greater than by a random guess, where

GBP3
β (1λ,−→n = (2;n1, n2 = 2)) :

(param−→n ,B(0),B∗(0),B(1),B∗(1),B(2),B∗(2)) R← Gob(1λ,−→n ),

B̂∗(0) = (b
∗(0)
1 , b

∗(0)
3 , b

∗(0)
4 , b

∗(0)
5 ),

B̂∗(1) = (b
∗(1)
1 , . . . , b∗(1)n1

, b
∗(1)
n1+2, . . . , b

∗(1)
3n1+1),

B̂∗(2) = (b
∗(2)
1 , b

∗(2)
2 , b

∗(2)
4 , b

∗(2)
5 , b

∗(2)
6 , b

∗(2)
7 ),

ω, γ
U← Fq, τ

U← F×q , f
(0)
0 = (ω, 0, 0, 0, γ)B(0) , f

(0)
1 = (ω, τ, 0, 0, γ)B(0) ,

ρ(1), ρ(2)
U← Fq,
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For k = 1, 2 : −→u (k) U← Fnk
q ;

f
(1)
0,1 = (

n1︷ ︸︸ ︷
ω−→e (1)

1 ,

n1︷ ︸︸ ︷
0n1 ,

n1︷ ︸︸ ︷
0n1 ,

1︷︸︸︷
γ )B(1) ,

f
(1)
1,1 = (

n1︷ ︸︸ ︷
ω−→e (1)

1 ,

n1︷ ︸︸ ︷
τ−→e (1)

1 ,

n1︷ ︸︸ ︷
0n1 ,

1︷︸︸︷
γ )B(1) ,

For i = 2, . . . , n1 : f
(1)
i = ωb

(1)
i ;

f
(2)
0,1 = (

2︷ ︸︸ ︷
ω, 0,

2︷ ︸︸ ︷
02,

2︷ ︸︸ ︷
02,

1︷︸︸︷
γ )B(2) ,

f
(2)
1,1 = (

2︷ ︸︸ ︷
ω, 0,

2︷ ︸︸ ︷
τ, 0,

2︷ ︸︸ ︷
02,

1︷︸︸︷
γ )B(2) ,

f
(2)
2 = ωb

(2)
2 ,

Output (param−→n , {B(k), B̂∗(k)}k=0,1,2,f
(0)
β ,f

(1)
β,1,f

(2)
β,1, {f

(1)
i }i=2,...,n1

,f
(2)
2 ).

Let AdvBP3
C (λ) denote the advantage of a PPT algorithm C for the Basic Problem 3.

Lemma 25. For any adversary C, there exists a probabilistic machine F , whose running time is essentially
the same as that of C, such that for any security parameter λ, AdvBP3

C (λ) ≤ AdvBP0
F (λ) for −→n = (2;n1, n2 =

2).

Proof. F is given a Basic Problem 0 instance (paramBP0, B̂,B∗,y∗β ,f , bG, aG, acG).

With paramG = (q,G,GT , G, e) contained in paramBP0, F computes

paramV0
= (q,V0,GT ,A0, e)

R← Gdpvs(1λ, 5, paramG),

paramVl
= (q,Vl,GT ,Al, e)

R← Gdpvs(1λ, 3nl + 1, paramG), l = 1, 2,

param−→n = ({paramVl
}l=0,1,2, gT ),

where gT is contained in paramBP0. F generates random linear transformation Wl on Vl(l = 0, 1, 2) given in
Lemma 23 and sets

d
(0)
l = W0(b∗l , 0, 0), l = 1, 2; d

(0)
3 = W0(0, 0, 0, 0, aG),

d
(0)
4 = W0(0, 0, 0, aG, 0), d

(0)
5 = W0(b∗3, 0, 0),

d
∗(0)
l = (W−10 )T (bl, 0, 0), l = 1, 2; d

∗(0)
3 = (W−10 )T (0, 0, 0, 0, bG),

d
∗(0)
4 = (W−10 )T (0, 0, 0, bG, 0), d

∗(0)
5 = (W−10 )T (b3, 0, 0),

g
(0)
β = W0(y∗β , 0, 0),

d
(1)
1 = W1(b∗1, 0

N1−3), d
(1)
n1+1 = W1(b∗2, 0

N1−3), d
(1)
N1

= W1(b∗3, 0
N1−3),

d
(1)
l = W1(0m, aG, 0N1−m−1) where

{
m = l + 1 if l ∈ {2, . . . , n1},
m = l if l ∈ {n1 + 2, . . . , N1 − 1},

d
∗(1)
1 = (W−11 )T (b1, 0

N1−3), d
∗(1)
n1+1 = (W−11 )T (b2, 0

N1−3), d
∗(1)
N1

= (W−11 )T (b3, 0
N1−3),

d
∗(1)
l = (W−11 )T (0m, bG, 0N1−m−1) where

{
m = l + 1 if l ∈ {2, . . . , n1},
m = l if l ∈ {n1 + 2, . . . , N1 − 1},

g
(1)
β,1 = W1(y∗β , 0

N1−3),

g
(1)
l = W1(0l+1, acG, 0N1−l−2), l = 2, . . . , n1;
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d
(2)
1 = W2(b∗1, 0

4), d
(2)
3 = W2(b∗2, 0

4), d
(2)
7 = W2(b∗3, 0

4),

d
(2)
l = W2(0m, aG, 07−m−1) where

{
m = 3 if l = 2,
m = l if l ∈ {4, . . . , 6},

d
∗(2)
1 = (W−12 )T (b1, 0

4), d
∗(2)
3 = (W−12 )T (b2, 0

4), d
∗(2)
7 = (W−12 )T (b3, 0

4),

otherwise, d
∗(2)
l = (W−12 )T (0m, bG, 07−m−1) where

{
m = 3 if l = 2,
m = l if l ∈ {4, . . . , 6},

g
(2)
β,1 = W2(x∗β , 0

4),

g
(2)
2 = W2(03, acG, 03),

where (v, 0Nl−3) = (G′, G′′, G′′′, 0Nl−3) for any v = (G′, G′′, G′′′) ∈ V = G3. This implies that D(0) =

(d
(0)
l )l=1,...,5 and D∗(0) = (d

∗(0)
l )l=1,...,5, D(j) = (d

(j)
l )l=1,...,3nj+1 and D∗(j) = (d

∗(j)
l )l=1,...,3nj+1, j = 1, 2

are dual orthonormal bases. F can compute D(j), j = 0, 1, 2; D̂∗(0) = (d
∗(0)
1 ,d

∗(0)
3 ,d

∗(0)
4 ,d

∗(0)
5 ), D̂∗(j) =

(d
∗(j)
1 , . . . ,d

∗(j)
nj ,d

∗(j)
nj+2, . . . ,d

∗(j)
3nj+1), j = 1, 2 using B̂ = (b1, b3), B∗, bG, and aG. F then gives (param−→n , {D(k),

D̂∗(k)}k=0,1,2, g
(0)
β , g

(1)
β,1, g

(2)
β,1, {g

(1)
i }i=2,...,n1

, g
(2)
2 ) to C, and outputs bit β′ if C outputs β′.

We observe that

g
(0)
0 = (ω′, 0, 0, 0, γ′)D(0) , g

(0)
1 = (ω′, τ ′, 0, 0, γ′)D(0) ,

g
(1)
0,1 = (

n1︷ ︸︸ ︷
ω′−→e (1)

1 ,

n1︷ ︸︸ ︷
0n1 ,

n1︷ ︸︸ ︷
0n1 ,

1︷︸︸︷
γ′ )D(1) , g

(2)
0,1 = (

2︷ ︸︸ ︷
ω′, 0,

2︷ ︸︸ ︷
02,

2︷ ︸︸ ︷
02,

1︷︸︸︷
γ′ )D(2) ,

g
(1)
1,1 = (

n1︷ ︸︸ ︷
ω′−→e (1)

1 ,

n1︷ ︸︸ ︷
τ ′−→e (1)

1 ,

n1︷ ︸︸ ︷
0n1 ,

1︷︸︸︷
γ′ )D(1) , g

(2)
1,1 = (

2︷ ︸︸ ︷
ω′, 0,

2︷ ︸︸ ︷
τ ′, 0,

2︷ ︸︸ ︷
02,

1︷︸︸︷
γ′ )D(2) ,

g
(1)
i = ω′b

(1)
i i = 2, . . . , n1; g

(2)
2 = ω′b

(2)
2 ,

where ω′ = δ, τ ′ = ρ, γ′ = σ are distributed uniformly in Fq, Therefore, the distribution of (param−→n , {D(k),

D̂∗(k)}k=0,1,2, g
(0)
β , g

(1)
β,1, g

(2)
β,1, {g

(1)
i }i=2,...,n1 , g

(2)
2 ) is exactly the same as in the instance of the Basic Problem

3.

Lemma 26. For any adversary B, there exists a probabilistic machine C, whose running time is essentially
the same as that of B, such that for any security parameter λ, AdvP3

B (λ) ≤ AdvBP3
C (λ) + 3/q for (−→n =

(2;n1, n2 = 2), d).

Proof. C is given an instance of the Basic Problem 3, i.e. a tuple (param−→n , {B(k), B̂∗(k)}k=0,1,2,f
(0)
β ,f

(1)
β,1,f

(2)
β,1,

{f (1)
i }i=2,...,n1

,f
(2)
2 ). It computes r

U← span〈b(1)3n1+1〉, rj
U← span〈b(2)7 〉, j = 1, . . . , d and sets t

(1)
β,1 = f

(1)
β,1 +

r, t
(2)
β,1,j = f

(2)
β,1 + rj , j = 1, . . . , d.

Then, C chooses u0
U← F×q , (u

(k)
i,j )

U← GL(Fq, nk), (z
(k)
i,j ) =

(
(u

(k)
i,j )
−1)T

, i = 1, . . . , nk, j = 1, . . . , nk, k = 1, 2.
and computes:

d
(0)
2 = (0, u0, 0, 0, 0)B(0) ,

d
(k)
nk+i

= (

nk︷ ︸︸ ︷
0nk ,

nk︷ ︸︸ ︷
u
(k)
i,1 , . . . , u

(k)
i,nk

,

nk︷ ︸︸ ︷
0nk ,

1︷︸︸︷
0 )B(k)

, i = 1, . . . , nk, k = 1, 2;

C then sets dual orthonormal basis vectors

d
∗(0)
2 = (0, u−10 , 0, 0, 0)B∗(0) ,

d
∗(k)
nk+i

= (

nk︷ ︸︸ ︷
0nk ,

nk︷ ︸︸ ︷
z
(k)
i,1 , . . . , z

(k)
i,nk

,

nk︷ ︸︸ ︷
0nk ,

1︷︸︸︷
0 )B∗(k)

, i = 1, . . . , nk, k = 1, 2.
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Note that C cannot compute d
∗(0)
2 and d

∗(k)
nk+i

, i = 1, . . . , nk, k = 1, 2 due to the lack of b
∗(0)
2 and b

∗(k)
nk+1.

Then, C computes D(0) = (b
(0)
1 ,d

(0)
2 , b

(0)
3 , b

(0)
4 , b

(0)
5 ), D̂∗(0) = (b

∗(0)
1 , b

∗(0)
3 , b

∗(0)
4 , b

∗(0)
5 ), D(k) = (b

(k)
1 , . . . , b

(k)
nk ,

d
(k)
nk+1, . . . ,d

(k)
2nk

, b
(k)
2nk+1, . . . , b

(k)
3nk+1), D̂∗(k) = (b

∗(k)
1 , . . . , b

∗(k)
nk , b

∗(k)
2nk+1, . . . , b

∗(k)
3nk+1), k = 1, 2.

Finally, C hands (param−→n , {D(k), D̂∗(k)}k=0,1,2,f
(0)
β , t

(1)
β,1, {t

(2)
β,1,j}j=1,...,d, {f (1)

i }i=2,...,n1 ,f
(2)
2 ) over to B and

outputs β′ ∈ {0, 1} if B outputs β′.
Observe that with respect to D(k),D∗(k), k = 0, 1, 2, the input to B has the same distribution as the instance

of Problem 3 unless the following events occur: u = 0, −→u (1) =
−→
0 , or −→u (2)

j =
−→
0 . Those events occur with

probability 3/q when β = 1.

Proof of Lemma 16: Combining Lemmas 23, 24, 27, and 28 we obtain Lemma 16.

Definition 15 (Basic Problem 4). Basic Problem 4 is to find bit β given (param−→n , B̂(0),B∗(0),y∗(0)β ,

f (0), {B̂(k),B∗(k), {y∗(k)β,i ,f
(k)
i }i=1,...,nk

}k=1,2)
R← GBP4

β (1λ,−→n = (2;n1, n2 = 2)) for β
U← {0, 1} with probabil-

ity non-negligibly greater than by a random guess, where

GBP4
β (1λ,−→n = (2;n1, n2 = 2)) :

(param−→n ,B(0),B∗(0),B(1),B∗(1),B(2),B∗(2)) R← Gob(1λ,−→n ),

B̂(0) = (b
(0)
1 , b

(0)
3 , b

(0)
4 , b

(0)
5 ),

B̂(1) = (b
(1)
1 , . . . , b(1)n1

, b
(1)
2n1+1, . . . , b

(1)
3n1+1),

B̂(2) = (b
(2)
1 , b

(2)
2 , b

(2)
5 , b

(2)
6 , b

(2)
7 ),

ω, ξ, δ
U← Fq, z, π

U← F×q ,

y
∗(0)
0 = (ω, 0, 0, ξ, 0)B∗(0) , y

∗(0)
1 = (ω, z, 0, ξ, 0)B∗(0) , f (0) = (δ, π, 0, 0, 0)B(0) ,

For k = 1, 2 and i = 1, . . . , nk :

y
∗(k)
0,i = (

nk︷ ︸︸ ︷
ω−→e (k)

i ,

nk︷ ︸︸ ︷
0nk ,

nk︷ ︸︸ ︷
ξ−→e (k)

i ,

1︷︸︸︷
0 )B∗(k) ,

y
∗(k)
1,i = (

nk︷ ︸︸ ︷
ω−→e (k)

i ,

nk︷ ︸︸ ︷
z−→e (k)

i ,

nk︷ ︸︸ ︷
ξ−→e (k)

i ,

1︷︸︸︷
0 )B∗(k) ,

f
(k)
i = (

nk︷ ︸︸ ︷
δ−→e (k)

i ,

nk︷ ︸︸ ︷
π−→e (k)

i

nk︷ ︸︸ ︷
0nk ,

1︷︸︸︷
0 )B(k) ,

Output (param−→n , B̂(0),B∗(0),y∗(0)β ,f (0), {B̂(k),B∗(k), {y∗(k)β,i ,f
(k)
i }i=1,...,nk

}k=1,2).

Let AdvBP4
C (λ) denote the advantage of a PPT algorithm C for the Basic Problem 4.

Lemma 27. For any adversary C, there exists a probabilistic machine F , whose running time is essentially
the same as that of C, such that for any security parameter λ, AdvBP4

C (λ) = AdvBP0
F (λ) for −→n = (2;n1, n2 =

2).

Proof. F is given a Basic Problem 0 instance (paramBP0, B̂,B∗,y∗β ,f , bG, aG, acG).

With paramG = (q,G,GT , G, e) contained in paramBP0, C computes

paramV0
= (q,V0,GT ,A0, e)

R← Gdpvs(1λ, 5, paramG),

paramVl
= (q,Vl,GT ,Al, e)

R← Gdpvs(1λ, 3nl + 1, paramG), l = 1, 2,

param−→n = ({paramVl
}l=0,1,2, gT ),
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where gT is contained in paramBP0. F generates random linear transformation Wl on Vl(l = 0, 1, 2) given in
Lemma 23, then sets

d
(0)
l = W0(bl, 0, 0), l = 1, 2, d

(0)
3 = W0(0, 0, 0, 0, bG),

d
(0)
4 = W0(b3, 0, 0), d

(0)
5 = W0(0, 0, 0, bG, 0),

d
∗(0)
l = (W−10 )T (b∗l , 0, 0), l = 1, 2, d

∗(0)
3 = (W−10 )T (0, 0, 0, 0, aG),

d
∗(0)
4 = (W−10 )T (b∗3, 0, 0), d

∗(0)
5 = (W−10 )T (0, 0, 0, aG, 0),

p
∗(0)
β = (W−10 )T (y∗β , 0, 0), g(0) = W0(f , 0, 0),

For k = 1, 2 :

For l = 1, 2, 3 and i = 1, . . . , nk :

d
(k)
(l−1)nk+i

= Wk(03(i−1), bl, 0
3(nk−i), 0);

d
(k)
3nk+1 = Wk(03nk , bG),

For l = 1, 2, 3 and i = 1, . . . , nk :

d
∗(k)
(l−1)nk+i

= (W−1k )T (03(i−1), b∗l , 0
3(nk−i), 0);

d
∗(k)
3nk+1 = (W−1k )T (03nk , aG),

For i = 1, . . . , nk :

p
∗(k)
β,i = (W−1k )T (03(i−1),y∗β , 0

3(nk−i), 0),

g
(k)
i = W1(03(i−1),f , 03(nk−i), 0).

Hence, we have that D(0) = (d
(0)
l )l=1,...,5 and D∗(0) = (d

∗(0)
l )l=1,...,5 as well as D(j) = (d

(j)
l )l=1,...,3nj+1

and D∗(j) = (d
∗(j)
l )l=1,...,3nj+1, j = 1, 2 are dual orthonormal bases. F can compute D∗(j), j = 0, 1, 2;

D̂(0) = (d
(0)
1 ,d

(0)
3 ,d

(0)
4 ,d

(0)
5 ), D̂(j) = (d

(j)
l , . . . ,d

(j)
nj ,d

(j)
2nj+1, . . . ,d

(j)
3nj+1), j = 1, 2, using B̂ = (b1, b3), B∗, bG,

and aG.
Then, F hands (param−→n , D̂(0),D∗(0),p∗(0)β , g(0), {D̂(k),D∗(k), {p∗(k)β,i , g

(k)
i }i=1,...,nk

}k=1,2) over to C and outputs
bit β′ if C outputs β′.
We observe that

p
∗(0)
0 = (ω, 0, 0, ξ, 0)D∗(0) , p

∗(0)
1 = (ω, z, 0, ξ, 0)D∗(0) , g(0) = (δ, π, 0, 0, 0)D(0) ,

For k = 1, 2 and i = 1, . . . , nk :

p
∗(k)
0,i = (

nk︷ ︸︸ ︷
ω−→e (k)

i ,

nk︷ ︸︸ ︷
0nk ,

nk︷ ︸︸ ︷
ξ−→e (k)

i ,

1︷︸︸︷
0 )D∗(k) ,

p
∗(k)
1,i = (

nk︷ ︸︸ ︷
ω−→e (k)

i ,

nk︷ ︸︸ ︷
z−→e (k)

i ,

nk︷ ︸︸ ︷
ξ−→e (k)

i ,

1︷︸︸︷
0 )D∗(k) ,

g
(k)
i = (

nk︷ ︸︸ ︷
δ−→e (k)

i ,

nk︷ ︸︸ ︷
π−→e (k)

i

nk︷ ︸︸ ︷
0nk ,

1︷︸︸︷
0 )D(k) .

Therefore, the distribution of (param−→n , D̂(0),D∗(0),p∗(0)β , g(0), {D̂(k),D∗(k), {p∗(k)β,i , g
(k)
i }i=1,...,nk

}k=1,2) is ex-
actly the same as in the instance of the Basic Problem 4. ut

Lemma 28. For any adversary B, there exists a probabilistic machine C, whose running time is essentially
the same as that of B, such that for any security parameter λ, AdvP4

B (λ) = AdvBP4
C (λ).

Proof. Given an instance of the Basic Problem 4, i.e. a tuple (param−→n , B̂(0),B∗(0),y∗(0)β ,f (0), {B̂(k),B∗(k),

{y∗(k)β,i ,f
(k)
i }i=1,...,nk

}k=1,2) the algorithm C computes r
∗(k)
i

U← span〈b∗(k)2nk+1, . . . , b
∗(k)
3nk
〉 and sets h

∗(k)
β,i =

y
∗(k)
β,i + r

∗(k)
i , i = 1, . . . , nk, k = 1, 2.
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Then, C chooses z′0
U← F×q , (z′

(k)
i,j )

U← GL(Fq, nk), i = 1, . . . , nk, j = 1, . . . , nk, k = 1, 2, and computes:

d
∗(0)
2 = (0, z′0, 0, 0, 0)B∗(0) ,

d
∗(k)
nk+i

= (

nk︷ ︸︸ ︷
0nk ,

nk︷ ︸︸ ︷
z′

(k)
i,1 , . . . , z

′(k)
i,nk

,

nk︷ ︸︸ ︷
0nk ,

1︷︸︸︷
0 )B∗(k) , i = 1, . . . , nk, k = 1, 2.

Then, C sets z0 = z−1z′0, u0 = z−10 , (z
(k)
i,j ) = z−1(z′

(k)
i,j ), and (u

(k)
i,j ) =

(
(z

(k)
i,j )
−1)T

, where z is defined as in the
Basic Problem 4. Then,

d
∗(0)
2 = (0, zz0, 0, 0, 0)B∗(0) ,

d
∗(k)
nk+i

= (

nk︷ ︸︸ ︷
0nk ,

nk︷ ︸︸ ︷
zz

(k)
i,1 , . . . , zz

(k)
i,nk

,

nk︷ ︸︸ ︷
0nk ,

1︷︸︸︷
0 )B∗(k)

, i = 1, . . . , nk, k = 1, 2;

d
(0)
2 = (0, z−1u0, 0, 0, 0)B(0) ,

d
(k)
nk+i

= (

nk︷ ︸︸ ︷
0nk ,

nk︷ ︸︸ ︷
z−1u

(k)
i,1 , . . . , z

−1u
(k)
i,nk

,

1︷︸︸︷
0,

1︷︸︸︷
0 )B(k)

, i = 1, . . . , nk, k = 1, 2.

Then, C computes

D∗(0) = (b
∗(0)
1 ,d

∗(0)
2 , b

∗(0)
3 , b

∗(0)
4 , b

∗(0)
5 ),

D̂(0) = (b
(0)
1 , b

(0)
3 , b

(0)
4 , b

(0)
5 ),

D∗(k) = (b
∗(k)
1 , . . . , b∗(k)nk

,d
∗(k)
nk+1, . . . ,d

∗(k)
2nk

, b
∗(k)
2nk+1, . . . , b

∗(k)
3nk+1),

D̂(k) = (b
(k)
1 , . . . , b(k)nk

, b
(k)
2nk+1, . . . , b

(k)
3nk+1), fork = 1, 2.

Finally, C hands (param−→n , D̂(0),D∗(0),y∗(0)β ,f (0), {D̂(k),D∗(k), {y∗(k)β,i ,f
(k)
i }i=1,...,nk

}k=1,2) over to B and if B
outputs β′ forwards this bit as its own output. For π in the Basic Problem 4 let π′ = zπ. Then, with respect
to π′,D(k),D∗(k), k = 0, 1, 2, the above input to B has the same distribution as the instance of Problem 4. ut

Proof of Lemma 17: The proof of Lemma 17 was given in [20].
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