
A Bound For Multiparty Secret Key Agreement
And Implications For A Problem Of Secure

Computing

Himanshu Tyagi1 and Shun Watanabe2

1 Information Theory and Applications (ITA) Center, University of California, San
Diego, La Jolla, CA 92093, USA.

htyagi@eng.ucsd.edu
2 Department of Information Science and Intelligent Systems, University of

Tokushima, Tokushima 770-8506, Japan, and Institute for Systems Research,
University of Maryland, College Park, MD 20742, USA.

shun-wata@is.tokushima-u.ac.jp

Abstract. We consider secret key agreement by multiple parties observ-
ing correlated data and communicating interactively over an insecure
communication channel. Our main contribution is a single-shot upper
bound on the length of the secret keys that can be generated, with-
out making any assumptions on the distribution of the underlying data.
Heuristically, we bound the secret key length in terms of “how far” is the
joint distribution of the initial observations of the parties and the eaves-
dropper from a distribution that renders the observations of the parties
conditionally independent across some partition, when conditioned on
the eavesdropper’s side information. The closeness of the two distribu-
tions is measured in terms of the exponent of the probability of error
of type II for a binary hypothesis testing problem, thus bringing out a
structural connection between secret key agreement and binary hypoth-
esis testing. When the underlying data consists of an independent and
identically distributed sequence, an application of our bound recovers
several known upper bounds for the asymptotic rate of a secret key that
can be generated, without requiring the agreement error probability or
the security index to vanish to 0 asymptotically.

Also, we consider the following problem of secure function computation
with trusted parties: Multiple parties observing correlated data seek to
compute a function of their collective data. To this end, they communi-
cate interactively over an insecure communication channel. It is required
that the value of the function be concealed from an eavesdropper with
access to the communication. When is such a secure computation of a
given function feasible? Using the aforementioned upper bound, we de-
rive a necessary condition for the existence of a communication protocol
that allows the parties to reliably recover the value of a given function,
while keeping this value concealed from an eavesdropper with access to
(only) the communication.
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1 Introduction

A uniformly distributed random string that is shared by legitimate parties and
remains concealed from eavesdroppers is a cherished resource in cryptography.
It can be used to authenticate or secure the communication between the parties,
or as a password granting access to one or more members of a group. It was
pointed out first by Bennett, Brassard, and Robert [3] that parties observing
correlated data and with access to an authenticated, error-free, albeit insecure,
communication channel can harness the correlation in their observations to share
a (almost) uniform random string that is concealed from an eavesdropper ob-
serving the communication as well as some correlated side information. Such a
shared random string, termed a secret key (SK), is secure in the sense of infor-
mation theoretic security, without making any assumptions on the computation
capabilities of the eavesdropper.3

For two parties, the problem of SK agreement from correlated observations
is well-studied. The problem was introduced by Maurer [20] and Ahlswede and
Csiszár [1], who considered the case where the correlated observations of the
two parties are long sequences, generated by an independent and identically dis-
tributed (IID) random process. However, in certain applications it is of interest
to consider observations arising from a single realization of correlated random
variables (RVs).4 For instance, in applications such as biometric and hardware
authentication (cf. [23, 14]), the correlated observations consist of different ver-
sions of the biometric and hardware signatures, respectively, recorded at the
registration and the authentication stages. To this end, Renner and Wolf [27]
derived bounds on the length of a SK that can be generated by two parties
observing a single realization of correlated RVs, using one-side communication.

The problem of SK agreement with multiple parties, for the IID setup, was
introduced in [13] (also, see [7] for an early formulation). In this work, we consider
the SK agreement problem for multiple parties observing a single realization of
correlated RVs.

Our main contributions are summarized below.

1.1 Main contributions

We derive a single-shot upper bound on the length of SKs that can be gen-
erated by multiple parties observing correlated data, using interactive public
communication. Unlike the single-shot upper bound in [27], which is restricted
to two parties with one-way communication, we allow arbitrary interactive com-
munication between multiple parties.5 Asymptotically our bound is tight – its

3 While the SK is information theoretically secure, the security of the cryptographic
protocols using it might be based on computation complexity.

4 This model is sometimes referred to as the single-shot model to distinguish it from
the IID case.

5 A comparison between a restriction of our bound to one-way communication and the
bound in [27] is unavailable, since the latter involves auxiliary RVs and therefore, is
difficult to evaluate.
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application to the IID case recovers some previously known (tight) bounds on
the asymptotic SK rates. In fact, we strengthen the previously known asymp-
totic results since we do not require the probability of error in SK agreement or
the security index to be asymptotically 0.6

For the heuristic idea underlying our upper bound, consider the two party
case when the eavesdropper observes only the communication between the legit-
imate parties (no side-information). Clearly, if the observations of the legitimate
parties are independent, a SK cannot be generated. We upper bound the length
of SKs that can be generated in terms of “how far” is the joint distribution
of the observations of the parties and from a distribution that renders their
observations independent. Specifically, for this special case, we show

Sε (X1, X2) ≤ − log βε+η
(
PX1X2 ,PX1 × PX2

)
+ 2 log(1/η),

where Sε (X1, X2) is the maximum length of a SK (for a given security index ε).
Here the distance between PX1X2 and PX1×PX2 is measured by βε, which is the
optimal probability of error of type II for testing the null hypothesis PX1X2 with
the alternative PX1

×PX2
, given that the probability of error of type I is smaller

than ε. Similarly, in the general case, our main result in Theorem 1 bounds the
secret key length in terms of the distance between the joint distribution of the
observations of the parties and the eavesdropper and a distribution that renders
the observations of the parties conditionally independent across some partition,
when conditioned on the eavesdropper’s side information.

Our approach brings out a structural connection between SK agreement and
binary hypothesis testing. This is in the spirit of [24], where a connection be-
tween channel coding and binary hypothesis testing was used to establish an
upper bound on the rate of good channel codes (see, also, [35, 16]). Also, our
upper bound is reminiscent of the measure of entanglement for a quantum state
proposed in [34], namely the minimum distance between the density matrix of
the state and that of a disentangled state. This measure of entanglement was
shown to be an upper bound on the entanglement of distillation in [34], where
the latter is the largest proportion of maximally entangled states that can be
distilled using a purification process [4].

As an application, we relate our result to the following problem of secure
function computation with trusted parties introduced in [33] (for an early ver-
sion of the problem, see [22]): Multiple parties observing correlated data seek
to compute a function of their collective data. To this end, they communicate
interactively over a public communication channel, which is assumed to be au-
thenticated and error-free. It is required that the value of the function be con-
cealed from an eavesdropper with access to the communication. When is such a
secure computation of a given function feasible?7 Using our aforementioned up-
per bound, we derive a necessary condition for the existence of a communication

6 Such bounds that do not require the probability of error to vanish to 0 are called
strong converse bounds [12].

7 In contrast to the traditional definition of secure computing [37], the legitimate
parties are trusted and allowed to get any information about each other’s data.
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protocol that allows the parties to reliably recover the value of a given function,
while keeping this value concealed from an eavesdropper with access to (only)
the communication.

1.2 Outline of paper

The next section contains formal descriptions of our model, the allowed interac-
tive communication, and a SK, along with a definition of the SK capacity. Also,
we review some basic notions in binary hypothesis testing that will be used in
this paper. Our main result is Theorem 1 in Section 3; implications of this main
result are presented as corollaries. In Section 4, we show that our new upper
bound is asymptotically tight and leads to a strong converse for the SK capac-
ity. Implications for the secure computing problem with trusted parties, along
with illustrative examples, are given in Section 5. The final section contains a
discussion of our results.

1.3 Notations

For brevity, we use abbreviations SK, RV, and IID for secret key, random vari-
able, and independent and identically distributed, respectively; a plural form will
be indicated by appending an ‘s’ to the abbreviation. The RVs are denoted by
capital letters and the corresponding range sets are denoted by calligraphic let-
ters. The distribution of a RV U is given by PU . The set of all parties {1, ...,m}
is denoted by M. For a collection of RVs {U1, .., Um} and a subset A of M,
UA denotes the RVs {Ui, i ∈ A}. For a RV U , Un denotes n IID repetitions
of the RV U . Similarly, Pn denotes the distribution corresponding to the n IID
repetitions generated from P. All logarithms in this paper are to the base 2.

2 Preliminaries

We consider the problem of SK agreement using interactive public communi-
cation by m (trusted) parties. The ith party observes a discrete RV Xi taking
values in a finite set Xi, 1 ≤ i ≤ m.8 Upon making these observations, the
parties communicate interactively over a public communication channel that is
accessible by an eavesdropper, who additionally observes a RV Z such that the
RVs (XM, Z) have a distribution PXMZ . We assume that the communication
is error-free and each party receives the communication from every other party.
Furthermore, we assume that the public communication is authenticated and
the eavesdropper cannot tamper with it. Specifically, the communication is sent
over r rounds of interaction. In the jth round of communication, 1 ≤ j ≤ r, the
ith party sends Fij , which is a function of its observation Xi, a locally generated
randomness9 Ui and the previously observed communication

F11, ..., Fm1, F12, ..., Fm2, ..., F1j , ..., F(i−1)j .

8 Our main theorem remains valid for RVs taking countably many values.
9 The RVs U1, ..., Um are mutually independent and independent jointly of (XM, Z).
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The overall interactive communication F11, ..., Fm1, ..., F1r, ..., Fmr is denoted by
F.

Using the interactive communication F and their local observations, the par-
ties agree on a SK. In the next section, we formally explain this notion.

2.1 Secret keys

A SK is a collection of RVs K1, ...,Km, where the ith party gets Ki, that agree
with probability close to 1 and are concealed, in effect, from an eavesdropper.
Formally, the ith party computes a function Ki of (Ui, Xi,F). Traditionally, the
RVs K1, ...,Km with a common range K constitute an (ε, δ)-SK if the following
two conditions are satisfied (for alternative definitions of secrecy, see [20, 11, 13])

P (K1 = · · · = Km) ≥ 1− ε, (1)

1

2
‖PK1FZ − Punif × PFZ‖ ≤ δ, (2)

where ‖ · ‖ is the variational distance and Punif is the uniform distribution on
K. The first condition above represents the reliable recovery of the SK and the
second condition guarantees security. In this work, we use the following alterna-
tive definition of a SK, which conveniently combines the recoverability and the
security conditions (cf. [25]): The RVs K1, ...,Km above constitute an ε-SK with
common range K if

1

2

∥∥∥PKMFZ − P
(M)
unif × PFZ

∥∥∥ ≤ ε, (3)

where

P
(M)
unif (kM) =

1(k1 = · · · = km)

|K|
.

In fact, the two definitions above are closely related.

Proposition 1. Given 0 ≤ ε, δ ≤ 1, if KM constitute an (ε, δ)-SK under (1)
and (2), then they constitute an (ε+ δ)-SK under (3).

Conversely, if KM constitute an ε-SK under (3), then they constitute an
(ε, ε)-SK under (1) and (2).

Note that a SK generation protocol that satisfies (3) universally composable-
emulates an ideal SK generation protocol (see [6] for a definition).10 Therefore,
by the composition theorem in [6], the complex cryptographic protocols using
such SKs instead of perfect SKs are secure.11

We are interested in characterizing the maximum length log |K| of an ε-SK.

10 The emulation is with emulation slack ε, for an environment of unbounded compu-
tational complexity.

11 A perfect SK refers to unbiased shared bits that are independent of eavesdropper’s
observations.
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Definition 1. Given 0 ≤ ε < 1, denote by Sε (X1, ..., Xm | Z) the maximum
length log |K| of an ε-SK KM with common range K.

Next, we define the concept of SK capacity [20, 1, 13].

Definition 2. Given 0 < ε < 1, the ε-SK capacity C(ε) is defined as follows:

C(ε) := lim inf
n→∞

1

n
Sε(X

n
1 , ..., X

n
m | Zn),

where the RVs {XMt, Zt} are IID for 1 ≤ t ≤ n, with a common distribution
PXMZ .

The SK capacity C is defined as the limit

C := lim
ε→0

C(ε).

For the case when the eavesdropper does not observe any side information, i.e.,
Z = constant, the SK capacity for two parties was characterized by Maurer [20]
and Ahlswede and Csiszár [1]. Later, the SK capacity for a multiterminal model,
with Z =constant was characterized by Csiszár and Narayan [13]. The general
problem of characterizing the SK capacity for arbitrary Z remains open. Several
upper bounds for SK capacity are known [20, 1, 21, 26, 13, 15], which are tight for
special cases.

In this paper, we present a single-shot upper bound on Sε (X1, ..., Xm | Z).
As a consequence, we obtain an upper bound on C(ε). In fact, for the case Z=
constant, this upper bound coincides with C, thus establishing that

C = C(ε), ∀ 0 < ε < 1.

This is a strengthening of the result in [32], where a strong converse was estab-
lished for (ε, δn)-SKs under (1) and (2), with δn → 0 as n→ 0.

Our upper bound is based on relating the SK agreement problem to a binary
hypothesis testing problem; in the next section we review some basic concepts
in hypothesis testing that will be used.

2.2 Hypothesis testing

Consider a binary hypothesis testing problem with null hypothesis P and alter-
native hypothesis Q, where P and Q are distributions on the same alphabet X .
Upon observing a value x ∈ X , the observer needs to decide if the value was
generated by the distribution P or the distribution Q. To this end, the observer
applies a stochastic test T, which is a conditional distribution on {0, 1} given
an observation x ∈ X . When x ∈ X is observed, the test T chooses the null
hypothesis with probability T(0|x) and the alternative hypothesis with proba-
bility T (1|x) = 1−T (0|x). For 0 ≤ ε < 1, denote by βε(P,Q) the infimum of the
probability of error of type II given that the probability of error of type I is less
than ε, i.e.,

βε(P,Q) := inf
T :P[T]≥1−ε

Q[T], (4)
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where

P[T] =
∑
x

P(x)T(0|x),

Q[T] =
∑
x

Q(x)T(0|x).

We close this section by noting two important properties of the quantity βε(P,Q).

1. Data Processing Inequality. Let W be a stochastic mapping from X
to Y, i.e., for each x ∈ X , W(· | x) is a distribution on Y. Then, with
PW(y) =

∑
x P(x)W(y|x) and QW(y) =

∑
x Q(x)W(y|x) , we have

βε(P,Q) ≤ βε(PW,QW). (5)

In other words, if we add extra noise to the observations, then βε can only
increase.

2. Stein’s Lemma. (cf. [19, Theorem 3.3]) For every 0 < ε < 1, we have

lim
n→∞

− 1

n
log βε(P

n,Qn) = D(P‖Q), (6)

where D(P‖Q) is the Kullback-Leibler divergence given by

D(P‖Q) =
∑
x∈X

P(x) log
P(x)

Q(x)
,

with the convention 0 log(0/0) = 0.

3 Main result: Upper bound on the length of a multiparty
secret key

In this section, we present a new methodology for proving converse results for
the multiparty SK agreement problem. Our main result is an upper bound on
the length log |K| of a SK generated by multiple parties, using interactive public
communication.

Consider a (nontrivial) partition π = {π1, ..., πl} of the setM. Heuristically,
if the underlying distribution of the observations PXMZ is such that XM are
conditionally independent across the partition π given Z, the length of a SK
that can be generated is 0. Our approach is to bound the length of a generated
SK in terms of “how far” is the distribution PXMZ from another distribution
Qπ
XMZ that renders XM conditionally independent across the partition π given

Z – the closeness of the two distributions is measured by βε
(
PXMZ ,Q

π
XMZ

)
.

Specifically, for a partition π with |π| ≥ 2 parts, let Q(π) be the set of all
distributions Qπ

XMZ that factorize as follows:

Qπ
XM|Z(x1, . . . , xm|z) =

|π|∏
i=1

Qπ
Xπi |Z

(xπi |z). (7)

Our main result is given below.
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Theorem 1 (Single-Shot Converse). Given 0 ≤ ε < 1, 0 < η < 1− ε, and a
partition π of M. It holds that

Sε (X1, ..., Xm | Z) ≤ 1

|π| − 1

[
− log βε+η

(
PXMZ ,Q

π
XMZ

)
+ |π| log(1/η)

]
(8)

for all Qπ
XMZ ∈ Q(π).

To prove Theorem 1, we first relate the SK length to the exponent of the probabil-
ity of error of type II in a binary hypothesis testing problem where an observer of
(KM,F, Z) seeks to find out if the underlying distribution was PXMZ or Qπ

XMZ .
This result is stated next.

Lemma 1. For an ε-SK KM with a common range K generated using an in-
teractive communication F, let WKMF|XMZ be the resulting conditional distri-
bution on (KM,F) given (XM, Z). Then, for every 0 < η < 1 − ε and every
Qπ
XMZ ∈ Q(π), we have

log |K| ≤ 1

|π| − 1

[
− log βε+η

(
PKMFZ ,Q

π
KMFZ

)
+ |π| log(1/η)

]
, (9)

where PKMFZ is the marginal of (KM,F, Z) for the joint distribution

PKMFXMZ = WKMF|XMZ PXMZ ,

and Qπ
KMFZ is the corresponding marginal for the joint distribution

Qπ
KMFXMZ = WKMF|XMZ Qπ

XMZ .

Also, we need the following basic property of interactive communication which
was pointed out in [32].

Lemma 2. Given Qπ
XMZ ∈ Q(π) and an interactive communication F, the fol-

lowing holds:

Qπ
XM|FZ(xM|f , z) =

|π|∏
i=1

Qπ
Xπi |FZ

(xπi |f , z),

i.e., conditionally independent observations remain so when conditioned addi-
tionally on an interactive communication.

Proof of Lemma 1. We establish (9) by constructing a test for the hypothesis
testing problem with null hypothesis P = PKMFZ and alternative hypothesis
Q = Qπ

KMFZ . Specifically, we use a deterministic test12 with the following ac-
ceptance region (for the null hypothesis)13:

A :=

{
(kM, f , z) : log

P
(M)
unif (kM)

Qπ
KM|FZ(kM|f , z)

≥ λπ

}
,

12 In fact, we use a simple threshold test on the log-likelihood ratio but with P
(M)
unif ×PFZ

in place of PKMFZ , since the two distributions are close to each other by the security
condition (3).

13 The values (kM, f , z) with Qπ
KM|FZ(kM|f , z) = 0 are included in A.
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where
λπ = (|π| − 1) log |K| − |π| log(1/η).

For this test, the probability of error of type II is bounded above as

Qπ
KMFZ(A) =

∑
f ,z

Qπ
FZ(f , z)

∑
kM:

(kM,f ,z)∈A

Qπ
KM|FZ(kM|f , z)

≤ 2−λπ
∑
f ,z

Qπ
FZ(f , z)

∑
kM

P
(M)
unif (kM)

= |K|1−|π|η−|π|. (10)

On the other hand, the probability of error of type I is bounded above as

PKMFZ (Ac) ≤ 1

2

∥∥∥PKMFZ − P
(M)
unif × PFZ

∥∥∥+ P
(M)
unif × PZF (Ac)

≤ ε+ P
(M)
unif × PFZ(Ac), (11)

where the first inequality follows from the definition of variational distance, and
the second is a consequence of the security condition (3) satisfied by the ε-SK
KM. The second term above can be expressed as follows:

P
(M)
unif × PFZ (Ac) =

∑
f ,z

PFZ (f , z)
1

|K|
∑
k

1 ((k, f , z) ∈ Ac)

=
∑
f ,z

PFZ(f , z)
1

|K|
∑
k

1

(
Qπ
KM|FZ(k|f , z)|K||π|η|π| > 1

)
,

(12)

where k = (k, . . . , k). The inner sum can be further upper bounded as∑
k

1

(
Qπ
KM|FZ(k|f , z)|K||π|η|π| > 1

)
≤
∑
k

(
Qπ
KM|FZ(k|f , z)|K||π|η|π|

) 1
|π|

= |K|η
∑
k

Qπ
KM|FZ(k|f , z)

1
|π|

= |K|η
∑
k

|π|∏
i=1

Qπ
Kπi |FZ

(k|f , z)
1

|π| , (13)

where the previous equality uses Lemma 2 and the fact that given F, Kπi is a
function of (Xπi , Uπi). Next, an application of Hölder’s inequality to the sum on
the right-side of (13) yields

∑
k

|π|∏
i=1

Qπ
Kπi |FZ

(k|f , z)
1

|π| ≤
|π|∏
i=1

(∑
k

Qπ
Kπi |FZ

(k|f , z)

) 1
|π|

≤
|π|∏
i=1

(∑
kπ

Qπ
Kπi |FZ

(kπi |f , z)

) 1
|π|

= 1. (14)
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Upon combining (12)-(14) we obtain

P
(M)
unif × PFZ(Ac) ≤ η,

which along with (11) gives

PKMFZ (Ac) ≤ ε+ η. (15)

It follows from (15) and (10) that

βε+η
(
PKMFZ ,Q

π
KMFZ

)
≤ |K|1−|π|η−|π|,

which completes the proof. ut

Proof of Theorem 1. Using the data processing inequality (5) with P =
PXMZ , Q = Qπ

XMZ , and W = WKMF|XMZ , we get

βε+η
(
PXMZ ,Q

π
XMZ

)
≤ βε+η

(
PKMFZ ,Q

π
KMFZ

)
,

which along with Lemma 1 gives Theorem 1. ut

We close this section with a simple extension of the bound of Theorem 1. Con-
sider a RV Z such thatXM — Z — Z is a Markov chain. Then, Sε (X1, ..., Xm | Z)
cannot decrease if the eavesdropper observes Z instead of Z, i.e.,

Sε (X1, ..., Xm | Z) ≤ Sε
(
X1, ..., Xm | Z

)
.

This observation and Theorem 1 give the following result.

Corollary 1. Given 0 ≤ ε < 1, 0 < η < 1− ε, a partition π of M and a RV Z
such that XM — Z — Z is a Markov chain. It holds that

Sε (X1, ..., Xm | Z) ≤ 1

|π| − 1

[
− log βε+η

(
PXMZ ,Q

π
XMZ

)
+ |π| log(1/η)

]
,

for all Qπ
XMZ

satisfying Qπ
XM|Z

=

|π|∏
i=1

Qπ
Xπi |Z

.

4 Asymptotic tightness of the upper bound

In this section, we show that our upper bound on Sε (X1, ..., Xm | Z) in Theorem
1 is asymptotically tight. Moreover, it extends some previously known upper
bounds on C to upper bounds on C(ε), for all 0 < ε < 1.

First, consider the case where the eavesdropper gets no side information, i.e.,
Z = constant. With this simplification, the SK capacity C for multiple parties
was characterized by Csiszár and Narayan [13]. Furthermore, they introduced
the remarkable expression on the right-side of (16) below as an upper bound
for C, and showed its tightness for m = 2, 3. Later, the tightness of the upper
bound for arbitrary m was shown in [9]; we summarize these developments in
the result below.
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Theorem 2. [13, 9] The SK capacity C for the case when eavesdropper’s side
information Z = constant is given by

C = min
π

1

|π| − 1
D

(
PXM

∥∥∥∥ |π|∏
i=1

PXπi

)
, (16)

where the min is over all partitions π of M.

This generalized the classic result of Maurer [20] and Ahlswede and Csiszár [1],
which established that for two parties, C = D (PX1X2

‖PX1
× PX2

), which is the
same as Shannon’s mutual information between X1 and X2.

The converse part of Theorem 2 relied critically on the fact that ε → 0
as n → 0. Below we strengthen the converse and show that the upper bound
for SK rates implied by Theorem 2 holds even when ε is fixed. Specifically, for
0 < ε < 1 and Z = constant, an application of Theorem 1 to the IID rvs Xn

M,

with Qπ
XnM

=
∏|π|
i=1 PnXπi

, yields

Sε (Xn
1 , ..., X

n
m) ≤ 1

|π| − 1

− log βε+η

PnXM
,

|π|∏
i=1

PnXπi

+ |π| log(1/η)

 ,
where η < 1− ε. Therefore, using Stein’s Lemma (see (6)) we get

C(ε) ≤ 1

|π| − 1
lim inf
n→∞

− 1

n
log βε+η

PnXM
,

|π|∏
i=1

PnXπi


=

1

|π| − 1
D

(
PXM

∥∥∥∥ |π|∏
i=1

PXπi

)
.

Thus, we have established the following strong converse for the SK capacity
when Z = constant.

Corollary 2 (Strong Converse). For every 0 < ε < 1, the ε-SK capacity
when Z = constant is given by

C(ε) = C = min
π

1

|π| − 1
D

(
PXM

∥∥∥∥ |π|∏
i=1

PXπi

)
.

Next, we consider the general case for two parties, where the eavesdropper’s
side information Z may not be constant. Applying Corollary 1 with

Qπ
Xn1 X

n
2 Z

n = Pn
X1|Z

Pn
X2|Z

Pn
Z

and following the steps above, we get the intrinsic conditional information bound
of [21], without requiring the ε to vanish to 0.14

14 This bound is a stepping stone for other, often tighter, bounds [26, 15].
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Corollary 3. For every 0 < ε < 1, the ε-SK capacity for two parties (m = 2)
is bounded above as15

C(ε) ≤ min
PZ̄|Z

I(X1 ∧X2|Z̄).

5 Implications for secure computing with trusted parties

In this section, we present a connection of our result to a problem of secure
function computation with trusted parties, where the parties seek to compute
a function of their observations using a communication that does not reveal
the value of the function by itself (without the observations at the terminals).
This is in contrast to the traditional definition of secure computing [37] where
the communication is secure but the parties are required not to get any more
information than the computed function value. This problem was introduced
in [33] where a matching necessary and sufficient condition was given for the
feasibility of secure computing in the asymptotic case with IID observations.
Here, using Theorem 1, we derive a necessary condition for the feasibility of
such secure computing for general observations (not necessarily IID).

5.1 Problem Formulation

Consider m ≥ 2 parties observing RVs X1, ..., Xm taking values in finite sets
X1, ...,Xm, respectively. Upon making these observations, the parties communi-
cate interactively in order to securely compute a function g : X1× ...×Xm → G in
the following sense: The ith party forms an estimate G(i) of the function based
on its observation Xi, local randomization Ui and interactive communication
F, i.e., G(i) = G(i)(Ui, Xi,F). For 0 ≤ ε, δ < 1, a function g is (ε, δ)-securely
computable if there exists a protocol satisfying

P
(
G = G(1) = ... = G(m)

)
≥ 1− ε, (17)

1

2
‖PGF − PG × PF‖ ≤ δ, (18)

where G = g (XM). The first condition captures the reliability of computa-
tion and the second condition ensures the security of the protocol. Heuristically,
for security we require that an observer of (only) F must not get to know the
computed value of the function. We seek to characterize the (ε, δ)-securely com-
putable functions g.

In [33], an asymptotic version of this problem was addressed. The parties
observe Xn

1 , ..., X
n
m and seek to compute Gt = g (X1t, ..., Xmt) for each t ∈

{1, ..., n}; consequently, the RVs {Gt, 1 ≤ t ≤ n} are IID. A function g is securely

computable if the parties can form estimates G
(n)
(1) , ..., G

(n)
(m) such that

P
(
Gn = G

(n)
(1) = ... = G

(n)
(m)

)
≥ 1− εn, 1

2 ‖PGnF − PGn × PFZ‖ ≤ εn,

15 The min instead of inf is justified by the support lemma [12] (see also [10]).
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where lim
n→∞

εn = 0. The following characterization of securely computable func-

tions g is known.

Theorem 3. [33] For the asymptotic case described above, a function g is se-
curely computable if H(G) < C, where H(G) is the entropy of the RV G =
g(X1, ..., Xm) and C is the SK capacity.

Conversely, if a function g is securely computable, then H(G) ≤ C.

Heuristically, the necessary condition above follows upon observing that if the
parties can securely compute the function g, then they can extract a SK of rate
H(G) from RVs Gn. Therefore, H(G) must be necessarily less than the maximum
rate of a SK that can be generated, namely the SK capacity C.

In the next section, this heuristic is applied to obtain a necessary condition
for a function g to be (ε, δ)-securely computable for general observations.

5.2 A necessary condition for functions to be securely computable

We present a necessary condition for a function g to be (ε, δ)-securely com-
putable. The following definition is required.

Definition 3. Denote by P(X ) the set {P : P (x) ≥ 0 ∀x, and
∑
x P (x) ≤ 1} .

For PX ∈ P(X ), the min-entropy of PX is given by

Hmin (PX) = − log max
x

PX (x) .

The ε-smooth min-entropy of PX (cf. [5, 25, 27]) is defined as

Hε
min(PX) := max

P∈P(X):
1
2‖PX−P‖≤ε

Hmin(P).

Corollary 4. For 0 ≤ ε, δ < 1 with ε + δ < 1, if a function g is (ε, δ)-securely
computable, then

Hξ
min(PG) ≤ 1

|π| − 1

[
− log βµ

(
PXMZ ,Q

π
XMZ

)
+ |π| log(1/η)

]
+ 2 log(1/2ζ) + 1,

∀Qπ
XMZ ∈ Q(π), (19)

for every µ := ε+ δ + 2ξ + ζ + η with ξ, ζ, η > 0 such that µ < 1, and for every
partition π of M.

The proof of Corollary 4 is based on extracting an ε-SK from the RV G that the
parties share. We need the following version of the Leftover-Hash Lemma, which
is a significant extension of the original result of Impagliazzo-Levin-Luby in [17]
(see, also, [2]).

Lemma 3. (cf. [25, 27]) For 0 ≤ ε < 1 and a RV X taking values in X , there
exists16 K : X → K such that the RV K = K(X) satisfies

1

2
‖PK − Punif‖ ≤ 2ε+

1

2

√
|K|2−Hεmin(PX), (20)

where Punif is the uniform distribution on K.

16 A randomly chosen function from a 2-universal hash family suffices.
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Proof of Corollary 4. Lemma 3 with X = G and condition (18) imply that
there exists K = K(G) with

1

2

∥∥PK(G)F − Punif × PF

∥∥
≤ 1

2

∥∥PK(G)F − PK(G) × PF

∥∥+
1

2

∥∥PK(G) × PF − Punif × PF

∥∥
≤ 1

2
‖PGF − PG × PF‖+

1

2

∥∥PK(G) − Punif

∥∥
≤ δ + 2ξ +

1

2

√
|K|2−Hξmin(PG).

Thus, in the view of Proposition 1, for |K| = b2H
ξ
min(PG)4ζ2c, the RV K consti-

tutes17 an (ε+ δ + 2ξ + ζ)-SK. An application of Theorem 1 gives (19). ut

5.3 Illustrative Examples

Example 1. (Computing functions of independent observations using a
perfect SK). Suppose the ith party observes Ui, where the RVs U1, ..., Um are
mutually independent. Furthermore, all parties share a κ-bit perfect SK K which
is independent of UM. How many bits κ are required to (ε, δ)-securely compute
a function g (U1, ..., Um)?

Note that the data observed by the ith party is given by Xi = (Ui,K). A
simple calculation shows that for every partition π of M,

βε

PXM ,

|π|∏
i=1

PXπi

 ≥ (1− ε)κ1−|π|,

and therefore, by Corollary 4 a necessary condition for g to be (ε, δ)-securely
computable is

Hξ
min(PG) ≤ κ+

1

|π| − 1
(|π| log(1/η) + log(1/(1− µ))) + 2 log(1/2ζ) + 1,(21)

for every ξ, ζ, η > 0 satisfying µ = ε+ δ + 2ξ + ζ + η < 1.
For the special case when Ui = Bni , a sequence of independent, unbiased bits,

and
g (Bn1 , ..., B

n
m) = B11 ⊕ ...⊕Bm1, ..., B1n ⊕ ...⊕Bmn,

i.e., the parties seek to compute the (element-wise) parities of the bit sequences,

it holds that Hξ
min(PG) ≥ n. Therefore, (ε, δ)-secure computing is feasible only if

n ≤ κ+O(1). We remark that this necessary condition is also (almost) sufficient.
Indeed, if n ≤ κ, all but the mth party can reveal all their bits Bn1 , . . . , B

n
m−1

and the mth party can send back Bn1 ⊕ . . . ⊕ Bnm ⊕Kn, where Kn denotes any
n out of κ bits of K. Clearly, this results in a secure computation of g.

17 Strictly speaking, the estimates K1, ...,Km of K formed by different parties consti-
tute the (ε+ δ + 2ξ + ζ)-SK in the sense of (3).
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Example 2. (Secure transmission). Two parties sharing a κ-bit perfect SK
K seek to exchange a message M securely.18 To this end, they communicate
interactively using a communication F, and based on this communication the
second party forms an estimate M̂ of the first party’s message M . This protocol
accomplishes (ε, δ)-secure transmission if

P
(
M = M̂

)
≥ 1− ε, 1

2 ‖PMF − PM × PF‖ ≤ δ.

The classic result of Shannon [30] implies that (0, 0)-secure transmission is fea-
sible only if κ is at least log ‖M‖, where ‖M‖ denotes the size of the message
space.19 But, can we relax this constraint for ε, δ > 0? In this example, we
will give a necessary condition for the feasibility of (ε, δ)-secure transmission by
relating it to the previous example.

Specifically, let the observations of the two parties consist of X1 = (M,K),
X2 = K. Then, (ε, δ)-secure transmission of M is tantamount to securely com-
puting the function g(X1, X2) = M . Therefore, using (21), (ε, δ)-secure trans-
mission of M is feasible only if

Hξ
min(PM ) ≤ κ+ 2 log(1/η) + log(1/(1− µ)) + 2 log(1/2ζ) + 1, (22)

for every ξ, ζ, η > 0 satisfying µ = ε+ δ + 2ξ + ζ + η < 1.
Condition (22) brings out a trade-off between κ and ε+ δ (cf. [18, Problems

2.12 and 2.13]). For an illustration, consider a message M consisting of a RV Y
taking values in a set Y = {0, 1}n ∪{0, 1}2n and with the following distribution:

PY (y) =

{
1
2 ·

1
2n y ∈ {0, 1}n

1
2 ·

1
22n y ∈ {0, 1}2n

.

For ε + δ = 0, we know that secure transmission will require κ to be more
than the worst-case message length 2n. But perhaps by allowing ε + δ to be
greater than 0, we can make do with fewer SK bits; for instance, perhaps κ
equal to H(M) = (3/2)n + 1 will suffice (note that the average message length
equals (3/2)n). The necessary condition above says that this is not possible if

ε+ δ < 1/2. Indeed, since Hξ
min(PY ) ≥ 2n for ξ = 1/4, we get from (22) that the

message M = Y can be (ε, δ)-securely transmitted only if 2n ≤ κ+O(1), where
the constant depends on ε and δ.

6 Discussion

The evaluation of the upper bound in Theorem 1 relies on the computation of
βε(P,Q). The latter is given by a linear program (see (4)), solving which has a
polynomial complexity in the size of the observation space. Also, weaker bounds

18 A message M is a RV with known distribution PM .
19 This is a slight generalization of Shannon’s original result; see [18, Theorem 2.7] for

a proof.
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than (8) can be obtained by using upper bounds on − log βε(P,Q); the following
is easy to show:

− log βε(P,Q) ≤ inf
γ
γ − log

(
P

(
log

P(X)

Q(X)
≤ γ

)
− ε
)
.

In particular, using γ = Dα(P,Q) + 1
1−α log(1 − ε − ε′), where Dα(P,Q) is the

Rényi’s divergence of order α > 1 [29] given by

Dα(P,Q) =
1

α− 1
log
∑
x∈X

P(x)αQ(x)1−α,

it can be shown that

− log βε(P,Q) ≤ Dα(P,Q) +
1

1− α
log(1− ε− ε′)− log (ε′) .

In general, this bound is not tight, but it can lead to an upper bound on SK
length that is easier to evaluate than the original bound (8) and can also be used
to prove Stein’s lemma (see (6)). Tighter bounds are available when P and Q
correspond to IID RVs or a Markov chain [36].

Finally, we remark that we did not present any general protocols for mul-
tiparty SK agreement or for secure function computation with trusted parties.
For the SK agreement problem, it is possible to mimic the approach in [20, 1,
13, 27] to obtain protocols that first use communication for information recon-
ciliation and then extract SKs using privacy amplification. The challenge in the
multiparty setup is to identify the appropriate information to be reconciled. The
task is perhaps even more daunting for the secure function computation with
trusted parties where, at the outset, the communication must be selected to be
almost independent of the computed function value. A sufficient condition for
the existence of such communication can be derived based on the approach in
[8] (cf. [28]). Specifically, the sufficient condition will guarantee the existence of
random (noninteractive) communication that is almost independent of the func-
tion value and at the same time allows each party to recover the collective data
of all the parties. But it is unclear if the resulting sufficient condition matches
the necessary condition in Corollary 4. In particular, we cannot verify or contra-
dict the following intriguing observations made in [13] and [33] (see, also, [31]),
respectively:

1. A largest rate SK can be generated by recovering the collective data of all
the parties Xn

M, locally, at each party.20

2. Every securely computable function can be computed by first recovering the
entire data at each terminal, using a communication that does not give away
the value of g.

Examining if these asymptotic principles hold in the general single-shot setting
is an interesting future research direction.

20 Recovering Xn
M at a party is referred to as the party attaining omniscience [13].
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