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Abstract

A secret sharing scheme is non-perfect if some subsets of participants cannot recover
the secret value but have some information about it. This work is dedicated to the search
of efficient non-perfect secret sharing schemes. The efficiency is measured by means of the
information ratio, the ratio between the maximum length of the shares and the length of the
secret value.

In order to study perfect and non-perfect secret sharing schemes with all generality, we
describe the structure of the schemes through their access function, a real function that
measures the amount of information that every subset of participants knows about the secret
value. We present new tools for the construction of secret sharing schemes. In particular, we
construct a secret sharing scheme for every access function.

We extend the connections between polymatroids and perfect secret sharing schemes to
the non-perfect ones to find new results on the information ratio. We find a new lower bound
on the information ratio that is better than the ones previously known. In particular, this
bound is tight for uniform access functions. The access function of a secret sharing scheme is
uniform if all participants play the same role in a scheme (e.g. ramp secret sharing schemes).
Moreover, we construct a secret sharing scheme with optimal information ratio for every
rational uniform access function.

Key words. Secret sharing, Non-perfect secret sharing scheme, Information
Ratio, Polymatroid
1 Introduction

A secret sharing scheme is a method to protect a secret value by distributing it into shares
among a set of participants in order to prevent the disclosure of the secret. Authorized subsets
are those subsets of participants that can fully recover the secret, while forbidden subsets are
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those that cannot obtain any information about the secret in the information theoretic sense. A
secret sharing scheme is said to be perfect whenever non-authorized subsets are forbidden, and
non-perfect if some subsets are neither authorized nor forbidden.

Secret sharing was introduced by Shamir [30] and Blakley [4] in 1979. Namely, they presented
threshold secret sharing schemes. These schemes are perfect and have a fundamental role in
several areas of cryptography such as secure multiparty computation and distributed cryptography.
Blakley and Meadows [5] presented the ramp secret sharing schemes, the first non-perfect secret
sharing schemes. The structure of these schemes can be described by means of two thresholds
t and r. The subsets of size smaller or equal than ¢ cannot obtain any information about the
secret, while the ones of size greater or equal than r can recover the secret. The subsets of size
k with ¢ < k < r have a certain amount of information of the secret that is proportional to
(k—1t)/(r —t). Ramp schemes, as well as other non-perfect secret sharing schemes, have also
been used for building efficient secure multiparty computation protocols [8]. Both threshold and
ramp secret sharing schemes are uniform, because the role of all participants in the scheme is
the same.

It is common to describe the structure of perfect secret sharing schemes by their access
structure, the family of authorized subsets. For non-perfect schemes, there is currently not a
standard way to describe it [13, 16, 21, 25, 28], it depends on the amount of detail that is needed.
Most of them classify the subsets into different families, according to the amount of information
they know about the secret. Ishai, Kushilevitz, and Strulovich [16] introduced the fractional
access structures, monotone functions whose image is {1,...,m} that measure the amount of
information known about the secret.

In this work we consider more general monotone functions that record the fraction of
information known about the secret for any subset. An access function on a set of participants
P is a monotone increasing function whose range is [0, 1]. The access function of a secret sharing
scheme is a (real-valued) function which tells, for every subset, the amount of information known
about the secret. The image of forbidden subsets is 0, while the image of authorized subsets
is 1. Hence, the access function of perfect secret sharing schemes is a Boolean function. This
definition encapsulates the previous attemps at defining the structure of non-perfect access
structures. As customary with a new structure definition, the following question arises:

Question 1.1. Is every access function realizable?

We answer this question in the affirmative. This result is not entirely obvious since the usual
approach of using linear schemes cannot work. Indeed, there are only countably many linear
secret sharing schemes, while there are uncountably many access functions. Therefore, some
access functions are inherently non-linear or might only be realized in the limit by a sequence of
linear schemes.

The second natural question is related to the efficiency of schemes. In this work we measure
the efficiency by means of the information ratio, the ratio between the entropy of the largest
share and the entropy of the secret. The optimal information ratio of an access function F is
the infimum of the information ratio of all the secret sharing schemes for F.

Question 1.2. What is the optimal information ratio of an access function?

This problem is wide open, even for perfect secret sharing schemes, and is one of the most
important problems in secret sharing. A related open problem is the construction of optimal
secret sharing schemes. For perfect secret sharing the length of every share is at least the length
of the secret. However, for non-perfect secret sharing schemes the length of the shares can be
smaller. We provide new tools by means of which we solve these open problems for some families
of access functions.



The third main question we consider is related to secret sharing schemes with uniform
rational access functions. These schemes were studied in [16], and some constructions were
presented. Moreover, the following open problem is stated:

Question 1.3. For which uniform rational access functions do there exist a secret sharing
scheme with information ratio equal to one?

We solve this problem, by showing that every uniform rational access function has this
property. Furthermore, for every one of these access functions we compute their optimal
information ratio and we provide an explicit linear secret sharing scheme whose information
ratio attains this value.

1.1 Related Work

Several works investigated non-perfect schemes through different angles. Blakley and Meadows [5]
presented the ramp secret sharing schemes, the first non-perfect secret sharing schemes, and
some subsequent works analyzed this particular family of uniform schemes. Kurosawa, Ogata,
and Tsujii [25] were the first that considered the problem of the optimization of non-perfect
secret sharing schemes for general access functions. Matroids play a fundamental role in the
characterization of ideal perfect secret sharing schemes. Some works extended this connection to
the non-perfect case in order to find equivalent results [13, 21, 28]. In this work we extend the
connection the connection between polymatroids and perfect secret sharing schemes [11] to the
non-perfect ones.

Ishai, Kushilevitz, and Strulovich [16] introduced the notion of fractional access structures,
and found a connection between non-perfect secret sharing schemes and Markov chains. They
constructed secret sharing schemes for every rational access function. The properties of non-
perfect secret sharing schemes in which the size of the secret is small have been studied in [7].
Due to the use of secret sharing in secure multiparty computation, some works (e.g. [8]) studied
the use of non-perfect secret sharing schemes for building efficient protocols.

Non-perfect secret sharing schemes can be seen as entropic points. That is, points defined by
the list of entropies of all the possible subsets. In the case of uniform functions, Chen and Yeung
studied in [9] similar concepts. They proved that only Shannon-type information inequalities are
needed in this setting. We confirm and give another proof of their result using other methods.
The entropy method is the most used tool in order to get bounds for the information ratio of
perfect schemes, see e.g. [11]. This method can also be used for non-perfect schemes (see [19]).

1.2 Our Results

We provide a new general framework for the study of secret sharing schemes. Our framework
covers the previous results on perfect and non-perfect secret sharing schemes, and allows the
generalization of fundamental results on the efficiency of perfect secret sharing schemes to the
non-perfect ones. We describe the structure of a secret sharing schemes by means of its access
function. In Theorem 3.1 we answer Question 1.1 by constructing a secret sharing scheme for
every access function. This strongly motivates the use of access functions for describing the
structure of secret sharing schemes.

We extend the connection between polymatroids and perfect secret sharing schemes to non-
perfect secret sharing schemes. This connection is very important, not only from the theoretical
point of view. Based on this connection, we study Question 1.2 and we provide a new lower
bound on the optimal information ratio, that is better that previously known bounds. For
rational uniform access functions we show in Theorem 7.4 that this bound is tight.



Moreover, Theorem 7.4 also answers Question 1.3. For every rational uniform access function
we compute the optimal information ratio and we construct an optimal linear secret sharing
scheme for it. Theorem 7.4 provides interesting corollaries on the nature of the uniform secrt
sharing schemes. The proof of the theorem uses new general tools for convex combinations of
access functions (Proposition 3.2)

For non-rational access functions we also provide tools for the construction of secret sharing
schemes and results on their optimal information ratio. Among them, explicit constructions of
secret sharing schemes and (asymptotically) optimal secret sharing schemes for any uniform
access functions. We further discuss the size of the secret and the linearity of the resulting
schemes.

2 Secret Sharing Schemes

In this work we consider a definition of secret sharing schemes that is based on information theory.
For a complete introduction to secret sharing, see [1, 26], and for a textbook on information
theory see [10]. We begin by introducing some notation. For a finite set @, we use P(Q) to
denote its power set, that is, the set of all subsets of (). We use a compact notation for set
unions, that is, we write XY for X UY and Xy for X U {y}. In addition, we write X — Y for
the set difference and X —x for X — {z}. Let X = {1,...,¢} be a set and let (S;);cx be a tuple
of discrete random variables. We write Sy for the random variable S x --- x S¢, and H(Sx)
for its Shannon entropy. All through the paper, P and () stand for finite sets with Q = Pp, for
some p, ¢ P.

Definition 2.1. Let ) be a finite set of participants, let p, € @ be a distinguished participant,
which is called dealer, and take P = Q — p,. A secret sharing scheme ¥ on the set P is a
collection (.5;);eq of discrete random variables such that

e H(Sp,,)>0,and
o H(Sp,|Sp)=0.

The random variable \S),, corresponds to the secret, and (S;);cp correspond to the shares of the
secret that are distributed among the participants in P.

Definition 2.2. An access function on a set P is a monotone increasing function
F:P(P)—]0,1]

with F(f) = 0 and F(P) = 1. Here, monotone increasing means that F(X) < F(Y)if X CY.
An access function is said to be perfect if its only values are 0 and 1.

Definition 2.3. The access function F' of a secret sharing scheme ¥ = (S;)icq is defined by
1(S,,:Sx)
F(X)=—2Lo—=2
H(Spo)
where I(S,,:Sx) denotes the mutual information between these random variables.

A subset X C P is authorized if F\(X) =1, and it is forbidden if F'(X) = 0. Observe that P
is always an authorized subset, and the empty set is always forbidden. A secret sharing scheme is
perfect if its access function is perfect. In this case, every set of participants is either authorized
or forbidden. For every access function F' we define its gap as

g(F)=min{|B—-A| : F(A)=0,F(B) = 1}.



The gap of a perfect access function is one, but this is not a sufficient condition for an access
function to be perfect.

Definition 2.4. Given integers t,r with 0 <t < r <|P|, the (t,7)-ramp access function on P
is defined by: F(X)=01if | X| <t and F(X) = (| X|—¢t)/(r—t)ift <|X| <r,and F(X) =1
if | X| > r. The gap of this access function is g = r —¢. If t = r — 1, the ramp access function is
perfect, and it corresponds to a threshold access structure.

Example 2.5. A variant of Shamir’s [30] threshold scheme provides a secret sharing scheme
for every ramp access function. This construction was first presented in the seminal work on
non-perfect secret sharing by Blakley and Meadows [5]. Consider the (¢, r)-ramp access function
on the set P ={1,...,n}. Let K be a finite field of size |K| > n + g, where g = r — ¢, and take
n+g different elements y1, ..., y,, 21, ..., 2, € K. By choosing uniformly at random a polynomial
f € K[X] with degree at most r — 1, one obtains random variables S,, = (f(v1), ..., f(yq)) € K9
and S; = f(z;) € K for every i € P. It is not difficult to check that these random variables
define a secret sharing scheme for the (¢, r)-ramp access function on P.

We use the Shannon entropy as an approximation of the shortest binary codification. The
information ratio o(X) of a secret sharing ¥ = (.5;)icq is the ratio between the maximum length
of the shares and the length of the secret value, that is,

maxpep H(Sp)

7 =",

The optimal information ratio o(F') of an access function F' is defined as the infimum of the
information ratio of the secret sharing schemes for F'. A secret sharing scheme attaining o(F) is
called optimal. The optimal information ratio of every perfect access function is at least 1. In
general, o(F) > 1/g(F) [13, 25].

Let K be a finite field. In a K-linear (or simply linear) secret sharing scheme, the random
variables (S;)icq are given by surjective K-linear maps S; : £ — E;, where the uniform
probability distribution is taken on E. Observe that, for every X C @, the random variable Sx
is uniform on its support. Because of that, H(Sx) = rank Sx - log|K|, and hence I(S,, :Sx) =
(rank Sp,, + rank Sx — rank Sx,, ) log |K|. This implies that the access function of every linear
secret sharing scheme is rational-valued and its information ratio is rational too. For a rational
access function F', we define A(F') as the infimum of the information ratios of the linear secret
sharing schemes for F. Clearly, A(F') is an upper bound of o(F).

Example 2.6. The secret sharing scheme presented in Example 2.5 is linear. It is optimal
because its information ratio is 1/g.

3 Construction of Secret Sharing Schemes

It is well known that every perfect access function admits a perfect secret sharing scheme [3, 17].
In Theorem 3.1 we present an extension of this result to the general case. We also show in
Proposition 3.2 a method to construct non-perfect secret sharing schemes.

Theorem 3.1. Every access function admits a secret sharing scheme.

Proof. Let F be an access function on the set of participants P. Define k to be a large enough
integer such that: for every A,B C P, if kF'(A) # kF(B) then [kF(A)| # [kF(B)]. We
construct a secret sharing scheme ¥ = (S;);eq for F with S, = S x --- x S*  where all



S are independent and have entropy one. If kF(A) is not an integer, let i = [kF(A)] and
€a =1 — kF(A). In this case we define S* = S} x S, where S} and S} are independent binary
random variables with Pr[S§ = 0] = h™!(ea) and Pr[Si = 0] = h~1(1 — €4), where h is the
binary entropy function. This is always possible since €4 € (0,1). By definition of k, all S* are
well-defined and we have

H(Sh) =1~ H(S}) = e

for all other indices i, S° is a uniformly random bit.

In order to describe S; for i € P, we define a family of secret sharing schemes. For every
A C P, we define a secret sharing scheme ¥4 = (S; 4)icq with access function F4 satisfying
Fa(B)=1if AC B and F(B) = 0 else. Observe that participants not in A are irrelevant in
Y 4. These schemes are ideal and perfect, and are well known [17]. Let A’ be a proper subset of
A satisfying that F(A") > F(B) for every B C A. If kF(A) is an integer, then we define

Spe,a =8P x - xS withp=[1+ kF(A)] and q = |kF(A)].

If kF(A’) is non-integer we add the extra Sf_l, and if kF(A) is non-integer we add Sg“.
Then we define S; = (S; 4)acp for every i € P. Observe that 1(S),:S4,8) = 0 for every

AC BCP,and so I(Sp,:54) = I(Sp,:S4,4) + 1(Sp,:54,4) = H(Sp, a) + kF(A") = kF(A) for

every A C P. O

If all the values of an access function are rational, then for a large enough k the construction
presented above is a linear secret sharing scheme. If the access function is not rational, then
the resulting scheme is not linear. The above construction can be very inefficient: In the worst
case the information ratio is exponential in the number of participants. It is not difficult to see
that the proof can be modified to construct a (possibly non-linear) scheme for any large enough
secret size.

For any two access functions Fj and F; on the same set and for any p € [0, 1], we define the
access function F), = pF1 + (1 — p)Fp. Next we study the construction of secret sharing schemes
for F), from secret sharing schemes for Fy and Fi. The results can be naturally extended to any
finite convex combination of access functions.

Proposition 3.2. Fori = 0,1 let F; be an access function on P that admits a secret sharing
scheme ¥; = (Si5)jeq with information ratio o;. Let r = H(Sop,)/H (S1p,) and let p = [l—l—g—?r]*l,
where qo,q1 are positive integers. Then F, admits a secret sharing scheme with information
ratio at most o. If ¥o and 31 are K-linear for a finite field K, then F), admits a K-linear secret
sharing scheme with information ratio at most o.

Proof. Let qo,q1 be two positive integers satisfying p = [1 + g—‘;r]_l. Consider the secret sharing
scheme ¥ = (5;)jecq defined as the concatenation of gy instances of ¥y and ¢; instances of
Y1. That is, S = (Sp;j)% x (S1;)? for j € Q. Then H(S,,) = qoH (Sop,) + q1H (S1p,) and
I(Sp,:S4) = qol(Sop,:S0a) + qiI(Sip,:S14) for every A C P. Hence the access function of ¥ is
F and

q101H (S1p,) + q000H (Sop, )

oY) <
() < = (S0 + w0 H Sop,)

= po1 + (1 — p)oo.
(]

Remark 3.3. If there is a participant in P that holds the largest share in both ¥ and ¥, then
the information ratio of the scheme we construct in the proof is po(21) + (1 — p)o(Zo).

The next result is a corollary of Theorem 3.1 and Proposition 3.2. The proof is moved to the
appendix.



Corollary 3.4. For ¢ = 0,1 let F; be an access function on P that admits a secret sharing
scheme ¥; = (Sij)jeq with information ratio ;. Then for any p € (0,1), and any 6 > 0, there
exists a scheme realizing F, whose information ratio is less than poy + (1 — p)og + 0.

—1
Proof. Choose A such that p = A+ € and p + me < 1, where A\ = [1 + % and qo, q1
Po
are integers. Notice that

(m +1)Fp = mFy + Fpime. (1)

Using the previous Proposition, there is a scheme 3y for Fy with information ratio not greater
than po1 + (1 — p)og. By Theorem 3.1, F,4,,,c can be realized for any large enough secret, so we
choose the secret to be the same as in the scheme X and call the resulting scheme X, ..

Recalling (1): We implement F}, by concatenating m copies of ¥\ with the scheme for Fj, 1.
The resulting scheme 3. satisfies:

I(SPO:A> _ m ; B
H(Spo) B m + 1F/\(A) + m + 1Fp+me(A) - FP(A>7 and
m —
o(2) < — T 7050+ — - -0 (Eptme) < 0(52) + O(m 8

where the last inequality is valid since by Theorem 3.1, the information ratio of ¥, ¢ is bounded
by a constant depending only on |P|. We conclude the proof by noticing that our choice of e
implies 0(X) < poy + (1 — p)ag + O(m™1). O

The relation between ¢ and the size of the secret of the scheme in the previous proof depends
on the accuracy of the Diophantine approximations of p. The construction is asymmetric: the
condition me < 1 is slightly easier to achieve when p is close to zero.

4 Polymatroids and Secret Sharing

The connection between perfect secret sharing schemes and polymatroids has been used in
order to obtain bounds on the information ratio. It is derived from the connection between
polymatroids and Shannon entropy that was discovered by Fujishige [14, 15] and is described here
in Theorem 4.3. In this section, we present an extension of this connection to non-perfect secret
sharing schemes. We use it in the following sections to obtain lower bounds on the information
ratio.

For a function f: P(Q) — R, a subset X C @ and y, z € ), we notate

Ap(Xsy,2z) = [(Xy) + [(X2) = f(Xyz) — F(X).

Definition 4.1. A polymatroid is a pair S = (Q, f) formed by a finite set Q, the ground set,
and a rank function f: P(Q) — R satisfying the following properties.

e f(0)=0.
e f is monotone increasing: if X CY C @, then f(X) < f(Y).
o fis submodular: f(XUY)+ f(XNY) < f(X)+ f(Y) for every X, Y C Q.

The following characterization of rank functions of polymatroids is a straightforward conse-
quence of [29, Theorem 44.1].

Proposition 4.2. A map f: P(Q) — R is the rank function of a polymatroid with ground set
Q if and only if f(0) =0 and A¢(X;y,2) >0 for every X C Q and y,z € Q.

7



Theorem 4.3. If (S;)icq is a tuple of discrete random variables, then the map f: P(Q) — R
defined by f(X) = H(Sx) is the rank function of a polymatroid with ground set Q.

Because of the connection between polymatroids and the Shannon entropy described in the
previous theorem, and by analogy to the conditional entropy, we write f(X|Y) = f(XY) — f(Y)
for every X,Y C Q. The polymatroid axioms imply that f(X|Y) > 0 and f(X|Y) > f(X|Y Z)
for every X,Y, Z C Q. In addition,

¢
FX1 X)) =) f(X| Xy Xi)
i=1
for all X1,..., X € Q. Moreover, f(X|YZ)= f(X|Y)if f(Z]Y) =0.
As a consequence of Theorem 4.3, every secret sharing scheme determines a polymatroid.
For perfect secret sharing schemes, this connection was first used in [11]. This is a useful tool
for the study of secret sharing schemes.

Definition 4.4. Let ¥ = (5;)icq be a secret sharing scheme on P. Every multiple of the
polymatroid (Q, f), where f(X) = H(Sx) for every X C @, is called a X-polymatroid.

Definition 4.5. Let F' be an access function on P and let S = (Q, f) be a polymatroid. Then
S is an F'-polymatroid if
f(po) - f(po‘A)

f(po)

F(A) =
for every A C P.

We say that a polymatroid S = (Q, f) is normalized if f(p,) = 1. A polymatroid S = (P, f)
is compatible with the access function F' if S can be extended to a normalized F-polymatroid
S = (Q, f). The following is a generalization of a result by Csirmaz [11, Proposition 2.3] on
perfect secret sharing.

Proposition 4.6. A polymatroid S = (P, f) is compatible with an access function F' on P if
and only if Ay(X5y,2) > Ap(X;y,2) for every X C P and y,z € P.

Proof. Extend the rank function f of S to P(Q) by taking f(Xp,) = f(X)+1— F(X) for every
X C P. This is the only possible extension of f that can produce a normalized F-polymatroid.
Therefore, S is compatible with F if and only if (Q, f) is a polymatroid. By Proposition 4.2
and taking into account that (P, f) is a polymatroid, (@, f) is a polymatroid if and only if
A¢(X;y,2z) > 0 whenever p, € X or p, = y. It is not difficult to check that this is equivalent to
the condition in the statement. O

5 Lower Bounds on the Information Ratio

On the basis of the connection between secret sharing and polymatroids, we introduce in this
section two parameters, k(F') and €(F'), that provide lower bounds on the optimal information
ratio o(F'). The first one is a straightforward generalization of the corresponding parameter for
perfect secret sharing that was introduced in [22]. The second one is only relevant for non-perfect
secret sharing. It makes it possible to generalize a previous results by Csirmaz on the limitation
of Shannon inequalities to find lower bounds on the information ratio and, more importantly, to
find a tight lower bound on the optimal information ratio of uniform access functions.



For a polymatroid § = (Q, f) we define

maxzep f(z)

f(po)
If S is a 3-polymatroid, then o(X) = 0,,(S). In addition, we define

0p,(S) =

k(F) = inf{op,(S) : S is an F-polymatroid}. (2)

Observe that, if 3 is a secret sharing with access function F', then every YX-polymatroid is an
F-polymatroid. Because of that, k(F') < o(F). It is not difficult to prove that x(F) > 1/g(F)
for every access function F' [13, 25]. In particular, this implies the well known fact that the
information ratio of every perfect secret sharing scheme is at least 1.

The search of k(F) for an access function F' can be restricted to the family of the normalized
F-polymatroids. The value of k(F'), which is a lower bound on o(F'), can be computed by means
of the linear programming program determined by the Shannon information inequalities and
the access function. This approach has been used in several works on perfect secret sharing,
as for instance [12]. The infimum in (2) is a minimum and, moreover, x(F) is rational if F' is
rational-valued.

For an ordering 7 = (7y,...,7,) of the participants in P, we take A] = () and A7 =
{r1,...,7} for every i = 1,...,n. For a function G : P(P) — R and for i = 1,...,n, consider
67 (G) = Ag(AL_; 7i, ™). Observe that > 1" | 07(G) = G(1,) — G(0).

Definition 5.1. Let F' be an access function on P, with |P| = n. We define ¢(F') as the
maximum, among all orderings 7 of P, of Y " |, max{0, 6] (F)}.

Observe that max{0, 07 (F)} < F(A]) — F(A]_,), and hence ¢(F) < 1. Moreover, e(F) =1
if F'is a perfect access function. It is known that 1 < k(F') < |P| for every perfect access
function [11, 20]. These bounds on k are extended to the non-perfect case in Propositions 5.2
and 5.4. In addition, we prove in Proposition 5.3 that e(F’) is in general a better lower bound on
k(F) than 1/g(F).

Proposition 5.2. k(F) > ¢(F') for every access function F'.

Proof. Let F be an access function on a set P with n participants and let (Q, f) be a normalized
F-polymatroid. Let 7 be an ordering of P such that ¢(F) = " ; max{0,6] (F)} and take
x = T,. By Propositions 4.2 and 4.6, f(x) = > 1", 07 (f) > > 1 max{0,07 (F)} = e(F). O

1=1"1

Proposition 5.3. Let F' be an access function on P. Then ¢(F) > F(Xy) — F(X) for every
X CPandye P—X. As a consequence, €(F) > 1/g(F).

Proof. Take ¢ = |X| and n = |P| and consider an ordering 7 of P such that A} = X and 7, = y.
Then

e(F) > > max{0,67(F)} > > 67 (F) = F(Xy) - F(X).
i=1 =041
Finally, it is clear that there exist X C P and y € P such that F(Xy) > F(X)+ 1/g(F). O

Proposition 5.4. Let F' be an access function on a set of n participants. Then k(F) < ne(F).

Proof. We prove it constructively by showing that there exists an F-polymatroid S with
op, (S) = ne(F). Consider the polymatroid (P, f) with f(X) = e(F) Z,‘L}:ql (n—i+1) for every
nonempty set X. Then Af(X;y,2) =€(F) > Ap(X;y,2) for every X C P and y, 2z € P with
y,z ¢ X. Therefore, by Proposition 4.6, the polymatroid (P, f) is compatible with the access

function F'. O



6 Duality and Minors

Duality and minors are operations that play a fundamental role in the study of secret sharing,
matroids and polymatroids. The dual and the minors of perfect access functions have been
studied in many works (see for instance [22]). In this section we study these operations for
general access functions. The proofs of the results have been moved to the Appendix.

Let F' be an access function on a set P. For any B C P, we consider on the set P — B the
access functions '\ B and F/B defined by (F'\ B)(A) = F(A) and (F/B)(A) = F(AU B).
These operations are called deletion and contraction, respectively. Any access function obtained
by a sequence of deletions and contractions of subsets of P is a minor of F. Minors of access
functions correspond to natural scenarios. Namely, if several participants leave the scheme and
maybe some of them reveal their shares, then the new access function will be a minor of the
original one.

The dual F* of an access function F' on P is the access function on P defined by F*(A) =

— F(P — A). Obviously, F** = F. Moreover, it is not difficult to check that (F//B)* = F*\ B
and (F'\ B)* = F*/B.

For a polymatroid § = (@, h) and a subset B C @, we consider the polymatroids S\ B =
(Q—B,h\p) and §/B = (Q — B, hg) with h\p(X) = h(X) and h,p(X) = h(X U B) — h(B) for
every X C Q ~ B. Every polymatroid that is obtained from S by a sequence of such operations
is a minor of S. If § is a F-polymatroid and B C P, then S\ B is a (F'\ B)-polymatroid and
S/B is a (F/B)-polymatroid. Thus «(F’) < k(F) for every minor F’ of F. In addition, the
aforementioned connection between minors and secret sharing implies that o(F’) < o(F) and

A(E') < A(F).

Example 6.1. Let F' be the (¢,r)-ramp access function on a set P of size n. Then F™* is the
(n —r,n — t)-ramp access function on P. Suppose that 1 <t < r < n and take p € P. Then
F\ {p} and F/{p}, are ramp access functions on P — p with parameters (¢,r) and (¢t — 1,7 — 1),
respectively.

Proposition 6.2. For every access function F, e(F) = e¢(F™*).

Proof. Let F' be an access function on a set P of size n and let 7 be an ordering of P with
e(F) =3, max{0,07 (F)}. Consider the ordering 7* = (75,—1,...,71,7n) of P. Clearly,

07 (F) = —o7_(F")

foralli=1,...,n—1. Let I C {1,...,n — 1} be the set of indices ¢ with ¢ (F) > 0. Then

e(F) = 6,(F) + Y & (F)=F (r3) =) o5 (F

el i€l

Since Y1, 6T (F*) = F*(1}),
Zmax{() F*)} < e(F7).

Finally, e(F') > ¢(F*) because F** = F. O

In the perfect case, the parameters A and x are invariant by duality, as it was proved in [18]
and [22], respectively. We extend the result on x and A to the non-perfect case. The relation
between o(F) and o(F™) is an open problem, even in the perfect case. Similarly to the perfect
case, the proof of Proposition 6.3 is based on duality in polymatroids. The reader is addressed
to [29, Chapter 44.6f] or [22] for more information on this topic.
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Proposition 6.3. For every access function F, k(F) = k(F™).

Proof. Let F be an access function on P and let S = (Q, f) be a normalized F-polymatroid. We
will show that there is a normalized F™*-polymatroid S* with o, (S*) < 0, (S). Indeed, consider
the dual polymatroid S* = (Q, f*) defined by

X)) =1Q-X) - f(Q+ D flx)

rzeX

for every X C Q. Since f(Q) = f(P), we have that f*({p,}) = f({po}) = 1. For every X C P,
L= f"(po| X) =1 = f*(Xpo) + f*(X) = f(po|P — X) =1 - F(P - X) = F*(X),

and hence §* is an F*-polymatroid. In addition, f*(z) = f(Q — z) — f(Q) + f(x) < f(x) for
every x € P. Therefore, o, (S*) < 0,,,(S). O

Proposition 6.4. For every rational access function F, \(F) = \(F™).

Sketch of the proof. Let ¥ = (5;)icq be a K-linear secret sharing scheme with access function
F. One can construct a K-linear code C' from . The generator matrix of this code is obtained
by concatenating the matrices of the linear maps .S;, and every codeword is a concatenation
of vectors that correspond to the secret value and to the shares. Similarly to the perfect case,
one can prove that the dual code Ct defines a K-linear secret sharing scheme £* with access
function F* and with the same information ratio as X. O

7 Uniform Secret Sharing Schemes

Definition 7.1. An access function F on P is uniform if F(A) = F(B) for every A,B C P
with |A| = |B|. Uniform secret sharing schemes are those with uniform access function.

Uniform access functions are a generalization of the threshold ones, because the perfect
uniform access functions are the threshold ones. In Lemma 7.3 we compute the ¢ bound for
uniform access functions, and in Theorem 7.4 we construct linear secret sharing schemes whose
information ratio attain this bound. We dedicate the rest of the section to the consequences of
this theorem.

Let P be a set with |P| = n and let F' be a uniform access function on P. Fori=1,...,n we
define 7; = F(A), where A C P and |A| = i. Observe that 0 =rg <7 < ... <7, = 1. Define
ri=ripgp—rifori=0,...,n—1land v}/ =rip1 —2r;+ri_y fori=1,...,n—1. We call ; and

r/ the first and the second derivatives of F' at i, respectively.

Example 7.2. Ramp secret sharing schemes are uniform. In a (¢,¢+ g)-ramp access function on
a set of n participants, r; = 1/g if t <i < t4g and else r; = 0. Moreover r/ = 1/g, r/,, = —1/g,
and r] =0 for i #t,t+g.

Lemma 7.3. Let F' be a uniform access function on a set P of size n. Then
n—1
e(F)=r_,+ Z max{0, —7 },
i=1

where 1} and v are the first and the second derivatives of F, respectively.

Proof. Let 7 = (71,...,7,) be an ordering of P. Observe that 67 (F) = —r/ fori=1,...,n—1
and 67 (F) =r! O

n—1-
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Theorem 7.4. Let F be a rational uniform access function on a set of participants P. For
every finite field K with |K| > |P| 4+ g(F) it admits a K-linear secret sharing scheme whose
information ratio is equal to e(F).

Proof. We prove this result by induction on the size of the gap of the access function. Any
uniform access function F’ with g(F) = 1 admits a |K|-linear threshold secret sharing scheme .
In this case, 0(X) =1 = €(F).

Let F be an access function on a set P of size n with g = g(F) > 1. Let K be a finite field
of size n + g. Let t be the integer for which r; =0 for 0 <¢ <tandr;=1fort+g <7 <n. Let
¢ € [t,t + g — 1] be the smallest integer satisfying 7, = min{r} : ¢t <i <t+ g}. Let F} be the
(t,t + g)-ramp access function on n participants and p = g - 7. If p =1, then F' = F; and the
proof is completed because F' it admits a K-linear secret sharing scheme with information ratio
e(F)=1/g.

Suppose that p < 1. Let I be a rational uniform access function defined by F2(A4) = s4,
where s; =0 for 0 <i<t, s;=1fori>t+ g, and

1 ( i—t)
Sg=7—""—\Ti—p
I—p g

fort <i <t+g. Lets, =si41—s fori=0,...,n—1ands] = s;41 —2s; + s;_1 for
i=1,...,n—1. Observe that F' = pF} + (1 — p) F>.

Now we compute ¢(F'). Taking into account Example 7.2 it is direct to see that r] =
0+ (1-— p)s’—0f0r0§i<tandt+g<i<n and r; =1, + (1 = p)s; for t <i <t+g.
Hence r! = 1] —1;_y = (1 = p)(s; — s{_1) = (1 — p)s; for every 0 <i < n, i #t,t+g. Moreover
r{ =1, + (1 —p)s/ > 0 because both summands are positive, rt+g =1+ (L= p)sii, <0
ift+g <mn,and r, | = —r;+ (1 —p)s,_; if t +¢g = n. It is straightforward to see that

e(F) = pe(Fy) + (1~ pe(Fy).

The access function Fy admits a (¢,¢ + g)-ramp secret sharing scheme with information ratio
€(F1) = 1/g. Next we show that there is a K-linear secret sharing scheme for F, with information
ratio equals to €(F»). The proof is concluded because of Proposition 3.2 and Remark 3.3.

Since s, = 0,if { =t or £ =t + g — 1 then g(F2) < g and so we can apply the induction
hypothesis. Suppose that t < £ <t+ g — 1. Let F3 and Fj be two uniform access functions
on P with F3(A) = min{s|4|/s¢, 1} and Fy(A) = max{(sj4| — s¢)/(1 — s¢),0} for every A C P.
Then €(F) = s/,_; + 1=, max{0, —s/} + S max{0, —s”} = (1 — s7)e(Fy) + sge(F3). Since
both F3 and Fy have gap smaller than g, by the induction hypothesis there exist two K-linear
secret sharing schemes with access function F3 and Fy and information ratio ¢(F3) and e(Fy),
respectively. By Proposition 3.2 and Remark 3.3 there is a K-linear secret sharing scheme for F5
with information ratio e(F»). O

The rest of this section is dedicated to the results that derive from Theorem 7.4. The next
corollary presents an alternative construction whose information rate is higher, but it uses
threshold secret sharing schemes instead of ramp secret sharing schemes. It is related to the one
presented in [16].

Corollary 7.5. Every rational uniform access function admits a linear secret sharing scheme
with information ratio one made of threshold secret sharing schemes.

Proof. Let F' be a uniform access function on a set of n participants P. For ¢ =0,...,n — 1, let
F; be the access function of a i + 1-threshold secret sharing scheme on P defined over a finite
field K with |K| > n. Then observe that F = Y7\ +/F;. Since o(F;) = 1 and Y0 v} = 1,
using Proposition 3.2 and Remark 3.3 we obtain a K- hnear secret sharing scheme w1th access
function F' and information ratio 1. O

12



Corollary 7.6. For every rational uniform access function F, k(F) = o(F) = \NF) = €(F).

Proof. On the one hand €¢(F) < k(F) by Theorem 5.2 and Lemma 7.3. On the other hand,
A(F') < e(F) by Theorem 7.4. O

Corollary 7.7. For every rational access function there is an optimal secret sharing scheme
whose associated polymatroid is a convex combination of ramp polymatroids.

Proof. Let F be a rational access function on P and let X be the optimal secret sharing scheme
constructed in the proof of Theorem 7.4. Let S be the polymatroid associated to X, and let S,
the polymatroid associated to the (¢, r)-polymatroid on P. It is direct to see that S is a linear
combination of the polymatroids S with 1 <t <r < n. O

The fact that x(F) = o(F) = A(F') for a rational uniform access function F', proved in
Corollary 7.6, can also be derived from [9]. The result was obtained independently by means
of different techniques. However, the computation of the explicit optimal information ratio,
and the construction of the optimal scheme was an open problem. As a direct consequence of
Theorem 7.4 and Proposition 6.2, the optimal information ratio of a rational uniform access
function is the same as the optimal information ratio of its dual and its minors.

The results presented in Theorem 7.4 and the consequent corollaries deal with rational
access functions. For some non-rational access functions, we can also apply the techniques used
in the proof of Theorem 7.4 and construct optimal schemes (see Example 7.8). Nevertheless,
in general we do not have a method to construct an optimal scheme for every non-rational
access function. For every non-rational access function F' on a set P, there is a sequence
of rational access functions (F;);en satisfying that lim; oo Y 4cp |F'(A) — Fi(A)| — 0. Since
lim; .o €(F;) — €(F) and €(F;) = o(F}), there is a sequence of linear secret sharing schemes
(3i)ien satisfying F(¥;) — F and o(%;) — €(F).

Example 7.8. Let F' be a uniform access function on a set P of size 3 with rg = r1 = 0,
ro = log5/(2logh + log7), and r3 = 1. Observe that e(F) = 1 — ry. Let 3; be a (1,3)-
ramp secret sharing scheme over F5, and let 39 be a 3-threshold secret sharing scheme over
F7. The access function of the concatenation of Y1 and X is F, and its information ratio is
(logh +1log7)/(2logh +1log 7) = 1 — ry. Hence it is an optimal scheme for F'.

Corollary 7.9. For every uniform access function F there exist

1. a sequence of secret sharing schemes (3;) realizing F' whose information ratio o(%;)
converges to €(F') as i — oo; and

2. a sequence of linear secret sharing schemes (X)) realizing F; whose information ratio o (%)

converges to €(F) as i — oo and such that lim;_ec Y 4cp [F(A) — Fi(A)| — 0.

8 Conclusion and Open Problems

In this work we present a new framework for the study of non-perfect secret sharing schemes.
We present a new lower bound on the information ratio and new constructions. These techniques
are enough to compute the optimal information ratio of rational uniform access functions, and to
construct optimal linear secret sharing schemes for them. For non-uniform access functions we
are very far from understanding the constraints of this optimization problem. From Theorem 3.1
we can obtain a bound on A, but taking into account Proposition 5.4 we know that it is very far
from k. This is also the case of perfect secret sharing schemes [1, 11]. It will be worth to use
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non-Shannon inequalities for the study of the information ratio, but we will face the limitations
that have already been found in the perfect case [23]. Hence it is clear that we need new tools
for solving the open problems on the efficiency of secret sharing schemes.

Linear secret sharing schemes play a fundamental role in cryptography because of their
homomorphic properties. Non-perfect schemes with multiplicative properties (e.g. [8]) and
schemes defined over rings are also of great interest, and so it will be worth to apply the
techniques presented herein to the study of them.

In several contexts, the access function provide too many details about the structure of the
scheme. For instance, in some contexts the unique specifications are the families of forbidden
and authorized subsets. Even in this case, our framework is still suitable for the study of the
schemes that satisfy these requirements.

In Theorem 7.4 we construct a secret sharing scheme for every rational uniform access
function. The interest of the construction is that it attains the optimal information ratio, and
that it is linear. We do not consider limitations on the size of the secret, and for certain access
functions the secret can be large. For example, if the difference between two values of the access
function is small. An interesting open problem, considered in [7] for certain access functions, is
the construction of efficient secret sharing schemes when the size of the secret is fixed.
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