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Abstract. Designing practical signature scheme based on the standard assumption such as the Com-
putational Diffie-Hellman (CDH) assumption is important both from a practical and a theoretical
point of view. Currently, there are only three standard model CDH-based signature schemes with short
signatures due to Waters (EUROCRYPT 2005), Seo, and Böhl et al. (the merged paper in EURO-
CRYPT 2013). The Waters signature scheme achieves the Existentail UnForgeability against Chosen
Message Attack (EUF-CMA) with nearly optimal reduction. However, this scheme suffers from large
public keys. To shorten public key size, Seo and Böhl et al. proposed new approaches, respectively, but
each approach has a weak point rather than the Waters signature scheme; Seo’s approach could prove
only a rather weak security, called the bounded CMA security, and Böhl et al.’s approach inherently
accompanies a loose reduction.

In this paper, we aim at stepping towards practical EUF-CMA secure signatures with tighter reduction;
that is, we achieve sublinear public keys with preserving the same security as the Waters signatures. To
this end, we revisit the Seo signature scheme and devise an alternative and simple analysis leading the
standard EUF-CMA security with tighter reduction. In particular, our security proof has a reduction

loss of O(λq), which is less than O(
√

λ
log
λq) of the original security proof, where λ is the security

parameter, and is almost the same as that of the Water signature scheme.

1 Introduction

Designing practical signature scheme based on reliable assumptions is very important both from
a theoretical and a practical standpoint. In particular, it is desirable to design a signature scheme
that is secure under the standard assumption such as the Computational Diffie-Hellman (CDH)
assumption and the RSA assumption since such the standard assumptions have been analyzed for
a long time and so those are stable and relatively reliable. But while there has been proposed a
lot of signature schemes from the standard assumptions, there are only few candidates satisfy-
ing what the practitioners have come to expect; digital signature schemes can be designed from
the general assumption [26, 1, 28, 31], or from general and concrete assumptions [19, 18, 27, 12, 9,
10]. These constructions are categorized in the so-called tree-based approach and are relatively
inefficient in comparison with the other approach, called the hash-and-sign. While the most of
practical signature schemes are in the category of the hash-and-sign approach, almost all hash-
and-sign signature schemes require the heuristic random oracles [13, 32, 29, 2, 7, 17, 16] or the strong
assumptions (Strong RSA assumption [15, 11, 14], non-static assumptions [5, 30, 20, 22], interactive
assumption [8]). These assumptions are relatively less analyzed than the standard assumptions such
as CDH and RSA assumptions.

Currently, there are only three standard model CDH-based signature schemes with short sig-
natures due to Waters [35], Seo [33], and Böhl et al. [4].1 The Waters signature scheme achieves

1 The merged paper of [33] and [4] is published in [3]. Each paper is based on totally different approach, though
both the resulting schemes look the same except the tag sizes. Thus, we separately mention and cite them.



the standard security notion, called Existential UnForgeability against the Chosen-Message-Attack
(EUF-CMA) [19]. Furthermore, his analysis achieves nearly optimal reduction loss [21], where the
reduction loss means a ratio between the success probability of the adversary and that of the reduc-
tion algorithm. However, the Waters signature scheme suffers from large public keys. Seo signature
scheme yields not only asymptotically sublinear public keys, but also practical parameters for
concrete security parameters. However, the security theorem guarantees only a rather weak (non-
standard) security, called the bounded CMA security; the (polynomial) bound of allowable signing
oracles should be fixed at the parameter generating time in the bounded CMA security. Hence,
the given proof does not guarantee any security when one signs more than the pre-determined
(polynomially many) times, and this is an undesirable property in practice. Böhl et al.’s signature
scheme (BHJKS) achieves the asymptotically shortest public keys and the standard EUF-CMA
security via developing a new proof technique, called the confined-guessing, which is widely ap-
plicable.2 However, the advantage of the BHJKS signature scheme over the other schemes in the
asymptotic efficiency inherently accompanies a loose reduction. In particular, the reduction loss
in [4] depends on the adversarial success probability; and thus, the reduction loss increases when
the adversary has smaller success probability.3 Therefore, the reduction loss in [4] will increase when
we choose parameters to cover all possible adversaries in practice. The tightness of security proof is
very important in practice since a scheme with a tighter reduction has short parameters and so all
operations such as group exponentiations and pairing operations will be much cheaper than those
of a scheme with a loose reduction. Although the Seo signature scheme and the BHJKS signature
scheme have an advantage in public key size over the Waters signature scheme, both also have
disadvantages in the security argument (weak security and loose reduction, respectively). In this
paper, we aim at stepping towards practical EUF-CMA secure signatures with a tighter reduction.

Note that the above three CDH-based signature schemes due to Waters, Seo, and Böhl et al.
are designed over bilinear groups and it is still open to construct a short and standard model
CDH-based signature scheme without using pairings. We provide a comparison among the short
and standard model CDH-based signature schemes using bilinear groups in Table 1.

Our approach toward CMA secure CDH-based scheme with tighter reduction. Even if
the Seo signature scheme does not achieve the CMA security, its reduction loss is comparable with
that of the Waters signatures. For our goal, we revisit the Seo signature scheme, and then devise
a new analysis on the Seo signatures, which leads the standard EUF-CMA security with tighter
reduction. In particular, our security proof has a reduction loss of O(λq), which is smaller than

O(
√

λ
logλq) of the original security proof [33] and almost the same as that of the Water signature

scheme.

Signature Scheme in [33], Revisited. In [33], the asymmetric trade using “the generalized version of
the generalized birthday lemma” is focused to explain the reason why the resulting scheme achieved
sublinear public keys. We find that the essential idea behind the construction and the analysis in [33]
can be interpreted as the prefix-guessing technique and we give a new security proof basing on an
alternative and simple prefix-guessing, which is not fully relying on the generalized version of the

2 Böhl et al. [4] proposed two more signature schemes based on the standard assumption such as RSA and SIS using
the confined-guessing technique.

3 For the reduction loss of the scheme in [4], we take the result of Theorem 4.3 in [4]. In particular, the main
theorem [4, Theorem 3.3] about general methodology for EUF-CMA secure signature scheme implies that what
the simulator has to do (that is, the number of queries by the simulator for constructing EUF-naCMA∗m attacker)
increases according to the adversarial success probability.
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Scheme PK Size Sig. Size Reduction Loss Sec. Model

Waters [35] O(λ)τG 2τG O(λq) EUF-CMA

Seo [33]
O(

√
λ

log λ
)τG

2τG + 2τFp O(
√

λ
log λ

λq) EUF-q-CMA
(tag-free) (2τG + 1τFp)

BHJKS [4] O(logd λ)τG 2τG + 1τFp O( 2
2+ d

m′ q
d

m′ +d

ε
d

m′
) EUF-CMA

This paper
O(

√
λ

log λ
)τG

2τG + 2τFp O(λcq) EUF-CMA
(tag-free) (2τG + 1τFp)

Table 1. CDH-based signature schemes: λ is the security parameter, τG is the size of group element, τFp is the
size of the exponent, q is the maximum bound of the signing queries, c, d are arbitrary constants satisfying c ≥ 1 and
d > 1. Note that for our result, we can set c = 1 so that the reduction loss is O(λq). m′ in [4] is a constant, and ε in
[4] is the success probability of the adversary.

generalized birthday lemma unlike the original proof in [33]. The prefix-guessing is a proof technique
introduced by Hohenberger and Waters to design weakly-secure signatures [24]. The goal of this
technique is to guess a prefix of the message such that the adversary will forge on it and it is also
not used in signing queries, and then to embed the challenge into the public parameters by using
the knowledge of this prefix. This technique is useful in the weak CMA security model, in which
the adversary should send all signing queries to the challenger before receiving public parameters.
In the weak CMA security model, the simulator knows all message in advance, which will be used
in signing queries, and that the message on which the adversary will forge should be different from
all messages used in signing queries. Hence, the simulator can use this information to restrict the
domain for prefix-guessing to be a polynomial, and so the simulator can correctly guess the prefix
with a non-negligible probability (before generating public parameters). By using the standard
technique for transformation from weakly-secure signatures to EUF-CMA secure signatures, we
can obtain EUF-CMA secure signature scheme.

The analysis in [33] follows the basic flow of using the prefix-guess technique by Hohenberger
and Waters, but the details how to use additional information to restrict the domain for prefix-
guessing is quite different. The Seo signatures contain random tag vectors. In the security proof, the
prefix-guessing technique is applied to random tag vectors instead of messages so that we cannot
expect that the tag vector in the forgery is distinct from all tag vectors used in signing queries.
Hence, a new way to restrict domain of prefix-guessing, which is a different way from that originally
used by Hohenberger and Waters4, is devised in [33], and the analysis is relying on the generalized
version of the generalized birthday lemma. We will explain the details in the body of this paper.

In the construction, the bound q of allowable signing queries is used as a part of the public
parameter. In the security proof, the reduction algorithm loses q factor for prefix-guessing, and so
q should be kept as a polynomial for polynomial time reduction. Consequently, only the q-bounded
CMA security of the Seo signature scheme is proved for a polynomial q. However, we find that
the essential reason why the approach can achieve the sublinear public keys is the prefix-guessing
(in particular, the way to restrict domain) and this idea can be independent from an undesirable
relation between the bound q and the public parameters. Basing on this intuition, we revisit [33]
and prove the CMA security of the Seo signatures with even better reduction efficiency.

4 We can consider the prefix-guessing technique used by Hohenberger and Waters [24] as a kind of partitioning
technique [35] since the simulator divides the space of prefixes of messages into the signable space and the unsignable
space. For the prefix-guessing used in [33], however, the space of prefixes of tag vectors is not strictly divided into
the signable space and the unsignable space.
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Outline. We first give preliminaries and definitions in the next section. Next, we revisit the Seo
signatures in Section 3, and then provide a new analysis on the Seo signatures in Section 4. In
Section 5, we discuss two natural extensions of the Seo signatures.

2 Preliminaries and Definitions

Notation. For an algorithm Alg, Alg(x) → a means that Alg outputs a on input x. If the input
of Alg is clear from the context, we sometimes omit it and simply write Alg → a. For a set S,

s
$← S denotes that the element s is uniformly chosen from S. A negligible function is a function

µ(λ) : N → R such that for every positive polynomial poly(·), there exists a positive integer Npoly

such that for all λ > Npoly, |µ(λ)| < 1
poly(λ) . For two functions a and b in λ, a ∼ b means that |a− b|

is a negligible function in λ.

2.1 Syntax and Security of Signature Scheme

Signature Scheme. A signature scheme consists of three algorithms, KeyGen, Sign, and Verify.

KeyGen(λ): It takes the security parameter λ and outputs a keypair (PK,SK).
Sign(PK,M,SK): It takes the public key PK, the secret key SK, and a message M and outputs a

signature σ.
Verify(PK,M,σ): It takes the public key PK, a message M, and a signature σ and returns 1 if the

signature is valid; otherwise, 0.

Existential UnForgeability. The standard security notion for signature schemes, called Existential
UnForgeability with respect to Chosen-Message Attacks (EUF-CMA), is formalized by Goldwasser,
Micali, and Rivest [19]. There is a slightly weaker model called Existential UnForgeability with
respect to weak Chosen-Message Attacks (EUF-wCMA). The adversary in both security models
is given the public key and access to a signing oracle, and wins if she can produce a valid pair
of a signature and a message on which the adversary did not query to the signing oracle. In the
EUF-CMA security model, the adversary is allowed to query any time before she outputs a forgery.
However, the adversary in the EUF-wCMA model should send the challenger the entire list of
messages she wants to query before receiving the public key; thus, we sometimes say the adversary in
the EUF-wCMA model the non-adaptive adversary. We provide the formal definition of EUF-CMA
secure signature scheme and EUF-wCMA secure signature scheme. Let SIG = (KeyGen, Sign,Verify)
be a signature scheme. We consider two following experiments.

ExpEUF-CMA
SIG,A (λ)

(PK,SK)← KeyGen(λ);

(M,σ)← ASign(·)(PK);
Define L as the set of all messages queried
by the adversary;

Return


1 if M 6∈ L

and Verify(PK,M, σ) = 1,
0 Otherwise.

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ExpEUF-wCMA
SIG,A (λ)

(M1, . . . ,Mq, st)← A(st);
(PK,SK)← KeyGen(λ);
For ∀i ∈ [1, q], σi ← Sign(PK,Mi, SK);
(M,σ)← A(PK, σ1, . . . , σq, st);

Return


1 if for ∀i ∈ [1, q], M 6= Mi

and Verify(PK,M, σ) = 1,
0 Otherwise.

We define

AdvEUF-CMA
SIG,A (λ) = Pr

[
ExpEUF-CMA

SIG,A (λ) = 1
]

and AdvEUF-wCMA
SIG,A (λ) = Pr

[
ExpEUF-wCMA

SIG,A (λ) = 1
]
.

4



Definition 1 Let SIG be a signature scheme. If for any probabilistic polynomial-time adversary
A, AdvEUF-CMA

SIG,A (λ) (AdvEUF-wCMA
SIG,A (λ), respectively) is a negligible function in λ, we say that the

signature scheme SIG is EUF-CMA secure (EUF-wCMA secure, respectively).

Generic Transformation from EUF-wCMA secure scheme to EUF-CMA secure scheme. There is
a well-known standard technique to transform from a EUF-wCMA secure signature scheme to a
EUF-CMA secure scheme by using the chameleon hashes [25, 34, 5, 23, 24, 33, 4, 3]. Krawczyk and
Rabin formalized the chameleon hash function and they provided a simple construction based on
the DL assumption in the standard model [25]. Krawczyk-Rabin chameleon hash function applies
to the Seo signatures, and so in the body of the paper, we prove only the EUF-wCMA security of
the Seo signature scheme and its variant. Note that the generic transformation using the chameleon
hashes is efficient; it is sufficient to add the description of the chameleon hashes (two group elements
for the DL-based chameleon hashes) in the public key and one exponent in the signatures for the
transformed EUF-CMA secure scheme. We omit the description of the chameleon hashes and the
generic transformation from EUF-wCMA secure scheme to EUF-CMA secure scheme since those
are quite standard and there are several good references (we suggest to see [24, 33]).

2.2 Background of Group and Assumption

In this paper, we use groups with bilinear pairings and the computational Diffie-Hellman (CDH)
assumption in the bilinear group setting.

Definition 2 (Bilinear Groups) The bilinear group generator G is an algorithm that takes as
input a security parameter λ and outputs a bilinear group (p,G,Gt, e), where p is a prime of
size 2λ, G and Gt are cyclic groups of order p, and e is an efficiently computable bilinear map
e : G×G→ GT satisfying the following two properties:

1. (Bilinearity) For all u, u′, v, v′ ∈ G, e(uu′, v) = e(u, v)e(u′, v) and e(u, vv′) = e(u, v)e(u, v′)
hold.

2. (Non-degeneracy) For a generator g of G, e(g, g) 6= 1Gt, where 1Gt is identity element in Gt.

Definition 3 (Computational Diffie-Hellman Assumption) Let G be a bilinear group gener-
ator. We say that G satisfies the CDH assumption if for any polynomial time probabilistic algorithm
A the following advantage AdvCDH

A is negligible function in the security parameter λ.

AdvCDH
G,A (λ) = Pr

[
A(p,G,Gt, e, g, g

a, gb)→ gab
∣∣∣G(λ)→ (p,G,Gt, e), a, b

$← Zp, g
$← G

]
.

3 Practical Signatures from Diffie-Hellman

We review the signature scheme in [33] and its analysis given in the same paper. In the signature
scheme, a signature contains a random tag vector consisting of the same size tag components.

– KeyGen(λ): Run a bilinear group generator G and obtain (p,G,Gt, e). Choose group elements
v, u1, . . ., um, g1, . . ., gk, h, g from G and an integer α from Zp at random. Choose Q that is
polynomial in λ. Define public key PK = {Q, v, u1, . . ., um, g1, . . ., gk, h, g, gα} and secret key
SK = {α}, and then publish PK and keep SK in secret.
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– Sign(PK,M,SK): Randomly choose an integer r
$← Zp and a tag vector

−→
tag = (tag1, . . . , tagk)

$← [1, Q]k (k times canonical product set). Compute σ1 = (v
∏m
i=1 u

M i

i )α(h
∏k
i=1 g

tagi
i )r and

σ2 = g−r. Here M i means M to the power of i (mod p). Output the signature σ = (σ1, σ2,
−→
tag).

– Verify(PK,M, σ): Parse σ to (σ1, σ2,
−→
tag). If

−→
tag 6∈ [1, Q]k, then output 0. If the equality

e(σ1, g)e(σ2, h
∏k
i=1 g

tagi
i ) = e(gα, v

∏m
i=1 u

M i

i ) holds, then output 1; otherwise, 0.

The public key size is O(m + k). When Qk is smaller than p, we can consider a tag vector is
an element in Zp so that the signature size is two group elements and one exponent. In Section 5,
we will explain the tag-free variants; by adding constant factor in public keys, we can remove tag
vectors from signatures so that we obtain shorter signatures.

3.1 Look at q-Bounded CMA Security in [33]

The above scheme satisfies the q-bounded CMA security, which is slightly weaker notion of the
standard CMA security, where Q = Ω(q); q-bounded CMA security is the almost same as the
standard CMA security except the fact that the maximum number of allowable signing is fixed at
the parameter generating time. To achieve the CMA security, we first try to completely understand
the original proof strategy for q-bound CMA security in [33]. Here we only focus on the weak
unforgeability since there are standard generic transformations to the full unforgeability using the
chameleon hashes (even in the q-bounded model).

Basically, the proof strategy (for constructing a simulator solving the CDH instance by using
the adversary) is to efficiently guess a prefix of the tag vector of the forgery, say the target tag
vector. Here, the word efficiently means that with non-negligible probability. We will explain the
next step after the prefix-guessing later.

For efficient prefix-guessing, the simulator divides adversarial types according to a relation
between the target tag vector and a set of tag vectors used in signing queries. Since a tag vector
in each signature is chosen uniformly and independently, the simulator can choose tag vectors in
advance, which will be used in signing queries so that the simulator can use the relation between
the target tag vector and the random tag vectors. The essential idea behind the analysis in [33] is
to apply a generalization [33] of the generalized birthday lemma [20, 22], which is given below.

Lemma 1 [33, Lemma 2] Let T and T i be sets [1, Q] and [1, Q]i, respectively. For
−→
tag ∈ T k, let−→

tag(i) ∈ T i be the first i entries of
−→
tag. For given {−→tagj}j∈[1,q], we define the set Si ⊂ T i as

{ ˆtag ∈ T i | ∃ at least (m+ 1) distinct j1, . . . , jm+1 ∈ [1, q] such that ˆtag =
−→
tag

(i)
j1

= . . . =
−→
tag

(i)
jm+1
}.

Then, we have an inequality Pr−→
tag1,...,

−→
tagq

$←T k
[|Si| ≥ `] < ( qm+1

(m+1)!Qim
)`.

The above lemma with parameter selection of Q ≥ q, m = k = Θ(
√

λ
log λ) directly implies the

following two inequalities with overwhelming probability, where the probability goes over the choice
of random tag vectors that are used in signing queries.

1. |S1| < λ (Set ` = λ in Lemma 1)

2. |Sk| < 1 (Set ` = 1 in Lemma 1)
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(The right hand side of the inequality in Lemma 1 is negligible by the parameter selection of Q, m,

and k.) From now, we set Q = Ω(q) and m = k = Θ(
√

λ
log λ). For j ∈ [1, q], let

−→
tagj ∈ T k be the

random tag vector used in the j-th signature query. Let
−→
tag∗ = (tag∗1, . . . , tag

∗
k) ∈ T k be the target

tag vector. The adversarial type is divided according to
−→
tag∗ as follows.

Type-1 :
−→
tag∗(1) 6∈ S1.

Type-2 :
−→
tag∗(1) ∈ S1, and

−→
tag∗(2) 6∈ S2.

...

Type-i :
−→
tag∗(i−1) ∈ Si−1, and

−→
tag∗(i) 6∈ Si.

...

Type-n :
−→
tag∗(n−1) ∈ Sn−1, and

−→
tag∗(n) 6∈ Sn.

Type-(n+ 1) :
−→
tag∗(n) ∈ Sn.

Since |Sk| < 1, we know that there exists the above n that is less than k. We can check that every
adversary should be only one type among the above n+ 1 types.

Then, we are ready to explain how the simulator guesses a prefix of the target tag vector. First,
the simulator guesses the adversarial type with at least probability 1

k . Next, for the type-i adversary,

the simulator can guess
−→
tag∗(i) with probability 1

|Si−1|·|T | ; it guesses
−→
tag∗(i−1) with 1

|Si−1| ≥
1
λ (from

the inequality |Si−1| ≤ |S1| < λ) and tag∗i with 1
Q . Overall, the simulator can guess a prefix of the

target tag vector with at least probability 1
kλQ

If the simulator correctly guess a prefix of the target tag vector, then it uses two techniques of
selectively-secure signature scheme [5] and programmable hashes [22]5; that is, the simulator first
guess a prefix of the target tag vector

−→
tag∗(i), and then responds signing queries as follows.{

for
−→
tag(i) 6= −→tag∗(i), it uses the proof technique of selectively-secure scheme.

for
−→
tag(i) =

−→
tag∗(i), it uses the programmability of the weak programmable hash functions.

Since
−→
tag∗(i) 6∈ Si, there are at most m tag vectors same as

−→
tag∗(i) so that the simulator can response

m signature queries with tag vector
−→
tag∗(i) using the programmability of (v

∏m
i=1 u

M i

i ).
Here, the reduction looses kλQ factor. From the above proof strategy, the following theorem is

obtained.

Theorem 1 [33, Theorem 1] If there is an adversary outputting a forgery of the Seo signature
scheme with ε probability in time T after issuing q signing queries, then we can construct a simulator
that solves the CDH problem with ε′ probability in time T ′ ≈ T , where

ε′ =
1

kλQ
(ε− qm+1

(m+ 1)!Qkm
− q

p
− (

qm+1

(m+ 1)!Qm
)λ).

If we set the parameters by Q = Ω(q) and m = k = Θ(
√

λ
log λ), then ε′ ∼ ε

kλQ . Since the public

parameter Q should be larger than q, we can interpret the above theorem as the proof of the
q-bounded CMA security.

5 This explanation is very technical. Since our security analysis also follows the same line of proof strategy (except
prefix-guessing), readers may find the details from our analysis in Section 4.
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Why q-Bounded CMA Security is Inevitable? Let us reconsider the analysis in [33]. In the analysis,
the public parameter Q should be larger than q so that q should be fixed at the parameter generating
time of the signature scheme; the simulator first guesses the adversarial type, say i-type, and then
guesses

−→
tag∗(i) with at least 1

λQ ;
−→
tag∗(i−1) with 1

|Si−1| ≥
1
λ (from the inequality |Si−1| ≤ |S1| < λ)

and tag∗i with 1
Q . Here, we need the inequality |S1| < λ. In fact, S1 is the set of m + 1 collisions

among q random integers from [1, Q]. Intuitively, q integers are chosen from the set [1, Q] so that
if q > Q, then we cannot expect any meaningful upper bound of |S1|. Lemma 1 just shows this

intuition with the exact quantity; Pr−→
tag1,...,

−→
tagq

$←T k
[|S1| ≥ λ] < ( qm+1

(m+1)!Qm )λ and so if q > Q, we

cannot expect the right hand side is even smaller than 1. Therefore, Q should be set as an integer
larger than q.

One may think that if Q is sufficiently large, e.g., Q = 2λ, then the Seo signature scheme satisfies
the standard CMA security. However, in the analysis, the reduction algorithm loses Q factor (to
guess tag∗i ) in comparison to the adversary’s success probability so that Q should be a polynomial
for the reduction algorithm being a polynomial time reduction.

In summary, Q should be set as a polynomial (for polynomial time reduction), but if the
adversary obtains signatures of polynomial numbers, which is larger than Q, then the analysis does
not guarantee any security. Therefore, the security analysis in [33] failed to show the standard CMA
security.

4 New Analysis: Achieving CMA Security with Tighter Reduction

In this section, we aim at removing an undesirable relation between the size of the tag vector space
and the bound of the maximum number q of signing queries of the Seo signature scheme.

First, we try to understand the essential reason why the Seo signature scheme can achieve sub-
linear pubic key size (though it is secure against q-Bounded CMA attackers only). Even though
the prefix-guessing proof strategy is already used to prove the CMA security of Waters signature
scheme, only linear public key size could be achieved [24]. There is a big difference between the
proof in [33] and the proof in [24]6; The goal of the security proof (that is, the goal of the simulator)
in [24] is to guess a prefix of the message that satisfies the following two conditions.

1. The message will be used in the forged signature.

2. The prefix of the message is different from the prefixes of all messages used in signing queries.

(If the simulator has the prefix of the message satisfying the above two condition, then it can use
the well-known technique for the selectively-secure scheme [5].)

On the contrary, the goal of the security proof in [33] is to guess a prefix of the target tag vector
that satisfies the following two conditions.

1. The tag vector will be used in the forged signature.

2. The prefix of the target tag vector is different from the prefixes of all tag vectors used in signing
queries, except for at most m-collisions; that is, there could be at most m tag vectors used in
signing queries such that those prefixes (with the same length) are all equal to the prefix of the
target vector.

6 In [24], there are two schemes. In this paper, we are interested in the (variant of) Waters signature scheme only.
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(Again, if the simulator correctly guesses a prefix of the target tag vector, then it combines two
techniques of selectively-secure signature scheme [5] and programmable hashes [22].) To make the
second condition be meaningful, the necessary condition for the public parameters is that the length
of the tag vectors should satisfy that there are no m-collisions among q random tag vectors. (If
there are m-collisions among q tag vectors used in signing queries and the adversary uses such a
tag vector as the target tag vector, then the second condition cannot be hold.); tag vectors are

chosen from [1, Q]k, and so if we set Q = poly(λ) and m = k = O(
√

λ
log λ), then the necessary

condition is satisfied (by Lemma 1 with i = k, ` = 1) so that we can achieve sub-linear public key

size O(m + k) = (
√

λ
log λ), where poly(·) is an arbitrary polynomial. From here, we can see that

this line of proof strategy in [33] is definitely unassociated with the relation between Q (public
parameter) and q (the number of signing queries). Recall that the undesirable relation between Q
and q was inevitable once the simulator follows the way to guess a prefix of the target tag vector in
the proof in [33]. To prove the CMA security of the Seo signature scheme, we basically follow the
same line of the proof strategy in [33], but we change the way to guess a prefix of the target tag
vector. In the next subsection, we will explain our way of prefix-guessing in details.

As a result, we construct a reduction algorithm solving the CDH problem by using the weak

CMA attacker of the Seo signature scheme, with O(
√

λ
log λQq) reduction loss. Here, the reason why

our result leads the CMA security, unlike the original security proof, is that we can set Q and q be
independent; more precisely, we can set Q be a fixed polynomial in λ (e.g., Q = λ.) Our security
analysis is comparable with the proof in [33] in the sense that ours is as tighter as that of the
original analysis, even better. In particular, if we set Q = λ, the quality (reduction loss) of the
simulator is almost equal to that of the original security analysis in [33].

By combining with the generic transformation from EUF-wCMA secure signatures to EUF-
CMA secure signatures, we can obtain the CMA secure signature scheme. Therefore, we concentrate
on proving the EUF-wCMA security for the Seo signatures in this section.

4.1 Alternative, Simpler Prefix-Guessing

We follow the big picture of the original security analysis in [33]; that is, we also use the prefix-
guessing strategy, and then we use the combination of the technique of selectively secure scheme and
the programmable hashes for signing queries. In the original security proof, Lemma 1 is essentially
used to guess a prefix of the target tag vector, but the restricted version (the generalized birthday
lemma [20, 22]) of Lemma 1 is sufficient for our purpose. Thus, our security proof is much simpler
than the original proof in [33].

We provide our main theorem that proves the weak CMA security of the Seo signature scheme.

Theorem 2 The Seo signature scheme with the parameter setting m = k = Θ(
√

λ
log λ) and Q = λc

(fixed polynomial in λ) is EUF-wCMA secure under the CDH assumption. More precisely, if there
is an adversary with ε success probability and T running time, then we can construct the CDH
problem solver with ε′ success probability and T ′ running time, where

ε′ ∼ ε · ( 1

qQ
) and T ≈ T ′.

9



Proof. We use the same notation as in Section 3.1. The goal of the proof is to construct a simulator
B that solves the CDH problem with running an EUF-wCMA attacker A of the Seo signature
scheme.

Simulation Description.

B first takes an uniform instance of the CDH problem, (g, ga, gb) ∈ G3, and the bilinear group
description (G,Gt, e) over which the CDH instance is defined. For the sake of simplicity, let A = ga

and B = gb. Next, B receives a list L of q messages M1, . . . ,Mq from A.

Adversarial Types: For i ∈ [1, q], B uniformly generates random tag vectors
−→
tagi in advance that

will be used in the i-th signing query on Mi. We define the adversarial type similar to Section 3.1;
that is,

Type-1 :
−→
tag∗(1) 6∈ S1.

Type-2 :
−→
tag∗(1) ∈ S1, and

−→
tag∗(2) 6∈ S2.

...

Type-i :
−→
tag∗(i−1) ∈ Si−1, and

−→
tag∗(i) 6∈ Si.

...

Type-n :
−→
tag∗(n−1) ∈ Sn−1, and

−→
tag∗(n) 6∈ Sn.

Type-(n+ 1) :
−→
tag∗(n) ∈ Sn.

From the parameter setting m = k = Θ(
√

λ
log λ) and Q = λc and the generalized birthday

lemma [20, 22] (or Lemma 1), we obtain the inequality |Sk| < 1. Hence, we know that there is
an integer n such that it is less than k and every adversary should be only one of the above n+ 1
types. Note that we do not require the condition on the public parameter Q ≥ q as in the original
analysis in [33].

(Alternative, Simpler) Prefix-Guessing: Then, the simulator guesses a prefix of the target tag vector
as follows: it guesses adversary type, say type-i, with at least 1

k . Next step of the simulator is to

guess
−→
tag∗(i). To this end, the simulator guesses

−→
tag∗(i−1) (if i > 1 only) and tag∗i , respectively.

For
−→
tag∗(i−1), the simulator randomly chooses a tag vector in the set {−→tagj}j∈[1,q] and then sets

its (i − 1)-th prefix as the simulator’s guess
−→
tag∗(i−1); that is, the simulator guesses

−→
tag∗(i−1) as a

randomly chosen vector from {−→tag(i−1)j }j∈[1,q]. For tag∗i , the simulator uniformly guesses it from its

domain [1, Q]. We will argue that the simulator’s guess of
−→
tag∗(i) is correct with at least m+1

qQ later.

In the following description, let us assume that B’s guess for
−→
tag∗(i) is correct.

Let us briefly explain the remaining part of the simulation. The important property of the
prefix-guessing B did above is that there are at most m tag vectors

−→
tagj ’s such that their i-th

prefixes are equal to the i-th prefix of the target tag vector, that is,
−→
tag

(i)
j =

−→
tag∗(i) since for the

type-i adversary,
−→
tag∗(i) 6∈ Si. (For the type-(n+1) adversary, Sn+1 = ∅.) By using this property, we

can simulate public key and all signatures on Mi’s; for signatures with tag vectors having prefixes
different from

−→
tag∗(i), we will use the technique for selectively-secure signature scheme (e.g., Boneh-

Boyen signatures [6]), and for signatures with tag vectors (at most m) having the same prefix as−→
tag∗(i), we will use the (weak) programmable hashes [22] in simulation.
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KeyGen: We know that the i-prefix of the target tag vector,
−→
tag∗(i) is not contained in Si, and so

there exist at most m distinct tag vectors whose i-prefix is equal to
−→
tag∗(i) among q tag vectors

for signing queries. Let I be the set of indexes for such tag vectors. Then, |I| ≤ m. We first
define a polynomial f(X) having as roots messages Mi for i ∈ I; that is, f(X) :=

∏
i∈I(X −Mi).

If I is an empty set, we just define f(X) = 1. We can rewrite f(X) by
∑m

i=0 xiX
i for some

coefficients x0, . . . , xm ∈ Zp. Note that xi = 0 for i > |I|. Next, B uniformly chooses integers

y0, . . . , ym, z0, . . . , z`, w0, . . . , wk
$← Zp. Lastly, B generates a public key PK = {v, u1, . . . , um, g1,

. . .,gk, h, g, gα} as follows.

v = Ax0gy0 , uj = Axjgyj for j ∈ [1,m], h = A−
∑i
j=1 tag

∗
j zjgw0

gj =

{
Azjgwj for j ∈ [1, i]
gwj for j ∈ [i+ 1, k]

, g = g, gα = B,

where
−→
tag∗(i) = (tag∗1, . . . , tag

∗
i ). Then, b is the corresponding secret key and is unknown to B.

Sign: B generates signatures on M1, . . . ,Mq as follows. For the j-th signing query, B first checks
whether j ∈ I, and then B separately behaves as follows:

If j ∈ [1, q] \ I, then B checks whether the equality
∑i

t=1(tagjt − tag∗t )zt=0 holds, where
−→
tagj =

(tagj1, . . . , tagjk). (Recall that B already chose all tag vectors
−→
tag1, . . . ,

−→
tagq in advance before the

prefix-guessing phase.) If the equality holds, then B aborts the simulation and outputs a random

element. Otherwise, B chooses a random integer r′
$← Zp and computes a signature as follows.

σj1 = B
(
∑m
t=0 ytM

t
j )−(w0+

∑k
t=1 tagjtwt)

(
∑m
t=0 xtM

t
j )

(
∑i
t=1(tagjt−tag

∗
t )zt) · (A(

∑i
t=1(tagjt−tag∗t )zt)gw0+

∑k
t=1 tagjtwt)r

′

and σj2 = B

(
∑m
t=0 xtM

t
j )

(
∑i
t=1(tagjt−tag

∗
t )zt) · g−r′ .

Note that ∀j ∈ [1, q], Σi
t=1(tagjt − tag∗t )zt = 0 with only negligible probability since zt’s are

uniformly and independently chosen from Zp. Hence, Σi
t=1(tagjt− tag∗t )zt = 0 has an inverse except

for negligible probability. For efficient explanation, let us ignore such a negligible probability here.7

If j ∈ I, B chooses r
$← Zp and computes a signature as follows.

σj1 = B(
∑m
t=0 ytM

t
j )(gw0+

∑k
t=1 tagjtwt)r and σj2 = g−r.

Lastly, B defines the j-th signature σj on Mj by (σj1, σj2,
−→
tagj).

Response: B sends A the public key PK = (v, u1, . . . , um, h, g1, . . . , gk, g, g
α) along with signatures

σ1, . . . , σq.

Extraction from Forgery: At the end of interaction, B receives a message M∗ along with a forgery
σ∗ = (σ∗1, σ

∗
2,
−→
tag∗) on M∗ from A such that M∗ 6∈ L. If Verify(PK,M∗, σ∗) = 0, B aborts.

Otherwise, f(M∗) =
∑m

i=0 xi(M
∗)i 6= 0 since M∗ 6∈ L and all f ’s roots are contained in L. Finally, B

outputs (σ∗1 ·B−
∑m
t=0 yt(M

∗)t ·(σ∗2)w0+
∑k
t=1 tag

∗
twt)

1
f(M∗) as the solution of the CDH instance (g, ga, gb).

Analysis of the Reduction Algorithm B.

7 In fact, q
p

difference in the advantage can be occurred at most since there are q equations.
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Parameter setting. We show that the parameter setting m = k = Θ(
√

λ
log λ) and Q = λc implies the

inequality |Sk| < 1 with overwhelming probability; By Lemma 1, we obtain Pr−→
tag1,...,

−→
tagq

$←T k
[|Sk| ≥

1] < qm+1

(m+1)!Qkm
by setting i = k and ` = 1.8 If we apply the parameter m = k =

⌈√
λ

log λ

⌉
and

Q = λc, then the right hand side is q

⌈√
λ

log λ

⌉
+1

(
⌈√

λ
log λ

⌉
+1)!2cλ

. For any polynomial q, we can easily check that

q

⌈√
λ

log λ

⌉
+1

(
⌈√

λ
log λ

⌉
+1)!2cλ

is a negligible function in λ so that |Sk| < 1 with overwhelming probability.

In particular, for concrete security parameter we can yield reasonably short public keys satisfying
the above inequality; e.g., λ = 80, we can set m = k = 15 and Q = λ so that the probability

qm+1

(m+1)!Qkm
is much less than 1

280
for any q ≤ 280. Therefore, we have an EUF-CMA secure signature

scheme with public key size of 34 group elements for 80-bit security, which is better than the Waters
signature scheme of 164 group elements for the same security parameter, where the reduction loss
of both schemes is almost equivalent (we will show it later).

Simulator’s guess. We show that the simulator’s guess is correct with at least 1
qQ probability. The

simulator’s prefix-guessing consists of three independent steps. First, it guesses the adversarial types
with 1

k probability; since this guess is completely independent from all other process of the simulator
and is also hidden from the adversarial view, it is correct with 1

k probability. Next, we consider

the conditional probability that the simulator’s guess of
−→
tag∗(i−1) is correct once its guess of the

adversarial type is correct as i. If i > 1, then
−→
tag∗(i−1) ∈ Si−1 so that there are at least m + 1

tag vectors in {−→tagj}j∈[1,q] such that
−→
tag

(i−1)
j =

−→
tag∗(i−1). Hence, the probability that the simulator

chooses such a tag vector
−→
tagj satisfying the equality

−→
tag

(i−1)
j =

−→
tag∗(i−1) is more than m+1

q . Finally,

the simulator can guess tag∗i with 1
Q . Since all probabilities are independent, the overall probability

to correctly guess the prefix of the target tag vector is at least m+1
kqQ . Since we set m = k, it is larger

than 1
qQ . Note that if we set m and k distinct, here the success probability of the prefix-guessing is

at least m+1
kqQ .

Distribution of simulation. We show that the simulated transcript (public key and signing queries)
between A and B are indistinguishable from the real transcript; since y0, . . . , ym, and w0, . . . , wk
are uniformly chosen from Zp and the CDH instance is also uniformly generated, the public key
simulated by B is identical to those of the output of the KeyGen algorithm. Next, we consider the
distribution of simulated signatures for signing queries. The tag vectors chosen before the prefix-
guessing phase are distributed uniformly and independently, so that we focus on the other parts in
signatures except for tag vectors.

8 Note that here we can use the generalized birthday lemma [20, 22] instead of Lemma 1. Since we already stated
Lemma 1, here we use Lemma 1. But, we note that our proof does not require a full advantage of Lemma 1 like
the proof in [33].
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For j ∈ [1, q]\ I, we argue that the randomness r used in the j-th signature query is distributed

as if r = − (
∑m
t=0 xtM

t
j b)

(
∑i
t=1(tagjt−tag∗t )zt)

+ r′;

σj1 = B
(
∑m
t=0 ytM

t
j )−(w0+

∑k
t=1 tagjtwt)

(
∑m
t=0 xtM

t
j )

(
∑i
t=1(tagjt−tag

∗
t )zt) · (A(

∑i
t=1(tagjt−tag∗t )zt)gw0+

∑k
t=1 tagjtwt)r

′

= B(
∑m
t=0 ytM

t
j )(gab)

∑m
t=0 xtM

t
j · (A

∑i
t=1(tagjt−tag∗t )ztgw0+

∑k
t=1 tagjtwt)

(−
∑m
t=0 xtM

t
jb)

(
∑i
t=1(tagjt−tag

∗
t )zt)

·(A
∑i
t=1(tagjt−tag∗t )ztgw0+

∑k
t=1 tagjtwt)r

′

= (
∏m
t=0(A

xtgyt)M
t
j )b · (A

∑i
t=1(tagjt−tag∗t )ztgw0+

∑k
t=1 tagjtwt)r

= (
∏m
t=0(A

xtgyt)M
t
j )b · (A−

∑i
t=1 tag

∗
t ztgw0 ·

∏i
t=1(A

ztgwt)tagjt ·
∏k
t=i+1(g

wt)tagjt)r

= (v
∏m
t=1 u

Mt
j

t )b(h
∏k
t=1 g

tagjt
t )r

and σj2 = B

(
∑m
t=0 xtM

t
j )

(
∑i
t=1(tagjt−tag

∗
t )zt) · g−r′ = g−r.

We can see that r is uniformly distributed according to r′ since r′ is uniformly and independently
chosen from Zp. Consequently, we showed that the simulated distribution of σj1 and σj2 is identical
to that of the output of Sign algorithm.

For j ∈ I, we argue that the simulated signature is distributed with the randomness r;

σj1 = B(
∑m
t=0 ytM

t
j )(gw0+

∑k
t=1 tagjtwt)r

= B(
∑m
t=0 ytM

t
j )(gab)

∑m
t=0 xtM

t
j · (A

∑i
t=1(tagjt−tag∗t )ztgw0+

∑k
t=1 tagjtwt)r

= (
∏m
t=0(A

xtgyt)M
t
j )b · (A−

∑i
t=1 tag

∗
t ztgw0

∏i
t=1(A

ztgwt)tagjt
∏k
i=i+1(g

wt)tagjt)r

= (v
∏m
t=1 u

Mt
j

t )b(h
∏k
t=1 g

tagjt
t )r.

In the second equality, we used the fact that
∑m

t=0 xtM
t
j = 0 and tagjt = tag∗t for j ∈ I and t ∈ [1, i].

We know that σj2 = g−r. Since r is an uniformly chosen integer, the simulated distribution of σj1
and σj2 is identical to that of the output of Sign algorithm.

CDH Solution Extraction. Finally, we show that the CDH solution B outputs is valid with non-
negligible probability. We already showed that the simulated transcript is identical to those of
the real transcript of EUF-wCMA security game (once the simulator guesses a prefix of

−→
tag∗

correctly and we ignore negligible probability). If A outputs a valid forgery (σ∗1, σ
∗
2,
−→
tag∗), then

it satisfies the verification equation so that it is of the form σ∗1 = (v
∏m
t=1 u

M∗t
t )α(h

∏k
t=1 g

tag∗t
t )r

and σ∗2 = g−r for some r. From the simulator’s public key setting, we know that σ∗1 is equal to

(gab)f(M
∗)(gb)

∑m
t=0 yt(M

∗)t(gr)w0+
∑k
t=1 tag

∗
twt so that B outputs

(σ∗1 ·B−
∑m
t=0 yt(M

∗)t · (σ∗2)w0+
∑k
t=1 tag

∗
twt)

1
f(M∗) = gab.

Here, the success probability of the reduction algorithm B is ε · 1
qQ , where ε is A’s success

probability and we ignore negligible probability. Note that if we set m and k distinct (but both are
Θ(
√
λlog λ)), then ε′ ∼ ε · m+1

kqQ in general. ut
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5 Extensions

In [33], two extensions are considered. First, a tag-free scheme using a pseudorandom function
PRF is given9; the signer chooses a random key K for the pseudorandom function and publishes
it along with other public parameters of signature scheme. Whenever the signer needs to generate
a tag vector

−→
tag for signing a message M , she define

−→
tag = PRFK(M). The main advantage of the

tag-free scheme is shorter signatures since the verifier can generate tag vectors from messages and
public parameters so that the signer can remove tag vectors from signatures. This technique applies
to our scheme, and so we can obtain shorter signatures; that is, the EUF-wCMA secure signatures
consist of two group elements and the EUF-CMA secure signature consist of two group elements
and one exponent. Second, it is shown that the Seo signature scheme could be constructed and
proven secure in asymmetric bilinear group setting. We note that such an extension also apply to
our scheme.
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