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Abstract—The ZigBee specification is an emerging wireless
technology designed to address the specific needs of low-cost, low-
power wireless sensor networks and is built upon the physical
and medium access control layers defined in IEEE 802.15.4
standard for wireless personal area networks (WPANs). A key
component for the wide-spread success and applicability of
ZigBee-based networking solutions will be its ability to provide
enhanced security mechanisms that can scale to hundreds of
nodes. Currently, however, an area of concern is the ZigBee key
management scheme, which uses a centralized approach that
introduces well-known issues of limited scalability and a single
point of vulnerability. Moreover, ZigBee key management uses a
public key infrastructure. Due to these limitations, we suggest
replacing ZigBee key management with a better candidate
scheme that is decentralized, symmetric, and scalable while
addressing security requirements. In this work, we investigate
the feasibility of implementing Localized Encryption and Au-
thentication Protocol (LEAP+), a distributed symmetric based
key management. LEAP+ is designed to support multiple types
of keys based on the message type that is being exchanged. In
this paper, we first conduct a qualitative security analysis of
LEAP+ and the current ZigBee key management scheme. Using
the QualNet 5.0.2 simulator, we implement LEAP+ on the ZigBee
platform for the very first time. Experimental results show that
a distributed key management scheme such as LEAP+ provides
improved security and offers good scalability.

Index Terms—ZigBee, IEEE 802.15.4, Key management,
LEAP+

I. INTRODUCTION

Wireless sensor networks (WSNs) comprise small battery
powered and low cost devices each with sensing, data process-
ing and communication capabilities. ZigBee is an emerging
standard that aims to address applications in a wide range of
markets, including commercial building automation, residen-
tial appliance networks, health-care, fitness, telecommunica-
tion, and even military, police, safety, and rescue applications
[1]. In ZigBee networks, a large number of sensor nodes
are deployed to monitor a wide area, where the working
situations are commonly tough. Since these nodes are typically
positioned in distant locations and they might have mission
critical tasks, they should be armed with security appliances
to provide information assurance against any unwanted infor-
mation leakage [2]. Unfortunately, the constraints of WSNs
make them more vulnerable to attacks including denial of
service (DOS), traffic analysis, and node replication. Even
jamming mitigation techniques are not generally feasible in

WSNs to use against DOS due to their design complexity and
high energy consumption [3], [4].

The ZigBee specification includes a number of security
provisions and options [5] while improving the basic security
framework defined in IEEE 802.15.4 [6]. ZigBee security
service facilitates carrying out secure communications, estab-
lishing of cryptographic keys and controlling devices. Indeed,
key management is a core mechanism for any other security
services in ZigBee protocol stack. The objectives of this key
management are to generate and securely distribute required
cryptographic keys between the communicating nodes that
need to transfer data. Unfortunately, ZigBee asymmetric based
key establishment is not efficient (e.g., Diffie-Hellman key
establishment protocol [7]) due to energy consumption and
hardware requirements [8], [4]. Sufficient security cannot be
provided by ZigBee when large sensor networks are employed
[9]. ZigBee key management scheme is not too flexible for
node addition and revocation while working in any desired en-
vironments. Moreover, ZigBee key management is not meant
for distributed application due to its centralized design. This
results in a need to find an efficient and reliable candidate
scheme to replace ZigBee key management to overcome such
limitations and security issues. Hence, in this work, we select
LEAP+ [10] to be implemented as an alternative to ZigBee key
management scheme. Using decentralized key management
such as LEAP+, however, has its own costs to be paid to
satisfy anticipated security requirements. Our contributions
include: first, a detailed security analysis and comparison of
the LEAP+ and ZigBee key management schemes; second,
the implementation and integration of LEAP+ in the ZigBee
protocol stack as an alternative to the standard ZigBee key
management.

The remainder of the paper is organized as follows. Sec-
tion II provides an overview of ZigBee specification and
its security. In Section III, LEAP+ is briefly described as a
replacement key management scheme followed by Section
IV, where we analyze and compare both the key manage-
ment schemes. We describe our implementation of LEAP+,
designed scenarios in QualNet and performance evaluation due
to this replacement of key establishment protocol on ZigBee in
section V. Finally, in Section VI, we draw conclusive remarks
and suggest future work.



Fig. 1. The ZigBee protocol stack

II. ZIGBEE SPECIFICATION AND SECURITY

ZigBee specification is considered a reliable, low-power,
wirelessly networked monitoring and control product by the
ZigBee Alliance [5]. ZigBee comprises IEEE 802.15.4 for
the physical and MAC layers along with its support for
network and application layers and places itself on top of
the IEEE 802.15.4 layers as it is shown in Fig. 1. The IEEE
802.15.4 standard applies to WPAN that operate at low data
rate wireless connectivity and are confined to operate in the
range of 10m [6].

ZigBee supports various levels of security that can be
configured depending on the needs of the application. It
includes methods for key establishment, key transport, frame
protection, and device management [5], [11]. ZigBee provides
three types of security modes: residential, standard, and high
security. Residential security is first supported in the ZigBee
2006 standard [5]. This level of security requires a network key
to be shared among devices and is designed for lower security
residential applications. Standard security adds a number of
optional security enhancements over residential security, in-
cluding an application support sub-layer (APS layer) link key.
High security (commercial) adds entity authentication, and a
number of other features not widely supported. This mode
is intended to be implemented for high security commercial
applications. ZigBee high security utilizes three types of
keys: master key, link key, and network key. The master
key is used for secure communication between nodes and
the base station. The link key is shared by two devices for
secure unicast communication where as the network key is
used for broadcast communications and is shared among all
devices in the network, both of these types of keys can be
updated periodically. The base Station (Trust Center device)
authenticates devices that are going to join the network. This
Trust Center takes care of the link key distribution in the
network and also selects a proper network key. All the devices
therefore, must be pre-configured with the proper link key to
enhance the network security.

Fundamentally, all the keys are delivered via either pre-

TABLE I
KEY MANAGEMENT SECURITY REQUIREMENTS VS. ZIGBEE KEY

MANAGEMENT SPECIFICATION

Requirements Zigbee

Availability
Entire of the network can be compromised and
unavailable due to its centralized structure if there
is an attack on the base station.

Authentication
Only the master key is used for authentication when
the high security feature is enabled that decreases
the level of security considerably.

Confidentiality Support AES-128 as encryption algorithm.

Integrity Uses AES-CCM* and ECDSA Digital Signatures.

Non-repudiation Good

Connectivity High global and low local connectivity.

Degradation of
security services

Three different types of security profiles have been
implemented.

Efficiency Uses the asymmetric cryptosystem hence it has a
bad impact on performance of WSNs.

Flexibility Good

Revocation Not supported well.

Scalability Limited to 254 nodes only.

Survivability Not very robust against node capture attacks.

installation, key-Transport, or key-Establishment methods as
defined by ZigBee [5]. In the pre-installation method keys
are loaded before placement in the network. In the Key-
Transport technique, the Trust Center transmits the key in a
secure fashion to the device whenever possible. Any node may
obtain its network key via key-transport or pre-installation. In
the Key-Establishment approach, the link key establishment
is processed by a symmetric-key key establishment (SKKE)
protocol [12] and it is based on master key. The master key
itself is acquired via key-transport or pre-installation [12]. The
network key is securely transported between the Trust Center
and the device by using a link key based on the 128-bit
Advanced Encryption Standard (AES) encryption algorithm
[13]. First, the Trust Center encrypts the network key by
using a link key and sends the encrypted data; then the device
decrypts the received data by using the link key. The master
key is a secret key between two nodes and provides a starting
point for establishing a link key. This task can be done via
other mechanisms such as Certificate-based Key Establishment
(CBKE) and Alpha-secure Key Establishment (ASKE) [11].

Besides all the security specifications of ZigBee, WSNs
have similar type of security requirements to those of ad-hoc
networks [14], [15]. There are general and specific security
requirements for any key management of WSNs as discussed
in [16], [17]. Table I illustrates how ZigBee supports these
security requirements and features. Clearly, ZigBee key man-
agement does not support some of these requirements well.
One issue is the centralized nature of ZigBee key management.
If the Trust Center is compromised then the whole network
becomes compromised since it has a single point of exposure.
Another issue is the scalability of the network. ZigBee cannot
supply sufficient security when large sensor networks appear.
Such shortcomings give a motivation to use any other key



management protocol such as LEAP+. In section IV, we
discuss the properties of ZigBee and LEAP+ key management
schemes in more detail.

III. LEAP+
LEAP+ is a distributed key management protocol for WSNs

that is designed to support the establishment of four types
of keys depending on the type of messages that are being
exchanged [10]. It also provides an efficient protocol for
local broadcast authentication based on the use of one-way
key chains. This authentication protocol supports source au-
thentication without preventing passive participation where
neither the globally nor pair-wise shared keys are used for
authentication. In the next subsections, the four types of key
establishment methods are described:

A. Establishing Individual Node Keys
Every node has its own unique preloaded key IKa (where

a is a unique node ID) that is shared with the base station to
be used for secure communication and is generated as IKa =
fKm(a), where f is a pseudo-random function and Km is a
master key known only to the base station.

B. Establishing Pair-wise Shared Keys
This key is shared by every node with its immediate neigh-

bors for secure communications and source authentication.
Once a new node is added, its initial network key, KIN is
used to derive the master key and the pair-wise keys shared
with its neighbors. For adding M nodes to a sensor network in
M intervals of T1, T2, T3, ....., TM , the base station arbitrarily
produces M keys as K1

IN ,K
2
IN ,K

3
IN , ....,K

M
IN respectively

serving as initial keys. There are four steps required to add a
node a to the network to establish a pairwise key with each
of its neighbors described as follow:

1) Pre-distribution: A node a, loaded with the initial key
Ki
IN , derives its master key as Ki

a = fKi
IN

(a) for the current
time interval Ti, and loaded with master keys Kj

a = fKj
IN

(a)
for all future intervals of i < j ≤M , but not any initial keys
Kj
IN matching to those time intervals.
2) Neighbor Discovery: The node a broadcasts a HELLO

message containing its ID and the interval i and a timer starts
after Tmin time (we assume there exists a lower bound on the
time interval Tmin that is necessary for an adversary to com-
promise a sensor node, a newly deployed sensor node should
discover its immediate neighbors within this time interval).
Every neighbor b responds with an ACK message including
its ID. This ACK from each neighbor b is authenticated via
current master key Kb

i of node b. As node a knows Ki
IN , it

derives Kb
i to verify the ACK message from every neighbor.

3) Pair-Wise Establishment: Node a generates its pair-wise
key Kab with b as Kab = fKi

b
(a). In similar way, node b might

also generate Kba.
4) Pair-Wise Establishment: The timer that is started after a

HELLO message was broadcast, stops after time Tmin, node
a deletes Ki

IN and all the master keys Kb
i of its neighbors.

Node a does not delete its own master key Ka
i or any other

preloaded master keys Ka
j where i < j ≤M .

C. Establishing Cluster-Keys

Every node a shares a unique cluster key with all its
immediate neighbors b1, b2, ...., bm for secure message broad-
casting, followed by the pair-wise key establishment phase.
Node a begins producing a random key Kc

a, then encrypts
this key with the pair-wise key shared with each immediate
neighbor, and then sends the encrypted key to each neighbor
bi, i < j ≤M . In a similar way, each node bi stores the key
Kc
a in a table after decrypting, and sends its own cluster key

to node a.

D. Establishing the Global-Key

This secret key is shared by all nodes in the network and
the base station and is used for secure global broadcasting
such as revocation announcements. There must be a broadcast
authentication mechanism, since any adversary may claim to
be the base station by broadcasting un-authenticated messages.
µTESLA [18] protocol has been used for broadcast authenti-
cation because of its efficiency and tolerance to packet loss.
Let a is the node to be revoked, k′g new global key and kTi is
to be disclosed µTESLA key. The base station broadcasts the
following message M :

M : BS → ∗ : a, fk′g (0),MAC(kTi , a | fk′g (0)) (1)

The base station broadcasts the MAC key kTi after one
µTESLA interval. Node b authenticates received message M
after receiving MAC key that arrives one µTESLA interval
later. After a positive authentication, node b saves the verifi-
cation key fk′g (0) temporarily. And if that node b happens to
be neighbor of node a, node b erases its pair-wise key shared
with a and updates its cluster key.

IV. ANALYSIS

In this section, we draw a comparison of different features
of original ZigBee’s key management scheme and LEAP+
that is given in Table II. ZigBee’s key management scheme
is a centralized scheme that relies on a Trust Center having
both public and private keys whereas LEAP+ is a distributed
key management scheme having a symmetric key as its main
cryptosystem. Obviously, asymmetric cryptosystem does not
scale well in a large network that consists of hundreds of
devices. However, this scalability issue is addressed in LEAP+
by eliminating the distribution center for key management
[19].

ZigBee provides three types of keys that are preloaded
before node deployment [5]. Both link and network keys can
be updated either manually or online. ZigBee does not have
a proper mechanism to transmit the master key to each node
in a secure fashion resulting in utilizing public-key system
technology that incorporates performance overheads. LEAP+
provides four types of keys where individual and global keys
are preloaded before deployment [10]. Both the pair-wise
and cluster keys are generated and established after node
deployment and discovery of its own immediate neighbors.
ZigBee does not support a practical node revocation mecha-
nism. Therefore, if a node is captured, the keys might become



TABLE II
COMPARISON BETWEEN ZIGBEE AND LEAP+ KEY MANAGEMENT

SCHEMES

Specification ZigBee Key
Management

LEAP +

Network
Architecture

Centralized Distributed

Cryptosystem Public and Private
Key

Private Key

Scalability Limited Very Good

Initial Key
Transmission

Not Safe Secure

Type of keys Master, Link and
Network Key

Individual, Cluster,
Pair-wise and Global-key

Authentication Global Broadcast
Authentication

Global and Local Broadcast
Authentication

Mode of
operation

CCM* CBC-MAC

Key update Periodically Event Driven

Re-keying
policy

Not Well Defined Enforced

available to the adversary. The ZigBee re-keying policy is
not well-defined even for the Smart Energy Profile [5], [11]
and it does not have proper re-keying mechanisms, increasing
security and efficiency concerns. In LEAP+, all four type of
keys can be revoked and updated via LEAP+’s revocation
and re-keying mechanism where the re-keying and revocation
policies are comprehensively defined and enforced.

Unlike ZigBee that offers global broadcast authentication,
LEAP+ supports both local and global broadcast authentica-
tions without preventing passive participation initially inher-
ited from µTESLA. Employing local broadcast authentication
has its own performance benefits, especially where the event-
or time-driven messages can be locally authenticated such
as routing control messages or aggregated sensor readings.
Having local broadcast authentication mechanism eliminates
potential associated costs that can be introduced by global
broadcast authentication [10]. Routing control messages or
aggregated sensor readings are examples of event- or time-
driven local broadcasts that do not impose delay and energy
overheads as global broadcasts usually have. ZigBee uses the
CCM* [20] mode of operation, which is a general combined
encryption and authentication block cipher mode with a block
size of 128-bit such as AES-128. To extend it to other
block sizes requires further definitions again increasing the
performance overhead whereas CBC-MAC [21] is used in
LEAP+ where block size is fixed to offer authentication. Thus,
a key management scheme that scales a large flexible network
with decentralized controller is found in LEAP+, making it an
obvious potential choice to replace ZigBee’s key management
scheme.

V. IMPLEMENTATION AND PERFORMANCE EVALUATION

This section describes how the cryptographic functions pre-
sented in LEAP+ are implemented on top of the ZigBee stack
as part of application layer. The LEAP+ Key management

Fig. 2. Time delay for a node to establish pair-wise keys with all its neighbors
for the high and light security configurations

scheme routines are coded in C++ and introduced as part of
simulation functions of QualNet.

LEAP+ requires some specific cryptographic functions such
as key generation, message authentication and encryption.
To meet these requirements, RC5 is used as the random
key generation and encryption function. Respectively, Cipher-
based Message Authentication Code (CMAC) is utilized to
check integrity and confidentiality of data and to authenticate
the communicating entities [22], [23], [21]. RC5 is appropriate
for WSNs applications due to its low memory requirement.
Moreover, the RC5 block cipher has embedded parameter vari-
ability to get flexibility at all levels of security and efficiency.
RC5 is also employed as part of CMAC implementation. We
have configured two levels of security (high and light security)
by modifying data-dependent rotations (via increasing RC5
rounds from 16 to 64) to be used in our designed scenarios.

We performed experiments for three different scenarios.
These experiments are replicated ten times for each scenario.
The nodes are Fully Functional Device (FFD), immobile and
randomly placed within the areas of 20×20, 25×25, 30×30
and 50×50 square meters.

In the first scenario, a node establishes a unique pair-
wise key with each node within its communication range
(immediate neighbors). In each step, we deploy a new node
within this range. We continue adding new nodes up to the
point that the time delay reaches the Tmin threshold. We
adopt two different thresholds. When high security is required,
Tmin−h is the maximum tolerable time delay allowed by the
protocol for the nodes to establish their pair-wise keys, and
Tmin−l is used when higher performance is required while
still maintaining a minimum level of security. We also adopt
the value of 10 seconds for Tmin−l based on the performed
experiment in [10], and we assume the value 25 sec for
Tmin−h. Note that, these values can be decided differently
(based on application requirements) since the time to establish
pair-wise keys is far less than the time for an adversary to
obtain copies of all the memory and data on the captured
sensor node.

Our main objectives of this experiment are to indicate the
maximum number of nodes that can be placed within the



Fig. 3. Energy consumption for a node to establish pair-wise keys with all
its neighbors

radio range of the aiming node, and the impacts of network
density on both time delay and energy consumption. The total
number of nodes n within the area of communication range
r of the aiming node defines the node density d =

(
n
πr2

)
.

Fig. 2 depicts the time that is taken for added nodes (27
nodes in high security and 19 nodes for light security) to
generate and deliver pair-wise keys to a target node within one
cluster. Correspondingly, energy consumption due to these key
transmissions is shown in Fig. 3. It is observed that when the
number of nodes in a network is increased, more time is taken
for a node to make a pair-wise key with the other neighboring
nodes and also more energy is consumed for transmissions
and communications accordingly. The simulation statistic file
shows that for the first ten nodes, the total number of Bytes
sent by the sending node is identical to received Bytes by
receiving nodes; this confirms that there is no congestion
and as a result the graph inclines linearly. Immediately after
adding more nodes to this cluster, we observe that the time
delay increases exponentially. This is due to retransmission of
sending packets in some cases up to five times. This introduced
packet loss ratio is mainly caused by network congestion. At
the same point, energy consumption grows at an altered rate,
as shown in Fig. 3. Moreover, monitoring the physical status
of the targeting node shows that it spends over 40% of time in
either Transmit and Receive mode, rather than Idle or Sleep
mode.

To demonstrate the scalability of LEAP+, we expanded the
first scenario. We ran the simulation for different numbers of
nodes and areas of network. In contrast from the previous
observation, we consider time delay for the entire network
due to pair-wise key establishment. First, we begin establishing
pair-wise keys for a network size of 20×20. Once we reach the
time threshold, we stop adding nodes to the network. We then
ran the same simulation for a larger network size of 25×25.
As soon as we hit the thresholds, we proceed with network
sizes of 30×30 and 50×50 square meters. Fig. 4, exhibits the
time taken for the entire network to obtain the corresponding
pair-wise Keys. When operating in an area of 20×20 square
meters with the light security configuration, the frequency
spectrum gets congested when the number of nodes reaches

Fig. 4. Time delay for the entire network to establish pair-wise keys for the
light security configuration

19. Delay due to this congestion can put the key establishment
protocol in a compromised state. The only way to add more
nodes to the network is to provide more room by increasing
the network area, thereby decreasing average network density.
However, we have to keep the average density to a reasonable
amount where the network is still connected (we enforce this
in the simulation, by not having any isolated nodes). Also, the
average density of the network must be less than or equal to
the node density calculated from the first scenario, in order
to maintain the pair-wise key delay always less than the time
threshold. Let n be the total number of nodes in a cluster, A
be the network area, and r be the communication range of a
single node. The expected maximum admitted nodes N to the
network can be calculated as:

N ≤ n
(
A

πr2

)
(2)

For instance, given a network region of 30×30 square meters
and radio range of 10 meters, the cluster size is 19 nodes where
nodes are positioned uniformly. The total number of admitted
nodes to the network should not be more than 54 nodes for the
light security configuration. For the same setup, our simulation
result confirms, that the network size of 53 nodes does not
exceed the threshold of 10 sec (see Fig. 4). The high security
configuration anticipates more delays while providing more
security over the light security setup. Fig. 5 shows simulation
results for this setup; these delays might not be interesting
for some applications where the performance aspects of key
management require more attention. Furthermore, having a
higher time threshold in the high security setup allows more
node admission to the network that increases the overall
scalability and connectivity of network.

As mentioned in Section III, cluster-key is used for secure
broadcast within a cluster. Cluster formation happens right
after pair-wise key establishment and these cluster-keys are
securely transported by pair-wise key encryption. In the second
scenario, we validate the operation of cluster-key establish-
ment procedure. In this setup, for all nodes added to the net-
work in first scenario, a unique cluster-key is established. The
extra cost of this secure mechanism (cluster-key establishment)
is calculated in term of time delays and energy consumption.



Fig. 5. Time delay for the entire network to establish pair-wise keys for the
high security configuration

Fig. 6. Time delay for all the nodes within a cluster to generate and exchange
their cluster-keys for the high and light security configurations

Fortunately, LEAP+ did not fix the time threshold for the key
delivery and left this option open for application developers to
decide. It is evident from Fig. 6 that the total time delays to
establish cluster-keys increases with regard to the number of
nodes being increased in a network and it is the same behavior
for the energy consumptions as described in Fig. 7.

Increasing the number of nodes impacts the end-to-end
delivery and energy consumption for the same reasons de-
scribed for the first scenario. The only difference is that
there is additional time and energy taken by the encryption
and decryption for the cluster-keys transmissions. The cluster-
keys are transported securely (encrypted with pair-wise key),
therefore, there will be several unicast secure sessions between
each set of immediate neighbors for secure exchanging of the
cluster-keys.

Finally, in the third scenario, compromised nodes are
consecutively revoked from the aforementioned cluster. Re-
keying procedures subsequently are performed to stabilize the
connectivity of the network by recovering disconnected paths.
When a node is revoked, all nodes that are neighbors of the
revoked node need to encrypt their new cluster-keys using
the pair-wise key shared with each neighbor. Therefore, the
number of such secure key transportations are determined by
the number of neighbors and the density of the sensor network.
Fig. 8 shows the total time taken to revoke a node from the

Fig. 7. Energy consumption for all the nodes within a cluster to generate
and exchange their cluster-keys

Fig. 8. Time delay for nodes within a cluster to update and re-establish keys
(re-keying) with the other nodes for the high and light security configurations

network. If a node is revoked from a cluster that comprises
27 nodes, there is a delay of 4.37 seconds at most for the
high security profile. This time is taken to inform all of the
26 remaining nodes and let them authenticate the revocation
message coming from the base station. For a network with
reasonable density, it seems that transmission time delays
do not cause many performance problems in LEAP+. For
example, for a network of 26 nodes, the total re-keying time
increased from 59.01 seconds as depicted in Fig. 9. All of this
happens within a single cluster. Therefore, if there is a need
to deploy additional nodes, LEAP+ provides the possibility
to increase the number of clusters instead of overcrowding a
single cluster as was argued in previous scenarios.

We evaluate the computation and communication costs
of the LEAP+ key establishment schemes for each of the
aforementioned scenarios. This paper does not provide a
quantitative comparison among ZigBee key management and
LEAP+ schemes based on mentioned costs. The reason is that
both these protocols have different fundamental characteristics.
First, in a distributed design such as LEAP+, there is no single
building block for key establishment, whereas in a centralized
architecture the main controller organizes key establishment.
Therefore, the method of key distribution will be different and
cannot be compared within the same scenarios. Second, both
pair-wise keys and cluster-keys in LEAP+ are established after



Fig. 9. Time delay for all the nodes within a cluster to revoke a node for
the high and light security configurations

node deployment whereas link and network keys in ZigBee
are preloaded. Also, LEAP+ keys can be regenerated and
reestablished securely after authentic revocation by the base
station as in our third scenario. The achieved results help
network application developers to have a clear picture about
both security features and additional communication overheads
introduced by LEAP+. Inspecting Table II, it is possible to see
the benefits of LEAP+, but these have associated costs which
are examined in this section.

VI. CONCLUSION

In this work, we substitute the key management scheme
of ZigBee by implementing LEAP+ to enhance the security
capabilities. LEAP+ is a symmetric distributed key manage-
ment protocol for sensor networks that is designed to support
multi-type keys depending on the type of message that is being
exchanged. In fact, LEAP+ forms the network into overlapping
small clusters providing the possibility to have better security
by reducing the risks of information leakage that are caused
by broad information exchanged. LEAP+ is surprisingly well-
suited to different types of network topologies, device types,
and addressing modes offered by ZigBee stack. Our experi-
mental results and performance evaluation parameters are not
only valuable to assess the feasibility of LEAP+ scheme on
the ZigBee protocol stack but they also provide the basis for
having an effective mechanism to get reasonable scalability
within WSNs. There is, however, a significant point to be
considered. That is, LEAP+ is essentially meant for stationary
nodes. Mobility of the nodes within the network is highly
significant for mobile wireless sensor networks and needs to
be considered for future work. This need inspires the idea to
upgrade LEAP+ with mobile capability, keeping in mind that
there are a lot of design challenges and potential issues that
must be addressed and resolved in order to enable mobility
in sensor networks to get enhanced security and reduced
performance overheads.
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