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#### Abstract

Physical Unclonable Functions (PUFs) have emerged as a lightweight alternative to traditional cryptography. The fact that no secret key needs to be stored in non-volatile memory makes PUFs especially well suited for embedded systems in which securely generating and storing secret keys is difficult and expensive. Compared to traditional cryptography, PUFs are often believed to be more resistant to implementation attacks.

In this paper we will take a closer look at this assumption. Using a controlled Arbiter PUF as an example, we show that just like traditional cryptography strong PUFs are susceptible to implementation attacks. By combining machine learning with with sidechannel analysis we are able to attack designed based on Arbiter PUFs that on are resistant to normal machine learning attacks. We use two different side-channels for our attacks: a passive power side-channel and an active fault attack based on altering the supply voltage of the controlled PUF. Even in the presence of considerable noise both attacks can accurately model the Controlled Arbiter PUF. Hence, the assumption that PUFs are generally more resistant against side-channel attacks is not necessarily true and side-channel resistance needs to be considered when PUF designs are evaluated.
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## I. Introduction

Physical Unclonable Functions (PUF) have gained widespread attention in the research community as a new cryptographic primitive for hardware security applications. PUFs make use of the fact that two manufactured computer chips are never completely identical due to process variations. A PUF exploits these process variations to ensure that each chip has a unique behavior so that each chip can be uniquely identified. There are many applications for which PUFs can be used. Two prominent examples are the use in challenge-and-response protocols as well as for secure key generation and storage. The advantage of using a PUF to generate cryptographic keys is that the PUF ensures that each chip will have its own unique secret without the need to program it first. Furthermore, securely storing a cryptographic key in embedded devices in a way that they are resistant to physical attacks such as probing and reverse-engineering is extremely difficult. In PUFs on the other hand, no key

[^0]needs to be stored in non-volatile memory since the secret is instead derived from physical characteristics which are hard to monitor.

PUFs can be classified into two categories: weak PUFs and strong PUFs. In a weak PUF, the number of challenges the PUFs can accept is very limited so that an attacker can try all possible challenges and store the responses. This way an attacker could easily forge the PUF by replacing the PUF with a simple memory look-up. A strong PUF on the other hand has a challenge space that is large enough so that it is computationally infeasible to try and store all possible challenges. Strong PUFs can be used in challenge-and-response protocols as well as for key generation. A weak PUF on the other hand cannot be used for challenge-and-response protocols. But they can still be used for key generation since it is usually sufficient to generate a limited number of different keys for each chip. Note that the terminology strong PUF and weak PUF might falsely give the impression that a strong PUF is "better" than a weak PUF. However, this terminology only defines the challenge space without judging the PUFs performance or other security properties.

Current PUF designs face two big problems that are related: they suffer from unreliability and are prone to machine learning attacks. In an ideal case, a PUF always generates the same response for a given challenge. However, due to environmental effects and thermal noise, the response to the same challenge can vary. Therefore, error correction codes are usually needed if the PUF is used for key generation and challenge-and-response protocols need to allow a few false response bits. The second problem is that even strong PUFs can be modeled in software and the needed parameters to model a specific PUF instance can be determined using machine learning techniques if challenge and response pairs are known to the attacker [21].

The use of strong PUFs in challenge-and-response protocols has gained a lot of attention despite their weakness towards machine learning attacks. PUFs have become cryptographic building blocks and many protocols have been proposed including protocols with theoretical security proofs [20]. Usually three possible advantages are listed for the use of PUFs in challenge-and-response protocols: One argument for PUFs is that some PUFs have a lower area or power overhead compared to cryptographic algorithms, especially if the PUFs are compared to cryptographic algorithms that include countermeasures against hardware attacks. Secondly, the secret (key) does not need to be programmed first, ensuring that every PUF instance has a unique key even before the first power-up.

This is especially useful if the PUF is used in a piracy protection scheme. And last but not least, PUFs are often believed to be more secure against implementation attacks (physical attacks) such as probing and side-channel attacks. Resistance against implementation attacks is an extremely interesting property as it has been shown many times how difficult it is to protect embedded systems against these types of attacks. A very careful design and the combination of different countermeasures is needed to ensure a reasonable resistance against implementation attacks. But this increases development costs and design overhead significantly. If PUFs would indeed be very resistant towards these implementation attacks, this would make them a very promising alternative to traditional cryptography. However, this resistance has never been thoroughly analyzed and proven.

## A. Related Work

It has already been shown that PUFs, when used for key generation, can be attacked with side-channel attacks by attacking the digital error-correction used in these systems [12], [16]. These attacks do not directly attack the used PUF itself but the digital post-processing. Nevertheless, they still indicate that using PUFs does not necessarily solve the problem of implementation attacks as other parts of the system might still be vulnerable. Recently, Merli et al. successfully attacked a ring-oscillator (RO) PUF using an EM attack that directly targeted the PUF and not the error correction [15]. RO-PUFs only have a limited number of challenges and responses and are therefore weak PUFs. The only side-channel attacks that directly targets a strong PUF is the recent work by Delvaux et al. [6]. The authors used the large unreliability of the PUF as side-channel leakage and for the first time modeled an arbiter PUF based on this information. However, for the attack to work, the attacker needs to know the unreliability of single response bits in the presence of thermal noise. This means that the attack actually not only uses the reliability information but also directly the response bit, i.e. whether a response is biased towards 1 or 0 . But if the response bits are known, traditional machine learning algorithms can be used, which are still more efficient [6]. Hence, while the paper is interesting from a theoretical point of view, it has only limited practical relevance.

In parallel to our work, Rührmair et al. [22] have also proposed a combined machine learning and side-channel attack using the power and timing side-channel. In their work they chose an XOR-Arbiter PUF as their target architecture. However, their assumed power model is very idealistic. They assume that they can directly read out the number of responses that are "one" from the power traces without any noise. However, such a power model is very unrealistic in practice as discussed in Section III-A. How their approach works in a noisy environment which resembles a more realistic environment is still an open question. Besides the power side-channel they have also
propose the use of a timing side-channel. This timing sidechannel is very interesting. In their proof of concept implementation they used a dedicated circuit in the FPGA to measure the timing differences. In practice such an on-chip measurement mechanism won't be present. However, their approach could be extended to be used as a fault attack for XOR-Arbiter PUFs. In [22] the authors also propose some countermeasures how this timing side-channel attack can be prevented.

## B. Contribution and Organization

In this paper we will take a closer look at the sidechannel resistance of strong PUFs against passive and active attacks. In particular, two different classes of implementation attacks are considered, power side-channel analysis and fault attacks. As our target we chose the Arbiter PUF, as it is the most widely discussed strong PUF in the literature. We show that it is possible to attack the Arbiter PUF even in scenarios where machine learning attacks are infeasible, i.e. when the attacker does not directly have access to the individual response bits. We performed a hybrid machine learning power sidechannel attack on a controlled PUF design based on an Arbiter PUF on simulated traces and showed that the attack is successful in the presence of considerable noise. By comparing our power side-channel attack on PUFs with successful CPA attacks on block ciphers from the literature, we show that with comparable noise levels a power side-channel attack on the controlled PUF would be successful as well. Furthermore, we propose a fault attack on the same design that is based on changing the supply voltage. We use the information which challenges become unreliable to perform a hybrid fault and machine learning attack that can accurately model a controlled Arbiter PUF.

Hence, our results raise doubt whether the assumption that PUFs are less prone to implementation attacks than traditional cryptographic algorithms holds true in general.

A detailed description of how Arbiter PUFs work and how they can be modeled is presented in the beginning of the next Section. In Subsection II-C a controlled PUF designed based on an Arbiter PUF is introduced under the assumption that the PUF achieves a reliability close to $100 \%$. This secure design will be used as the target design for the power side-channel attacks in Section III and the fault attacks in Section V. In the last Section the implications of the results presented in this paper are discussed.

## II. Target PUF Design

Arbiter-PUFs are the most popular strong PUF design in the literature. However, they can easily be modeled using machine learning attacks if the attacker knows challenge and response pairs. To overcome this problem, controlled PUFs [7] were proposed in which the direct challenge and response pairs of the Arbiter PUF are never revealed. Therefore controlled PUFs are secure against
machine learning attacks. In this paper we chose such a controlled PUF as our target. However, our method is sufficiently general to be applied to other designs based on an Arbiter PUF.

## A. Arbiter PUF

The basic idea of the Arbiter PUF is to apply a race signal to two identical paths and determine which of the two paths is faster. The two paths have an identical layout so that the delay difference $\Delta D$ between the two signals mainly depends on process variations. This dependency on process variations ensures that each chip will have a unique delay behavior. The Arbiter PUF gets a challenge as its input which defines the exact paths the race signal takes. Figure 1 shows the schematic of an Arbiter PUF. It consists of a top and bottom signal that is fed through delay stages. Each individual delay stage consists of two 2-bit multiplexers (MUX) that have identical layouts and that both get the bottom and top signals as inputs. If the challenge bit for the current stage is ' 1 ' the multiplexers switch the top and bottom signals, otherwise the two signals are not switched. Each individual transistor in the multiplexers has a slightly different delay characteristic due to process variations and hence the delay difference between the top and bottom signal are different for a ' 1 ' and a '0'. This way the race signal can take many different paths: an n-stage Arbiter PUF has $2^{n}$ different paths the race signals can take. However, challenges that only differ in a few bits have a very similar behavior so that an Arbiter PUF does not necessarily have $2^{n}$ unique challenges. An Arbiter at the end of the PUF determines which of the two signals was faster. The Arbiter consists of two cross-coupled AND gates which form a latch and will have an output of ' 1 ' if the top signal arrives first and ' 0 ' if the bottom signal is the first to arrive. The Arbiter can have a slight bias so that the PUF result might be slightly biased towards '0' or '1'.


Fig. 1. Schematic of an n-bit Arbiter PUF.

## B. Modeling an Arbiter PUF

Arbiter PUFs can easily be modeled in software if the delays that are added by each individual stages are known. Each stage has four delay values: the delay for the top and bottom signal for challenge bit '1' and for challenge bit ' 0 '. Since we are actually not interested in the total delay but only in the delay difference, we can reduce these four values to two values per stage $i$, the delay difference $\delta_{1, i}$ between the top and bottom signal for challenge bit ' 1 ' and the delay difference $\delta_{0, i}$ for the challenge bit ' 0 '. The delay difference is positive if the top signal is faster and
negative if the bottom signal is faster. The total delay difference $\Delta D$ for a given challenge $\vec{C}=c_{1}, \ldots c_{n}$ can be computed easily by adding up the individual delays for each stage. If the challenge bit is ' 1 ' the wires are switched and the top signal becomes the bottom signal and vice versa. The switching of the wires can be modeled by simply multiplying the current delay difference with minus one. The time difference $\Delta D_{i}$ between the top and bottom signal after stage $i$ can therefore easily be expressed recursively with the following equation:

$$
\Delta D_{i}=\Delta D_{i-1} *\left(1-2 * c_{i}\right)+\delta_{c_{i}, i}
$$

The final time difference between the two signals is simply time difference $\Delta D_{n}$ after the last stage $n$ and the response bit $r$ is defined by:

$$
r= \begin{cases}1 & \text { if } \Delta D_{n}>0 \\ 0 & \text { if } \Delta D_{n}<0\end{cases}
$$

This way the PUF can be modeled with $2 * n$ delay values. However, a more efficient approach to model an nstage Arbiter PUF that only requires $n+1$ parameters is used in practice. A PUF instance is described by the delay vector $\vec{w}=\left(w_{1}, \ldots, w_{n+1}\right)$ with:

$$
\begin{gathered}
w_{1}=\delta_{0,1}-\delta_{1,1} \\
w_{i}=\delta_{0, i-1}+\delta_{1, i-1}+\delta_{0, i}-\delta_{1, i} \text { for } 2 \leq i \leq n \\
w_{n+1}=\delta_{0, n}+\delta_{1, n}
\end{gathered}
$$

The delay difference $\Delta D_{n}$ at the end of the Arbiter is the result of the scalar multiplication of the transposed delay vector $\vec{w}$ with a feature vector $\vec{\Phi}$ that is derived from the challenges:

$$
\Delta D_{n}=\vec{w}^{T} \vec{\Phi}
$$

The feature vector $\vec{\Phi}$ is derived from the challenge vector $\vec{c}$ as follows:

$$
\begin{gathered}
\Phi_{i}=\prod_{l=i}^{n}\left(1-2 c_{l}\right) \text { for } 1 \leq i \leq n \\
\Phi_{n+1}=1
\end{gathered}
$$

Modeling a PUF in this way can significantly decreases the simulation time and also reduces the parameters that need to be known to $n+1$. It was shown in the past how these parameters can be computed (or approximated) easily using different machine learning techniques. In practice, only a few hundred challenge and response pairs are needed to model an Arbiter PUF with a predication rate very close to the reliability of the attacked PUF [11]. To make machine learning attacks more difficult, some designs try to add a non-linear component to the Arbiter PUF e.g. by using feed-forwards or by XORing the responses of several Arbiter PUFs. These designs make machine learning attacks more difficult, but not necessarily computational infeasible. It has been shown that it is still possible to achieve a prediction accuracy of above $98 \%$ percent using machine learning techniques such as Evolution Strategies (ES) or Linear Regression (LR) against feed-forward

PUFs, lighweigth PUFs and XOR arbiter PUFs[21]. However, with increasing parameter sizes the attack becomes increasingly difficult and in [21] the authors report that XOR-Arbiter PUFs with at least 8 XORs were out of the reach with their attack.

## C. Controlled PUF Design

Since current PUF designs can be attacked using machine learning if the attacker has access to challenge and response pairs, so called Controlled PUFs have been proposed to prevent these attacks. The term controlled PUF was introduced by Gassend et al. in [7] and the main idea is to add additional circuitry that prevents an attacker to apply arbitrary challenges and, most importantly, hides the individual response bits from the attacker. The main idea of most controlled PUFs is to instead of applying the challenges to the PUF directly, a master challenge is sent to the chip. From this master challenge, a challenge generator generates $n$ individual challenges that are applied to the PUF. The $n$ individual response bits of this PUF are not directly returned as outputs but instead are first applied to a cryptographically secure one-way function (e.g. a hash function). Figure 2 shows an example implementation of a Controlled PUF design and which is used as a case study in the remainder of this chapter. By


Fig. 2. The controlled PUF design. An 80-bit master challenge is applied to the controlled PUF from which 80 individual subchallenges are derived using the challenge generator. These 80 subchallenges are applied to the 128-bit Arbiter PUF and the 80 PUF responses are stored in a shift register. This 80-bit string is hashed using a cryptographically secure one-way function and the resulting 64 -bit hash value is provided as the final response of the controlled PUF.
never revealing the individual response bits to the outside, machine learning attacks are not feasible any longer ${ }^{1}$.

Please note that such a design only works if the used PUF is very reliable as a single false response bit will cause the current authentication attempt to fail. If the PUF is reliable enough, one can simply repeat the authentication process several times in case the authentication failed. Another option is to use error correction codes as mentioned in the original controlled PUF proposal. Since there already have been side-channel attacks on error correction codes we omit these error corrections in our analysis. Error correction does not have much impact on the power side-channel attack discussed in this paper.

[^1]How error correction will affect the active attack will be discussed in Section V-B.

Of course, the proposed design adds a non negligible overhead to the PUF design, as a challenge generator and one-way function is needed. However, there exist several secure lightweight encryption algorithms that could be used for this purpose. The challenge generator generates $n$ sub-challenges for a single master challenge. There are two main requirements for the challenge generator:

1) A master challenge should not generate subchallenges that are similar i.e. sub-challenges that have large sequences of bits that are equal between these sub-challenges.
2) Two master challenges should not generate subchallenges that are similar to each other.

An example of a secure challenge generator would be a block cipher in counter mode with the key as the master challenge. The fact that the same design can be used as a challenge generator and as a one-way function greatly reduces the introduced area overhead of a controlled PUF. Many lightweight block ciphers exist such as PRESENT [4] or NSA's lightweight block ciphers [2] that could be used for this purpose. However, the results presented in this paper are sufficiently general that other approaches such as using a hash function or LFSRs as the challenge generator can be used instead.

It is also important to note that the physical security requirements for the challenge generator and the one-way function are much lighter than for the case that they are used with a traditional secret key that needs to be protected. The challenge generator only processes known values, hence it does not need to be resistant against information leakage. The one-way function also has reduced physical security requirements since it does not process a constant secret. For each master challenge, the input to the one-way function is different and unpredictable. Hence, differential attacks such as DPA and CPA are not feasible. Therefore only implementation attacks that can reveal information with a single input, e.g. a simple power analysis, need to be considered. But defending against these types of side-channel attacks is much easier than defending against differential side-channel attacks and most hardware blockciphers are secure against simple power analysis. Hence, to attack such a system using implementation attacks, the attacker would need to directly attack the Arbiter PUF and not the digital post-processing.

In the following we will assume that a design as depicted in Figure 2 is used with a block cipher such as PRESENT as the challenge generator and one-way functions as well as an 80 -bit shift register to store the 80 individual response bits. However, since our attacks will actually directly target the 128 -bit Arbiter (or the registers storing the Arbiter response) and not the digital pre- or post-processing the results are also valid for other designs that use an Arbiter PUF with known challenges.

## III. Power Side-Channel Attack on Arbiter PUFs

In this section we will take a closer look at the resistance of Arbiter PUFs towards passive power side-channel attacks. We assume that the attacker does not have access to the challenge and response pairs because a controlled PUF design as described in section II-C is used. The question is if the attacker can gain enough information out of power side-channel measurements of the PUF to successfully model it. In the following we will first take a closer look at the power consumption of the Arbiter PUF and then show how this information can be used to attack controlled PUFs in a combined machine learning and power side-channel attack.

## A. Power Consumption of Arbiter PUFs

To evaluate information leakage of an Arbiter PUF in the power consumption we performed some simulations to test the power behavior of an 128-bit Arbiter PUF. Figure 3 shows the power consumption of the tested 128Bit Arbiter PUF in 45 nm technology. The PUF is the same design as described in Section II-C with one addition: the result of the PUF is stored in a register. It is a reasonable assumption to assume that the response bit is stored in a register, since the PUF response needs to be processed further. There are two points of interest in the power traces. One point of interest is when the Arbiter at the end of the PUF determines whether the output is 1 or 0 and the second point of interest is when the result is stored in the register. In this simulation the register was reset before the PUF execution. Figure 4 shows the correlation of 2000 power traces with the correct response bits as well as the correlation with response bits with a prediction accuracy between $50 \%$ to $90 \%$. There is a strong correlation of the correct response bits and the power traces at two time instances. At around 1350 ns when the PUF evaluates the response the power traces show a correlation of -0.32 and when the response bit is stored in the flip flop at 1600 ns the correlation is close to 1 .

The reason why the correlation is negative at 1350 ns is because the power consumption is actually higher if the response bit is 0 instead of 1 in this design due to the implementation details of the Arbiter PUF. The fact that a correlation of close to 1 is achieved during the storing of the result in the register is not very surprising since it is well known that a register has a large power consumption when the output value changes. For prediction accuracies below $100 \%$ the correlation coefficient decreases linearly. Hence, the correlation coefficient directly relates to the model accuracy and it is possible to distinguish PUF models with a high accuracy from PUF models with a low accuracy using the correlation coefficient.

In this noise-free simulations it is actually possible to directly read out the response bit from the power traces. However, in practice this will not be possible due to various noise sources.


Fig. 3. Two power traces of an 128-bit Arbiter PUF for two different challenges, one challenge with a response of 1 and one with a response of 0 .


Fig. 4. The correlation of responses with different accuracies with 2000 simulated power traces of a 128-bit Arbiter PUF.

In our controlled PUF design the response of the PUF is stored in an 80-bit shift register. The assumption that the result of the arbiter is stored in a $n$-bit shift-register is very reasonable if a design is used in which the PUF is called $n$ times before the result is processed. Using a shift-register is the most common and most efficient approach to store data in this case. The power consumption of a shift register follows a Hamming distance model: If two consecutive bits are different, then the stored values in the registers change and generate a large power consumption. On the other hand, if two consecutive bits are the same then the values do not change and hence consume only a small amount of power. The power consumption of the shift-register is therefore directly proportional to the Hamming distance between the current state of the shift register with the previous state.

During the evaluation of the Arbiter on the other hand the power consumption is independent of the previous response bit. This is due to the fact that the PUF is always set to the same state before the race signal is applied. Hence, the data-dependent power consumption during the end of the evaluation phase of the Arbiter PUF depends on a Hamming weight model. We have actually omitted a third time instance in which the power consumption directly depends on the response bit. When the Arbiter PUF is reset to the initial state to prepare for the next race signal there is again a data-dependent power consumption comparable to the power consumption during evaluation.

It should also be noted that after the power-up the shift register will contain all zeros. In this specific case the power consumption of storing the first response bit also follows the Hamming weight model. An attacker could power off the device between each measurement if he wanted to use the Hamming weight power model together with the power consumption of the register. In our attack, the Hamming distance power model on the shift register outperformed the Hamming weight power model so that this seems to be unnecessary or counter-productive for most attacks.

In practice, the side-channel measurements will contain noise from various sources. The different noise sources are typically physical noise, measurement noise, model matching noise, and algorithmic noise. Physical noise sums up noise sources such as supply noise, thermal noise, and temperature differences. Measurement noise is added by the measurement setup and includes noise added by the digital sampling or low pass filters that are inevitably added by the measurement setup. The assumed power model such as Hamming distance or Hamming weight is only an approximation of the real power consumption of the device. For example, in the Hamming distance power models it is assumed that a switching of 1 to 0 has the same power consumption as the switching from 0 to 1 . In practice, a switching from 1 to 0 might have a slightly different power consumption than the switching from 0 to 1 . This mismatch between the real power consumption and the used power model is called model matching noise. Algorithmic noise describes the power consumption caused by parts of the chip that are not part of the power model of the attack but run in parallel. In the case of the controlled PUF design, algorithmic noise could for example be the power consumption of the challenge generator if it runs in parallel to the PUF, state machines or unrelated parts of the chip such as communication logic.

It is usually assumed that each of these noise sources are independent and there is an additive effect between all the noise sources so that their overall effect can be approximated by a Gaussian distribution [23]. Physical noise and measurement noise can be reduced by averaging over several measurements. Algorithmic noise and model matching noise on the other hand can often not be reduced using averaging since the noise is usually constant for a given input. Only if the algorithmic noise is independent from the input to the target IP core, e.g. a global counter, can averaging be applied to reduce the signal-to-noise ratio.

Predicting the added noise level is very difficult since it depends on too many factors. Therefore different noise levels are used in the experiments to show that even in the presence of substantial noise a side-channel attack is possible. The power traces in the remainder of this work are simulated as follows: At first the power traces with the (idealized) used power model are computed. In a 1bit Hamming distance power model this means that if the current response is different from the previous response a 1 is assigned as the power value, otherwise a 0 . To this noise-
free power model Gaussian noise with a mean value of $\mu$ and standard deviation of $\sigma$, denoted as $\mathcal{N}\left(\mu, \sigma^{2}\right)$, is added to simulate the various noise sources. Note that the mean value $\mu$ does not have any influence on the correlation coefficient and therefore in the following $\mathcal{N}\left(0, \sigma^{2}\right)$ is used.

The metric $\mathcal{N}\left(0, \sigma^{2}\right)$ might not be very intuitive to the reader and therefore a second metric is used as well. The power consumption during the rising edge of the clock is in many designs roughly proportional to the number of switching registers. To get a rough idea of how much noise $\mathcal{N}\left(0, \sigma^{2}\right)$ is we also represent the noise as the amount of switching registers that would add algorithmic noise equivalent to $\mathcal{N}\left(0, \sigma^{2}\right)$. The amount of noise added by $n$ independently and randomly (with a probability of $50 \%$ ) switching registers with an idealized power model is approximately Gaussian with a mean of $\mu=n * 1 / 2$ and a standard deviation of $\sigma=\sqrt{(n * 1 / 4)}$.

The question is how much noise is reasonable. Since there are so many factors influencing the power consumption and measurements it is difficult to predict the noise level and one will encounter many different noise levels in practice. To give the reader an idea of how much noise can roughly be expected we used results from successful CPA attacks on various different platforms as a comparison. Assuming a Gaussian noise distribution, it is possible to compute the approximate noise level in these attacks from the provided correlation coefficients (seee Appendix A for details).

To give the reader an idea of the typical amount of noise in a side-channel attack, Table I gives an overview of some successful CPA attacks found in the literature and their corresponding correlation coefficients and noise levels.

## B. Combining CPA with Machine Learning

The previous section showed that we can distinguish PUF models that have a high model accuracy from PUF models with a lower model accuracy using the correlation coefficient as a metric. This indicates that power measurements can be useful in attacking a PUF. However, due to noise it is not possible to directly read out specific response bits from the power measurements. Therefore machine learning techniques such as SVM that require challenge and response pairs do not work. But there exists a machine learning technique that can easily be combined with correlation power analysis: Evolution Strategies (ES). The idea of ES is to randomly generate PUF models with different delay values and then test which of these models perform best, i.e. which are the fittest. The fittest models are then kept as parents for the next generation, while the other models are discarded. In the next generation, children are derived from these parents by randomly modifying the delay values of the parent models. In the next step the fitness of these children is evaluated and new parents for the next generation are chosen from these children. The idea behind this approach is that by always keeping only the best PUF models, the PUF models gradually become more accurate. This process is repeated and eventually the PUF models model the PUF with a very high accuracy.

| Target Design | Power Model | $c c$ | $\mathcal{N}\left(\mu_{N}, \sigma_{N}^{2}\right)$, | Noise Registers | Used Traces |
| :--- | :--- | :--- | :--- | :--- | :--- |
| PIC16F886 [18] | 8-bit HD | $\approx 0.75$ | $\approx \mathcal{N}(0,5.1)$ | $\approx 12.5$ | 100 |
| Yubikey 2 [18] (EM) | 8-bit HW | $\approx 0.3$ | $\approx \mathcal{N}(0,42)$ | $\approx 161$ | 300 |
| Virtex-4 Bitstream [17] | 1-bit HD | $\approx 0.08$ | $\approx \mathcal{N}(0,39)$ | $\approx 155$ | 60000 |
| Virtex-5 Bitstream [17] | 1-bit HD | $\approx 0.04$ | $\approx \mathcal{N}(0,156)$ | $\approx 623$ | 90000 |
| SHA-1 EEPROM [18] | 8-bit HW | $\approx 0.1$ | $\approx \mathcal{N}(0,400)$ | $\approx 1600$ | 2500 |
| Kintex-7 FPGA [10] | 8-bit HW | $\approx 0.1$ | $\approx \mathcal{N}(0,400)$ | $\approx 1600$ | 6000 |
| Yubikey 2 [18] (Power) | 8-bit HW | $\approx 0.06$ | $\approx \mathcal{N}(0,1110)$ | $\approx 4430$ | 6400 |
| Stratix II Bitstream [18] | 8-bit HD | $\approx 0.05$ | $\approx \mathcal{N}(0,1600)$ | $\approx 6400$ | 400000 |
| Mifare DesFire [19] (EM) | 4-bit HD | $\approx 0.01$ | $\approx \mathcal{N}(0,10000)$ | $\approx 40000$ | 250000 |

TABLE I
Example correlation coefficients ( $c c$ ) and corresponding noise levels, depicted as $\mathcal{N}\left(\mu_{N}, \sigma_{N}^{2}\right)$ and the number of CORrESPONDING NOISE REGISTER, OF CPA ATTACKS ON DIFFERENT ARCHITECTURES: A PIC16F886 MICROCONTROLLER THAT IS USED IN AN RFID access control system [18], the Yubikey One-Time Password Token that uses AES [18], the DS2432 and DS28E01 SHA-1 HMAC protected EEPROM from Maxim Integrated [18], Virtex-4 and Virtex-5 bitstream encryption based on AES-256 [17], an AES-128 implementation on a 22nm Kintex-7 FPGA [10], and an EM attack on the contactless Mifare Desfire smartcard (potentially with some side-channel countermeasures) [1]. Please note that the noise levels are only approximations based on the CPA values provided by the cited papers and are only meant to give the reader a rough idea of the expected noise LEVELS IN A SIDE-CHANNEL ATTACK.

Using ES to attack PUFs is not new and ES has already been successfully applied to attack feed-forward Arbiter PUFs [21]. The advantage of ES is that it is not based on solving any equations. For ES to work it is only necessary to have a way to distinguish which PUF models from a given set of PUF models are the fittest. Typically, this is done by comparing the modeled response bits with the measured response bits. The models with the highest match rate (accuracy) are the fittest. But any other fitness test that can distinguish good PUF models from bad PUF models with a high probability can be used. As discussed, it is possible to use power measurements and the correlation coefficient to distinguish PUF models that have a high model accuracy from models with a small model accuracy. Therefore, correlation power analysis and ES can easily be combined: ES is used to generate potential PUF models and correlation power analysis is used to test the fitness of these models. ES also has the advantage that its random nature makes it quite resistant to noise. If a good PUF model is falsely discarded and instead a worse PUF model is chosen as a parent for the next generation, this will slow down the convergence to the optimal solution. But as long as more good PUF models are chosen as parents than bad models, the ES still works and can converge to a near optimal solution. This property is very helpful for noisy environments such as the discussed power side-channel.

There are many different variants of ES that mainly differ in how the child instances are derived from the parent instances. We tested several different methods and parameters. The optimal strategy depends on many aspects such as number of stages of the PUF, noise, available traces and the computation environment. We tested the $(\mu / \gamma)$ ES approach without recombination with and without selfadoption. This approach has previously been successfully applied to feed-forward Arbiter PUFs in [21]. However, in our experiments the CMA-ES outperformed the $(\mu / \gamma)$-ES and performed very well among all ranges of noise level. CMA-ES uses a weighted recombination approach with self-adoption. Details of this machine learning attack can
be found e.g. in [8]. The same parameters as proposed in [8] were used with the exception that we increased the child-population since we are dealing with a very noisy environment.

## C. Results

As mentioned in Section III-A the design can be attacked using two different power models: A 1-bit Hamming weight (HW) power model in which each challenge is independent from the previous challenge and a Hamming distance power model (HD) that targets the shift registers where the responses are stored. Figure 5 shows the result of a combined correlation CMA-ES (referred to as CCMA-ES from here after) using a 1-bit HW power model and a noise of $\mathcal{N}(0,25)$ which is equivalent to roughly 100 randomly switching registers. In Figure 6 the same attack is shown with a 1-bit HD power model. The CCMA-ES is a nondeterministic method, hence, if run with the same inputs, it can yield different results. In the figures 100 independent runs with the same PUF instance and power simulations were executed. The best run achieved an accuracy of $93.5 \%$ for the 1-bit HW power model compared to an accuracy of $95.6 \%$ for the 1-bit HD power model. However, while all runs converged to a solution close to the maximum with the 1-bit HW power model, with the 1-bit HD power model several runs did not converge to a solution close to the maximum. Hence, while the HD power model achieves higher accuracies if a run converges, there is a much higher chance that a run does not converge for the HD power model compared to the HW power model.

The reason for this is that a single miss-predicted response bit actually influences two bits in the HD power model(the current and next value). This leads to a relation between the prediction accuracy and correlation coefficient that unlike the Hamming weight power model is not linear. Figure 8 shows the relationship of accuracy versus correlation coefficient for the HW as well as HD power model. It is still true for the HD power model that a higher accuracy yields a higher correlation coefficient. However, this correlation coefficient increases slower for


Fig. 5. Result of a CMA-ES with a 1-bit HW power model, 150k challenges and a noise of $\mathcal{N}(0,25)$ which is equivalent to 100 switching registers


Fig. 6. Result of a CMA-ES with a 1-bit HD power model, 150k challenges and a noise of $\mathcal{N}(0,25)$ which is equivalent to 100 switching registers.
low accuracies compared to higher accuracies. What this means in practice is that the HD power model does not perform as good as the HW power model while the prediction accuracy is fairly low. But for higher accuracies the HD model actually outperforms the HW model since for higher accuracies the correlation coefficient increases faster in the HD model compared to the HW model. This trend is independent of how many bits are used for the HW power model, but an 80-bit HD model shows a higher variance from the ideal curve than a 1-bit HD model. This explains why the HD model achieves higher accuracies while simultaneously having a lower rate of runs that converge.

If we assume that the result is stored in an 80 -bit shift register then the power consumption during the storing of a response bit follows an 80-bit HD power model, not a 1-bit HD model. Using an 80-bit power model greatly increases the signal to noise ratio. Figure 7 shows the same attack as before with the 80-bit HD power model. In this case accuracies of up to $99.9 \%$ are achieved. Therefore this power model is recommended in practice, assuming the design allows it. It is also important to note that in the controlled PUF a single execution of the protocol requires 80 responses, hence, a single measurement actually contains 80 challenges. For the example of 150 k challenges this means that only around $150,000 / 80=1875$ measurements are needed.

Figure 9 shows the result for the CMA-ES attack with different noise levels and different number of traces with this 80 -bit HD power model. One can see that noise can be counteracted by increasing the number of used challenges. Model accuracy is only one metric to determine the success of the attack. Another valid metric is the number of times the correct 80 -bit string is predicted. The output of the


Fig. 7. Result of a CMA-ES with an 80 -bit HD power model, 150 k challenges and a noise of $\mathcal{N}(0,25)$ which is equivalent to 100 switching registers.


Fig. 8. Relation between the correlation coefficient and the prediction accuracy for the Hamming weight power model as well as the Hamming distance power model. For this simulation 1 million random response bits were used and no noise was added.
controlled PUF is the hash value of 80 response bits and therefore an attacker can verify if he has predicted the correct 80 -bit string. To correctly predict these strings is the ultimate goal of the attacker since this will enable him to impersonate the PUF device.

Furthermore, if the attacker manages to predict the PUF with a high enough accuracy to find a single 80-bit match, the attacker can perform a second machine learning attack that uses this success metric to achieve accuracy exceeding $99 \%$. The idea of this second machine learning attack is simple: Instead of still relying on the (noisy) power side-channel to evaluate the fitness of the PUF models, the attacker uses the number of string matches to determine the fitness. Otherwise the same CMA-ES is used as with the power model. Since this string match analysis is noise free, much larger accuracies can be achieved than with the power side-channel. Given enough challenges, accuracies beyond $99.99 \%$ are achieved. However, you cannot use this model until your PUF models have reached accuracies large enough that at least one string match is found. Hence, it is not possible to directly use this metric to attack the PUF without using a side-channel attack first.

The most effective attack is therefore a two step approach: In the first stage a combined machine learning and power side-channel attack is performed to model the PUF with a large enough accuracy to predict some of the 80-bit


Fig. 9. Result of of 100 runs of an 80-bit CCMA-ES attack with different levels of noise. The noise level is expressed by the number of randomly switching registers that would generate the same amount of noise. On the left the maximum achieved accuracy with 100 runs is shown while on the right the number of runs that achieved an accuracy high enough to find at least one string match is shown.


Fig. 10. The number of needed strings so that the probability of a match is at least $50 \%$.
strings. In the second step, a machine learning attack using the number of string matches as a fitness function is used to achieve prediction accuracies beyond $99 \%$. Figure 10 shows the required number of 80 -bits strings for different PUF accuracies to find a match with a probability of at least $50 \%$. This figure can be used to roughly determine the needed model accuracy that needs to be achieved using the power side-channel attack so that in a second step a CMA-ES based on string matches can be performed. For example, with an accuracy of $90 \%$ only about 10 k traces are needed to find a string match.

We tested this two-step approach by adding noise to the power measurement equivalent to a million random switching registers and the first step based on the power

| Noise Registers | Challenges | Traces | Accuracy |
| ---: | ---: | ---: | ---: |
| 100 | 30,000 | 375 | 97 |
| 1,000 | 50,000 | 625 | 95 |
| 10,000 | 150,000 | 1,875 | 93 |
| 100,000 | $1,000,000$ | 12,500 | 93.6 |
| $1,000,000$ | $10,000,000$ | 125,000 | 88.2 |

TABLE II
Required number of challenges for different noise levels TO ACHIEVE AN ACCURACY LARGE ENOUGH TO FIND A STRING MATCH With an 80-Bit HD power model. With Such a string match a SECOND MACHINE LEARNING ALGORITHM ACHIEVED ACCURACIES BEYOND $99 \%$.

| Noise Registers | Challenges | Traces | Accuracy |
| ---: | ---: | ---: | ---: |
| 100 | 80,000 | 1,000 | 89 |
| 500 | 450,000 | 5,625 | 90 |
| 1,000 | 750,000 | 9,375 | 89 |
| 5,000 | $4,000,000$ | 50,000 | 87 |
| 10,000 | $7,500,000$ | 93,750 | 88 |

TABLE III
Required number of challenges for different noise levels TO ACHIEVE AN ACCURACY LARGE ENOUGH TO FIND A STRING MATCH with a 1-Bit HW power model. With such a string match a SECOND MACHINE LEARNING ALGORITHM ACHIEVED ACCURACIES BEYOND $99 \%$.
consumption achieved a model accuracy of $88 \%$, which was enough to launch a second machine learning attack based on string matches. This second attack then was able to model the PUF with an accuracy of $99.99 \%$. For this attack 10 million challenges, for which only 128 k measurements are needed, were used. Table II gives an overview of the required number of traces for different noise levels so that at least one string match is found. In each case it was then possible to achieve accuracies beyond $99 \%$ with the second machine learning attack. Table III shows the same analysis for the 1-bit HW power model. These noise levels are very large while the required number of traces are comparably small for a side-channel attack (see Table ]I for comparison). Hence, it is reasonable to say that power side-channel attacks on controlled PUFs are successful even in the presence of considerable noise.

## IV. Attacking other PUF designs

The main goal of this paper is to show that ArbiterPUFs are indeed vulnerable to side-channel attacks. To do this, we used controlled PUFs as our main motivation example. Nevertheless, the same or similar methods can be applied to other constructs that rely on ArbiterPUFs as a building block. For example, this attack is directly transferable to the PUF protocol proposed by van Herrewege et.al. [9]. In this protocol individual PUF responses are generated and then applied to a reverse fuzzy extractor to build a mutual authentication protocol. The only difference from an attacker's perspective is that the individual response bits are not applied to a hash function but to a reverse fuzzy extractor. Therefore, the attack can directly be applied to the reverse fuzzy extractor PUF protocol.

To a certain degree the attack can also be applied to the

Lightweight PUFs proposed in [14] and with large drawbacks to XOR-Arbiter PUFs [13]. In these PUF designs $k$ individual Arbiter PUFs are present and then combined with each other using XORs. If the responses from the individual PUFs are stored in a register before they are combined, we can again use a hamming-distance power model. However, if the outputs of the Arbiters are directly combined through combinatorial logic the power model changes. How exactly needs to be evaluated, but it is likely that the power model follows a Hamming Weight model, mainly due to glitches.

The biggest difference between Lightweight PUFs and XOR-Arbiter PUFs from an power side-channel attack perspective is that in the Lighweight PUFs each of the $k$ Arbiter PUF gets a different challenge. This allows a divide-and-conquer approach to attack the Lightweight PUF. We can attack each PUF individually and consider the responses of the other PUFs as noise. Due to its high noise resistance, it should therefore be possible to attack Lighweight PUFs using CCMA-ES. Increasing the number $k$ of used PUF instances only has a small impact on the number of needed traces since we attack one PUF at a time.

However, this divide-and-conquer approach cannot be used for an XOR-Arbiter PUF, since every PUF instance gets the same challenge. When an attacker wants to attack a single PUF from an XOR-Arbiter PUF with $n$ XORs, the responses of the other $k-1$ PUFs cannot be seen as independent noise. All $n$ PUFs get the same challenge and hence the $n$ responses are all related to each other. Hence, one needs to model all $n$ PUF instances at the same time and therefore the attack complexity grows considerably when $n$ is increased. The optimal strategy to attack XOR-Arbiter PUFs using a power side-channel attack is therefore an interesting research problem.

## V. Fault Attack on Arbiter PUFs

So far we have seen that Arbiter PUFs are vulnerable to passive side-channel attacks. In this section we will take a closer look at their resistance against active attacks. It was often assumed that the fact that the PUF changes its behavior if it is being tampered with increases the security of PUFs against implementation attacks. However, in this Section we will see that the unreliability information can instead be used to successfully model a PUF.

## A. Impact of Noise and Environmental Conditions on Arbiter PUFs

Arbiter PUFs have a problem with unreliability in practice, which means that the same challenge does not always generate the same response. There are two sources that can cause an Arbiter PUF to change its response bit: thermal noise and changes in environmental conditions. Thermal noise adds approximately Gaussian noise to the delay value of each individual execution of the PUF. If the delay difference between the top and bottom signal is small for a given challenge, this noise can switch the response bit
by changing a previously positive delay difference into a negative delay difference and vise versa. The closer the delay difference is to zero, the more likely it is that the response bit changes.

The second reason why a response bit might flip is due to changes in the environment. For example, it is well known that changing the supply voltage or operation temperature changes the propagation delay and rise and fall time of a CMOS transistor. The magnitude of this change depends directly on the transistor sizing as well as the process variations. Hence, the Arbiter PUF behaves differently at different supply voltages. For each challenge the delay difference will either increase or decrease when the supply voltage is reduced. The amount of the increase or decrease depends on the PUF instance as well as the challenge.

This has some interesting implications. First of all, the attack by Delvaux et.al. [6] does not work with environmental noise in the same way as it does with thermal noise. The added delay is not a Gaussian random variable but a deterministic function of the supply voltage (or other environmental conditions) whose slope depends on the PUF instance as well as the challenge. Since the slope of the function is different for each challenge, two challenges that have the same delay difference might behave differently when the supply voltage is altered. One challenge might flip while the other does not. Nevertheless, if the delay difference is close to 0 it is much more likely that the response bit flips than if the absolute delay difference is large. In Figure 11 the delay differences for an 128-bit Arbiter PUF is shown. The delay difference is approximately Gaussian and ranges between -150 ps and +150 ps. When the supply voltage was altered from the nominal voltage of 1.1 V to 1 V and 1.2 V roughly $6 \%$ of the response bits flipped. In Figure 11 the delay difference of the challenges that flipped are depicted in black. Only traces that were close to zero (between -12 ps and +13 ps) flipped. The distribution of the delay difference of the flipped traces is again approximately Gaussian and the closer to zero the more likely that the response flipped. However, while a trace who's absolute delay difference was larger than 13ps never flipped, a lot of traces whose delay difference were less than 13ps did not flip. Hence, it is not possible to directly read out the delay difference from the information when a challenge flips. But we still get enough information to reliably model the PUF as we will see in the following.

For the controlled PUF design from Section II-C to be useful an Arbiter PUF with a high reliability is needed. Ideally, the PUF should be resistant to thermal noise and changes in the environmental conditions. However, this is very difficult to achieve for all possible environmental conditions. Therefore, it is much more likely that the PUF will be designed to be reliable under normal operation conditions as defined in the specifications. For example, techniques such as the one described in [5] can help to counteract changes in temperature or supply voltage. Usually, these techniques are optimized for a small range of operating conditions and will not work outside the spec-


Fig. 11. The delay difference in pico seconds between the top and bottom signal after the last stage for 49 k traces. Colored in blue are the delay differences of all traces and in black are the delay differences for the traces whose output flipped when the supply voltage was changed from 1.1 V to 1 V and 1.2 V .
ification of the device. Furthermore, it is likely that the controlled PUF will depend on a stable voltage source or that the protocol allows to collect challenges and responses for different working conditions. Hence, even if a controlled PUF might be very reliable under normal working conditions, it is reasonable to assume that an attacker with access to the device can alter the environmental conditions to make the PUF unreliable. In particular, it is likely that an attacker with physical access to the PUF is able to apply a supply voltage that is outside of the specifications.

In the following, we will again assume that a controlled PUF design as described in Section II-C is used. We furthermore assume that the attacker can alter the voltage supply in a way that the chip is still functioning but some PUF responses will flip. The advantage of changing the supply voltage compared to e.g. changing the temperature is that it can be done easily in a fast and automatic fashion. It is possible to build a set-up that will alter the supply voltage of the chip for only a few clock cycles. This has the advantage that only one or a few subchallenges of the controlled PUF design will be subject to the altered supply voltage. Other environmental changes, e.g. generating a strong magnetic field might have the same or similar effects. What kind of faults are feasible and effective besides voltage manipulations is an interesting future research direction. Basically any change to the PUF that can be applied to a single sub-challenge (or few subchallenges) and that changes the delay difference so that only a subset of response bits flip can be used for our fault attack.

We performed Monte Carlo simulations using HSpice for an 128-bit Arbiter PUF in 45 nm technology with a nominal voltage of 1.1 V and with 1 V and 1.2 V and compared the response bits to determine which responses flipped when the voltage was altered. It turns out that when reducing the voltage from 1.1 V to 1 V only $1.9 \%$ of the responses flipped while increasing the voltage from 1.1 V to 1.2 V resulted in $4.5 \%$ of flipped bits. One reason why increasing the voltage had larger effects on the responses is that the standard cells we used were optimized for usage
of 1.1 V and 1 V but not for $1.2 \mathrm{~V}^{2}$. In total $6 \%$ of the challenges flipped and only $0.4 \%$ of the challenges flipped for both a voltage reduction as well as voltage increase. In the following, data from these simulations are used to test our fault attack.

## B. Combined Machine Learning Fault Attack

The same CMA-ES machine learning method as in the hybrid power side-channel and machine learning attack is used for the combined machine learning fault attack. Recall that it is necessary to be able to distinguish PUF models that have a high model accuracy from PUF models with a low model accuracy for an ES machine learning attack to work. In Section III-B this was done using the power side-channel. Instead, in this attack the reliability information of the PUF under supply voltage manipulations is used to judge the PUF models. The basic idea is to take measurements of the same challenges with different supply voltages and check for which challenges the response changed. If the response bit for challenge $i$ flipped we assign $F_{i}=1$ otherwise $F_{i}=0$. From Figure 11 we know that if a response bit flipped it is very likely that the corresponding delay difference was close to zero i.e. $|\Delta D|<\tau$. To test a PUF model we compute the delay difference $\Delta \hat{D}_{i}$ for each challenge $i$ and assign:

$$
\hat{F}_{i}= \begin{cases}1 & \text { if }\left|\Delta \hat{D}_{i}\right|<\hat{\tau} \\ 0 & \text { if }\left|\Delta \hat{D}_{i}\right|>\hat{\tau}\end{cases}
$$

One way to check the fitness of the PUF model is to compare the hypothesis vector $\hat{F}$ with the measured vector $F$ by counting how often the two vectors are equal, i.e., $\sum\left|F_{i}-\hat{F}_{i}\right|$. Intuitively, the correct PUF model should have the smallest difference between the two vectors. However, using the number of mismatches is not very good to measure the fitness of the PUF instances. The number of flipped bits is relatively small and as seen in Figure 11, and not all bits flip if $|\Delta D|<\tau$. Hence, even for the correct PUF model there is a mismatch between $F$ and $\hat{F}$, i.e. $\sum\left|F_{i}-\hat{F}_{i}\right|>0$. A PUF model that results in a vector $\hat{F}_{i}=0$ for all $i$ might therefore have a smaller mismatch between $\hat{F}$ and $F$ than a PUF model with a high model accuracy. Therefore, using the number of mismatches as the fitness test does not work in practice. Using the correlation coefficient between $F$ and $\hat{F}$ on the other hand works very well. Hence, the correlation coefficient is used again to determine the fitness of the PUF models. Compared to the CMA-ES based on power side-channels, the fault based CMA-ES needs to model the parameter $\tau$ in addition to the $n+1$ delay values. But otherwise there is not much difference between the two attacks.

Figure 12 shows the result of the fault CMA-ES with 8 k traces and $+/-0.1 \mathrm{~V}$ supply voltage variation. The attack can model the PUF reliably with an accuracy of $97.7 \%$.

[^2]

Fig. 12. The result of 100 runs of the CMA-ES Fault attack with 8 k traces and $+/-0.1 \mathrm{~V}$ supply voltage variation without additional noise. On the left the accuracy of the resulting PUF models are shown. On the right side the number of 80 -bit strings that were correctly predicted by the PUF models are shown.


Fig. 13. The result of 100 runs of the CMA-ES Fault attack with 45 k traces and $+/-0.1 \mathrm{~V}$ supply voltage variation with $20 \%$ faulty responses.

From 100 runs 56 runs achieved an accuracy of at least $97 \%$. These results represent an ideal case without any noise. However, when performing this attack in practice there might be measurement errors in the fault trace $F$. In the controlled PUF case we assume that we can alter the operating conditions for only a single sub-challenge while keeping the operating conditions constant for the other 79 sub-challenges. Since the 80 response bits are fed through a hash function we can see if at least one response bit flipped by checking if the hash value changed. But since a hash function is used, it is not possible to determine which response bit has changed or how many. It can therefore happen that a response bit flip is detected although it actually corresponds to a flip in one of the 79 sub-challenges that are not targeted. We call this case a "false positive" since $F_{i}$ is set to one although no flip actually happened for the targeted challenge.

Besides a "false positive" there could also be a "false negative" in which a response bit that is supposed to flip does not flip, e.g. because the fault setup did not work correctly. It is likely that the closer $|\Delta D|$ is to zero the more unlikely it is that a false negative happens for this challenge. False negatives as well as false positives can be reduced by repeating the measurement several times. It could also happen that the targeted challenge flips due to noise instead of the voltage alteration. However, if a challenge flips due to noise it is likely that the delay difference is close to zero as well. Hence, whether the response flips due to noise or voltage alteration does not matter.

## C. Results

We tested how the attack works in the presence of these noise sources. We randomly changed $20 \%$ of the
bits of $F$ which represents a false positive rate of $20 \%$ and a false negative rate of $20 \%{ }^{3}$. Figure 13 shows the result of a CMA-ES attack with 45 k challenges with $20 \%$ overall noise. The attack still works and achieves the same accuracy as the noiseless case. However, the number of challenges needed to attack the PUF increased from 8 k challenges to 45 k challenges and more runs do not converge than in the noise-free case. Nevertheless, the number of challenges is still fairly low considering the rather large amount of noise added. Figure 14 shows the success of the attack with different noise levels and different numbers of challenges.


Fig. 14. Result of a Fault CMA-ES attack with 200 independent runs for different levels of overall-noise and for different numbers of challenges. On the left the highest achieved model accuracy is shown while the right figure shows the number of runs that had at least one string match.

As can be seen, the attack still works in the presence of considerable noise. Hence, fault attacks on controlled PUFs based on Arbiter PUFs are feasible. The presumed strength, that tampering with the PUF results in different responses, turns out to actually be a security vulnerability. One can therefore no longer state that Arbiter PUFs are more resistant to implementation and probing attacks than traditional cryptography.

## D. Error Correction and Fault attacks

So far we have assumed that the used Arbiter-PUF is reliable enough that no error correction is needed. Current PUF design however are not reliable enough to be used without error correction. Therefore in many controlled PUF designs error correction codes are used to correct errors before the response bits are fed into the hash functions. In this case the described fault attack does not work, since the introduced error would be corrected again. However, if error correction is used, the controlled PUF does not only get a challenge $c$ but also helper data $h$. This helper data is used to correct the response $r$ before it is applied to the hash function. Error correction codes can correct up to $d$ errors in the response. If there are more than $d$ errors, the error correction fails.

To be able to perform a fault attack on a controlled PUF that uses error correction, the attacker therefore needs to manipulate $h$, so that an error at the targeted response bit does not get corrected. So an attacker needs to send a manipulated helper data $h^{\prime}$ instead of $h$ that does not correct the introduced error. How easy it is to

[^3]send such manipulated helper data $h^{\prime}$ strongly depends on the used error correction and it is likely that the falsenegative rate increases for such an attack. Furthermore, $h^{\prime}$ needs to be determined for every challenge. Hence, the attack complexity increases and much more challenge and responses need to be exchanged.

Hence, error correction increases the complexity of the attack but does not necessarily prevent the attack. Studying fault attacks in the presence of different error correction codes is therefore an interesting future research direction.

## VI. Conclusion and implications of Side-Channel Attacks on Arbiter PUFs

The results presented in this paper show that - unlike often believed - Arbiter PUFs are not necessarily more resistant against side-channel attacks than traditional cryptographic algorithms. By combining side-channel analysis with machine learning techniques it is possible to attack controlled PUFs reliably even in the presence of considerable noise. This hybrid side-channel and machine learning approach works with passive power side-channels as well as with active fault attacks. Hence, controlled Arbiter PUFs are vulnerable to both active as well as passive side-channel attacks. It is therefore very important to also consider side-channel attacks when evaluating PUFs and protocols based on PUFs. Even designs that from a theoretical perspective would be secure against machine learning attacks are not necessarily secure once they are implemented. Which PUF structures and protocols are more resistant against side-channel attacks and how efficient side-channel countermeasures for PUFs look like is therefore an interesting new research area.
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## Appendix A

Computing the corresponding noise level for a

## GIVEN CORRELATION COEFFICIENT

The Pearson correlation coefficient is used to test the linear relation between two signals, in the case of a CPA the measured power values $\vec{x}$ and some computed hypothetical power values $\vec{h}$ :

$$
p=\frac{\operatorname{cov}(\vec{h}, \vec{x})}{\sqrt{\operatorname{var}(\vec{h}) \operatorname{var}(\vec{x})}}
$$

with var indicating the sample variance and con the sample covariance. The correlation coefficient is directly related to signal-to-noise ratio of the measured signal. This makes comparing different attacks and measurement setups easy. Assuming an approximately with a Gaussian noise distribution $\mathcal{N}\left(\mu_{N}, \sigma_{N}^{2}\right)$ [23], the power consumption follows a random variable $X$ with $X=H+\mathcal{N}\left(\mu_{N}, \sigma_{N}^{2}\right)$, where $H$ is the random variable of the assumed power model. In this specific case the correlation coefficient can be written as:

$$
\begin{gathered}
p=\frac{\operatorname{cov}\left(H, H+\mathcal{N}\left(\mu_{N}, \sigma_{N}^{2}\right)\right)}{\sqrt{\operatorname{var}(H) \operatorname{var}\left(H+\mathcal{N}\left(\mu_{N}, \sigma_{N}^{2}\right)\right.}} \\
=\frac{\operatorname{cov}(H, H)+\operatorname{cov}\left(H, \mathcal{N}\left(\mu_{N}, \sigma_{N}^{2}\right)\right)}{\sqrt{\operatorname{var}(H)^{2}+\operatorname{var}(H) \operatorname{var}\left(\mathcal{N}\left(\mu_{N}, \sigma_{N}^{2}\right)\right)}} \\
=\frac{\operatorname{var}(H)}{\sqrt{\operatorname{var}(H)^{2}+\operatorname{var}(H) \sigma_{N}^{2}}}
\end{gathered}
$$

Hence, it is possible to compute the expected correlation coefficient for a given noise distribution $\mathcal{N}\left(\mu_{N}, \sigma_{N}^{2}\right)$ and power model $H$. Similarly, it is also possible to derive the noise level given the measured correlation coefficients and the used power model $H$.


[^0]:    G.T. Becker is with the Horst Görtz Institute for IT-Security at the University of Bochum and R. Kumar is with the Department of Electrical and Computer Engineering, University of Massachusetts at Amherst. The results presented here can also be found in Becker's PhD dissertation [3].

[^1]:    ${ }^{1}$ This assumes that $n$ is chosen sufficiently large and the PUF has enough entropy that brute-force attacks are not possible.

[^2]:    ${ }^{2}$ Note that this can also be due to the fact that the HSpice simulations are more accurate the closer you simulate to the nominal operation conditions.

[^3]:    ${ }^{3}$ Since we change the bits independent of $|\Delta D|$ this can be seen as a worst case scenario.

