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Abstract Linear and differential cryptanalysis and their generalizations are
the most important tools in statistical analysis of symmetric ciphers. These
attacks make use of linear and differential properties of Sboxes or compo-
nent functions of symmetric ciphers. In this article, we investigate generalized
statistical properties for Sboxes. We justify the application of linear, differen-
tial and differential-linear cryptanalysis from the mathematical viewpoint. We
verify some well-known Sboxes and vectorial Boolean functions by the pro-
posed criteria and show that these functions have larger biases compared with
previous criteria presented up to now.

Keywords Linear Cryptanalysis · Differential Cryptanalysis · Differential-
Linear Cryptanalysis · Nonlinear Cryptanalysis

1 Introduction

Linear and differential cryptanalysis and their generalizations are the most
important statistical attacks against symmetric ciphers: various symmetric ci-
phers have been analyzed by these attacks [3,2,4,6,22,17,21,19,18,11,7]. Sta-
tistical attacks like linear and differential cryptanalysis make use of statistical
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criteria for component functions of symmetric ciphers and then use these cri-
teria to build a distinguisher for symmetric ciphers or to recover the secret key
of them.

Various criteria for designing ”good” Sboxes from the viewpoint of a de-
signer have been proposed up to now [8,24,23,20]. Some of these criteria can
be used directly to design suitable Sboxes or to mount attacks against sym-
metric ciphers, while the other are pure mathematical criteria which measure
the randomness of ciphers.

In this article, we introduce new generalized criteria for Sboxes. In [9,
10] we have investigated generalized linear, differential and differential-linear
criteria for Sboxes. One of the consequences of our general theorems is gener-
alizing the linear criteria to nonlinear criteria which justifies the rationale for
”generalized linear cryptanalysis” in [12]. The other result of our general theo-
rems is introducing linear criteria in finite fields with dimensions greater than
one and for linear transformations from Fn

2 onto its subspaces of dimensions
more than one: this is similar to what is stated in [15,14,13]. Justification of
generalized differential properties along with differential-linear criteria [1,5,
11] is also amongst the consequences of our theorems. In fact, our theorems
justify the application of the criteria used in some papers like [15,14,13,1,5,
11] from the mathematical viewpoint. On the other hand, with the aid of our
proposed criteria, we can restrict the input of an Sbox to a subset of the whole
space and then, verify the restricted map by generalized linear, differential and
differential-linear criteria.

We have verified some well-known Sboxes and vectorial Boolean functions
by the proposed criteria: the Sbox of AES (Advanced Encryption Standard)
and the inverse map over the field F216 are verified by programming. Our
results show that these Sboxes have larger biases in comparison to the largest
bias of conventional criteria like linear bias.

In Section 2, we present basic notations and definitions. Section 3 discusses
generalized linear criteria in finite stes. In Section 4, we study two-dimensional
criteria for Sboxes. Section 5 is the conclusion.

2 Preliminary Notations and Definitions

In this paper, the number of elements or cardinality of a finite set A is denoted
by |A|. For a function f : A→ B, the preimage of an element b ∈ B is defined
as {a ∈ A|f(a) = b} and is denoted by f−1(b). Suppose that f : A → A is a
function. If we have f(a) = a for a ∈ A, then we say that a is a fixed point of f .
We denote by Fn

2 the Cartesian product of n copies of F2, the finite field with
two elements. The set of all n×n matrices over a set A is denoted by Mn(A),
the ring of integers modulo 2n by Z2n and the finite field with 2n elements by
F2n . We denote the zero vector of any size by 0 and the transpose of a matrix
A by AT . The XOR operation is denoted by ⊕ and modular addition by +.

Let A and B be two finite sets. The set of all mappings f : A → B is
denoted by F(A,B) and set of all functions f : Fn

2 → Fm
2 is denoted by Bn,m.
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If f ∈ Bn,1, then we say that f is a Boolean function and if f ∈ Bn,m with
m > 1, then we say that f is a Boolean map or an Sbox. Suppose that A and
B are two finite sets with |A| = t|B|, f ∈ F(A,B) and for every b ∈ B we
have |f−1(b)| = t. In this case, f is called balanced. Suppose that A, B and C
are three finite sets such that |B| = e|C|, f ∈ F(B×A,C) and for each c ∈ C
and a ∈ A we have

|{x ∈ B|f(x, a) = c}| = e;

then we say that f is parametrically balanced with respect to the second
argument. Suppose that A, A′ and B are finite sets with A′ ⊆ A and f : A→ B
is a function. The restriction of f to A′ is denoted by f |A′ .

We know that Fn
2 is a linear space. The rank of a linear transformation T in

Bn,m is denoted by r(T ) and the nullity of T is denoted by n(T ). If r(T ) = m,
then we say that T is of full rank. The standard dot product in Fn

2 is denoted
by ”.”.

3 Generalized Linear Criteria

Linear bias of an Sbox is a well-known concept in symmetric cryptography. In
this section, we lay a mathematical foundation for this concept and also for
generalized linear cryptanalysis [12,7,15,14].

Theorem 1 Suppose that A, A′, B and C are nonempty finite sets with A′ ⊆
A, |A| = a, |A′| = a′, |B| = b, |C| = c and b = ec and suppose that c ∈ C,
f : A′ → A, g : B → B and h : B × A → C are given. Moreover, suppose
that f is an injection, g is a permutation and h is parametrically balanced with
respect to the second argument. Now, if x ∈ A′ and S ∈ F(A,B) are uniformly
distributed, then we have

P (h (g(S|A′(x)), f(x)) = c) =
1

c
.

Proof Put

A = {(x, S)|x ∈ A′, S ∈ F(A,B), h (g(S|A′(x)), f(x)) = c},

and

Ax = {(x, S)|S ∈ F(A,B), h (g(S|A′(x)), f(x)) = c}, x ∈ A′.

We count the number of elements in Ax for each x. There are e choices for
S ∈ F(A,B) to choose the image of x in order to have h (g(S|A′(x)), f(x)) = c.
The image of the remaining elements in A has b(a−a′)+(a′−1) = ba−1 choices.
Therefore,

|Ax| = eba−1;

and since {Ax|x ∈ A′} is a partition of A, we get

P(h (g(S|A′(x)), f(x)) = c) =
a′eba−1

a′ba
=

e

b
=

1

c
.
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Corollary 1 Suppose that x ∈ Fn
2 and S ∈ Bn,m are uniformly distributed.

Then for any permutation f ∈ Bn,n and every fixed nonzero c1 ∈ Fn
2 and

c2 ∈ Fm
2 we have

P(c1 · f(x)⊕ c2 · S(x) = 0) =
1

2
.

Proof In Theorem 1 put A = A′ = Fn
2 , B = Fm

2 , C = F2, f(x) = x, g(x) = x
and h(x1, x2) = c1 · x2 ⊕ c2 · x1.

Example We have verified the inverse Sbox

S : F216 → F216 ,

S(x) = x−1,

over F216 defined by irreducible polynomial x16 + x5 + x3 + x2 + 1. We have
explored S with the aid of the criterion in Corollary 1 and have found some
masks by programming: for example for c1 = 0x59b, c2 = 0x6205 and

f(x) = 4x2 + x+ 1 mod 65536,

we have:

P (c1 · f(x) = c2 · S(x)) =
1

2
− 686

65536
.

We note that the bias 686
65536 is quite larger than the largest linear bias of S,

i.e. 256
65536 .

Corollary 2 Suppose that x ∈ Fn
2 and S ∈ B2n,2n are uniformly distributed.

Then for any fixed nonzero c1 ∈ F 2n
2 and c2 ∈ Fn

2 we have

P(c1 · x⊕ (0, c2) · S(0, x) = 0) =
1

2
.

Here, (0, x) is a vector of length 2n whose n least significant bits are equal to
x and its n most significant bits are zero.

Proof In Theorem 1 put A = F 2n
2 , A′ = {0} × Fn

2 , B = F 2n
2 , C = F2,

f(x) = (0, x), g(x) = x and h(x1, x2) = c1 · x1 ⊕ (0, c2) · x2.

One of the results of Theorem 1 is the criteria used in conventional linear
cryptanalysis.

Theorem 2 Suppose that x ∈ Fn
2 and S ∈ Bn,m are uniformly distributed.

Then for any fixed a ∈ Fn
2 and every fixed nonzero b ∈ Fm

2 , we have

P(a · x⊕ b · S(x) = 0) =
1

2
.

Proof In Theorem 1 put A = A′ = Fn
2 , B = Fm

2 , C = F2, f(x) = x, g(x) = x
and h(x1, x2) = b · x1 ⊕ a · x2.

Now, we have a result which is a generalization for the concept of linear bias
that is used in linear cryptanalysis. This theorem resembles [12].
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Theorem 3 If x ∈ Fn
2 and S ∈ Bn,m are uniformly distributed, then for each

given Boolean function ϕ ∈ Bn,1 and every given balanced Boolean function
ψ ∈ Bm,1, we have

P(ϕ(x)⊕ ψ(S(x)) = 0) =
1

2
.

Proof In Theorem 1 put A = A′ = Fn
2 , B = Fm

2 , C = F2, f(x) = x, g(x) = x
and h(x1, x2) = ψ(x1)⊕ ϕ(x2).

Theorem 4, in some sense, is presented in [1].

Theorem 4 Suppose that x ∈ Fn
2 and S ∈ Bn,m are uniformly distributed,

n = kt and m = st. Then for any fixed ai ∈ F2t , 0 ≤ i < k, and every fixed
bi ∈F2t , 0 ≤ i < s, such that all of bi’s are not zero simultaneously, and each
given c ∈ F2t we have

P

k−1⊕
i=0

(ai • xi)⊕
s−1⊕
j=0

(bj • S(x)j) = c

 =
1

2t
.

Here, ”•” is the operator of multiplication in F2t , and

S(x) = (S(x)s−1, . . . , S(x)0),

with S(x)i ∈ F2t , 0 ≤ i < s.

Proof In Theorem 1 put A = A′ = Fn
2 , B = Fm

2 , C = F2t , f(x) = x, g(x) = x
and h(x1, x2) = ψ(x1)⊕ ϕ(x2) with

ϕ(x) = f(xk−1, . . . , x0) =
k−1⊕
i=0

(ai • xi),

ψ(x) = f(xs−1, . . . , x0) =
s−1⊕
j=0

(bj • xj).

Theorem 4 introduced a generalized linear criterion. Now, we present a gener-
alized nonlinear criterion.

Theorem 5 Suppose that x ∈ Fn
2 and S ∈ Bn,m are uniformly distributed

and 1 ≤ t ≤ min{m,n}. Then for each given Boolean map ϕ ∈ Bn,t and every
given balanced ψ ∈ Bm,t and for each fixed c ∈ F t

2 , we have

P(ϕ(x)⊕ ψ(S(x)) = c) =
1

2t
.

Proof In Theorem 1 put A = A′ = Fn
2 , B = Fm

2 , C = F t
2 and h(x1, x2) =

ψ(x1)⊕ ϕ(x2).

In Lemma 1, we use theorem 2 of Section 3.1 in [16].

Lemma 1 Any linear transformation T in Bn,t with n ≥ t and r(T ) = t is
balanced.
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Proof We know that n(T ) = n − t and the null space of T is a subspace Fn
2 ;

so |T−1(0)| = 2n−t, and for any y ∈ F t
2 we have

|T−1(y)| = |T−1(0)| = 2n−t.

The following theorem is, in some sense, a generalization of Theorem 4.

Theorem 6 If x ∈ Fn
2 and S ∈ Bn,m are uniformly distributed and 1 ≤ t ≤

min{n,m}, then for any given linear transformation T in Bn,t and every given
full rank linear transformation R in Bm,t and for each fixed c ∈ F t

2 , we have

P(T (x)⊕R(S(x)) = c) =
1

2t
.

Proof See Theorem 5 and Lemma 1.

4 Generalized Differential-Linear and (Nonlinear)
Two-Dimensional Criteria

In this section, we introduce some kind of differential-linear criteria and also we
present two-dimensional (nonlinear) properties for Sboxes. The next theorem
justifies the reasoning for criteria presented in [1,5].

Theorem 7 Suppose that (G1, ∗) and (G2, •) are two finite Abelian groups
and a ∈ G1 and b ∈ G2 are given such that a is not the identity of G1. If
x ∈ G1 and S ∈ F(G1, G2) are uniformly distributed, then we have

P(S(x) • S(x ∗ a) = b) =
1

|G2|
.

Proof Put

A = {(x, S)|x ∈ G1, S ∈ F(G1, G2), S(x) • S(x ∗ a) = b},

and
Ax = {(x, S)|S ∈ F(G1, G2), S(x) • S(x ∗ a) = b}, x ∈ G1.

We count the number of elements in Ax for each x. There are |G2| choices for
S ∈ F(G1, G2) to choose the image of the fixed element x ∈ A, or equivalently,
to choose S(x); since we should have

S(x) • S(x ∗ a) = b,

the image of S(x ∗ a) is uniquely determined. The image of the remaining
elements in A, has |G2||G1|−2 choices. Therefore,

|Ax| = |G2||G2||G1|−2 = |G2||G1|−1;

and since {Ax|x ∈ A} is a partition of A, we get,

P(S(x) • S(x ∗ a) = b) =
|A|

|G1||G2||G1|
=

|G1||G2||G1|−1

|G1||G2||G1|
=

1

|G2|
.
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If we consider the groups (Fn
2 ,⊕), (Z2n ,+), (Fm

2 ,⊕) and (Z2m ,+), then the
next corollary is a direct result of Theorem 7.

Corollary 3 Suppose that a ∈ Fn
2 − {0} and b ∈ Fm

2 are given. If x ∈ Fn
2

and S ∈ Bn,m are uniformly distributed, then we have

P(S(x)⊕ S((x+ a) mod 2n) = b) =
1

2m
,

P(S(x) + S((x+ a) mod 2n) mod 2m = b) =
1

2m
,

P(S(x) + S(x⊕ a) mod 2m = b) =
1

2m
.

The following corollary which is also a direct result of Theorem 7, justifies the
application of conventional differential cryptanalysis, from the mathematical
viewpoint.

Corollary 4 Suppose that a ∈ Fn
2 − {0} and b ∈ Fm

2 are given. If x ∈ Fn
2

and S ∈ Bn,m are uniformly distributed, then we have

P(S(x)⊕ S(x⊕ a) = b) =
1

2m
.

Theorem 8 Suppose that A, A′, B and C with |A| = a, |A′| = a′, |B| = b
and |C| = c are finite sets such that b2 = ec and c ∈ C, f : A′ → A′ and
g : B × B → C are given. Moreover, suppose that f is a permutation which
does not have any fixed points and g is a balanced map. Now, if x ∈ A′ and
S ∈ F(A,B) are uniformly distributed, then we have

P (g (S|A′(x), S|A′(f(x))) = c) =
1

c
.

Proof Put

A = {(x, S)|x ∈ A′, S ∈ F(A,B), g (S|A′(x), S|A′(f(x))) = c},

and

Ax = {(x, S)|S ∈ F(A,B), g (S|A′(x), S|A′(f(x))) = c}, x ∈ A′.

We count the number of elements in Ax for each x. There are e choices for
S ∈ F(A,B) to choose the images of the distinct fixed elements x ∈ A′ and
f(x) ∈ A′ in order to have g (S|A′(x), S|A′(f(x))) = c. The image of the
remaining elements in A has ba−2 choices. Therefore,

|Ax| = eba−2;

and since {Ax|x ∈ A′} is a partition of A, we get

P(g (S|A′(x), S|A′(f(x))) = c) =
a′eba−2

a′ba
=

e

b2
=

1

c
.
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We note that, in Theorem 8, if we put A = A′ = G1, B = G2, C = G2,
f(x) = x ∗ a and g(x, y) = x • y, then Theorem 7 is concluded. Next corollary,
introduces some kind of differential-linear criteria.

Corollary 5 Suppose that a ∈ Fn
2 − {0} and c ∈ Fm

2 − {0} are given. If
x ∈ Fn

2 and S ∈ Bn,m are uniformly distributed, then we have

P (c · (S(x)⊕ S(x⊕ a)) = 0) =
1

2
.

Proof In Theorem 8, put A = A′ = Fn
2 , B = Fm

2 and C = F2 and let
g(x1, x2) = c · (x1 ⊕ x2) and f(x) = x ⊕ a. Satisfaction of the conditions
of Theorem 8 are obvious.

Proof of the next two corollaries is not hard.

Corollary 6 Suppose that a ∈ Fn
2 − {0} and c1, c2 ∈ Fm

2 − {0} are given. If
x ∈ Fn

2 and S ∈ Bn,m are uniformly distributed, then we have

P (c1 · S(x) = c2 · S(x⊕ a)) =
1

2
.

Corollary 7 Suppose that a ∈ Z2n − {0} and c1, c2 ∈ Fm
2 − {0} are given. If

x ∈ Fn
2 and S ∈ Bn,m are uniformly distributed, then we have

P (c1 · S(x) = c2 · S(x+ a mod 2n)) =
1

2
.

Example We have verified the Sbox of AES which we call S here with the
aid of the criterion in Corollary 7 . We have found some masks yielding the
maximum bias by programming: for example for c1 = 0x5f , c2 = 0xce and
a = 0x87 we have:

P (c1 · S(x) = c2 · S(x+ a mod 256)) =
1

2
− 42

256
.

We note that the bias 42
256 is almost three times larger the largest linear bias

of S, i.e. 16
256 .

Example We have verified the inverse Sbox

S : F216 → F216 ,

S(x) = x−1,

over F216 defined by irreducible polynomial x16 + x5 + x3 + x2 + 1. We have
explored S with the aid of the criterion in Corollary 7 and have found some
masks by programming: for example for c1 = 0x9d29, c2 = 0xea61 and a =
0xe734 we have:

P (c1 · S(x) = c2 · S(x+ a mod 65536)) =
1

2
+

636

256
.

We note that 636
65536 is quite larger than the largest linear bias of S, i.e. 256

65536 .
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Corollary 8 Suppose that a ∈ Fn
2 − {0} and B1, B2 ∈ Mm(F2) are given.

Let B1 and B2 be nonsingular. Now, if x ∈ Fn
2 and S ∈ Bn,m are uniformly

distributed, then for each c ∈ Fm
2 we have

P
(
B1(S(x))

T ⊕B2(S(x⊕ a))T = c
)
=

1

2m
.

Proof In Theorem 8, put A = A′ = Fn
2 , B = Fm

2 and C = Fm
2 and let

f(x, y) = x⊕a and g be the linear transformation corresponding to the matrix(
B1 B2

)
,

or g(x1, x2) = B1x
T
1 ⊕B2x

T
2 .

We know that every linear map in F2n is also linear in Fn
2 ; so we have:

Corollary 9 Suppose that α ∈ F2n and β1, β2 ∈ F2m are given nonzero ele-
ments. If x ∈ Fn

2 and S ∈ Bn,m are uniformly distributed, then for each fixed
c ∈ F2m we have

P (β1S(x)⊕ β2S(x⊕ α)) = c) =
1

2m
.

Following theorem, presents a two-dimensional (nonlinear) criterion. We note
that for every odd element a ∈ Z2n , the map

f : Z2n → Z2n ,

f(x) = ax mod 2n,

is a bijection and for nonzaro element a ∈ Z2n , the map

f : Z2n → Z2n ,

f(x) = x+ a mod 2n,

has no fixed points. Now, in Theorem 8, if we put A = A′ = Z2n , B = Z2m

and C = Z2m , and
f : Z2n → Z2n ,

f(x) = x+ a mod 2n,

and
g : Z2m × Z2m → Z2m ,

g(x1, x2) = b(x1 + x2) mod 2m,

then we have:

Corollary 10 Suppose that a ∈ Z2n is nonzero and b ∈ Z2m is odd. Now, if
x ∈ Fn

2 and S ∈ Bn,m are uniformly distributed, then for each fixed c ∈ Z2m

we have

P (b(S(x) + S(x+ a mod 2n)) mod 2m = c) =
1

2m
.
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Corollary 10 introduces a nonlinear two-dimensional criteria. The following
corollary, introduces a two-dimensional linear criterion.

Corollary 11 Suppose that a ∈ Fn
2 and B ∈ Mm(F2) are given. Also, sup-

pose that a is nonzero and B is nonsingular. Now, if x ∈ Fn
2 and S ∈ Bn,m

are uniformly distributed, then for each given c ∈ Fm
2 we have

P
(
B(S(x)⊕ S(x⊕ a))T = c

)
=

1

2m
.

Proof In Theorem 8, put A = A′ = Fn
2 , B = Fm

2 and C = Fm
2 and let

f(x) = x⊕ a and g be the linear transformation corresponding to the matrix(
B B

)
,

or g(x1, x2) = BxT1 ⊕BxT2 .

Corollary 12 Suppose that α ∈ F2n and β ∈ F2m , are given nonzero ele-
ments. If x ∈ Fn

2 and S ∈ Bn,m are uniformly distributed, then for each given
c ∈ F2m we have,

P (β(S(x)⊕ S(x⊕ α)) = c) =
1

2m
.

5 Conclusion

Linear and differential cryptanalysis and their generalizations, are the most
important statistical attaks against symmetric ciphers. These attacks make
use of linear and differential properties of Sboxes or component functions of
symmetric ciphers.

In this paper, we investigated generalized statistical properties for Sboxes.
We justified the application of linear, differential and differential-linear crypt-
analysis from the mathematical viewpoint. We verified some well-known Sboxes
and vectorial Boolean functions by the proposed criteria.

We believe that the generalized criteria presented in this paper, can be
used for defining new generalized parameters for Sboxes and also in attacking
symmetric ciphers or devising new statistical tests with the help of these new
generalized criteria.
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