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Abstract

We contribute to the knowledge of linear codes with few weights from special polyno-
mials and functions. Substantial efforts (especially due to C. Ding) have been directed
towards their study in the last past years. Such codes have several applications in secret
sharing, authentication codes, association schemes and strongly regular graphs. Based
on a generic construction of linear codes from mappings and by employing weakly reg-
ular bent functions, we provide new class of linear p-ary codes with three weights given
with its weight distribution. The class of codes presented in this paper is different from
those known in the literature. Also, it contains some optimal codes meeting certain
bound on linear codes

Keywords Linear codes, weight distribution, p-ary functions, bent functions, weakly reg-
ular bent functions, vectorial functions, cyclotomic fields.

1 Introduction

Error correcting codes are widely studied by several researchers and employed by engineers.
They have long been known to have applications in computer and communication systems,
data storage devices (starting from the use of Reed Solomon codes in CDs) and consumer
electronics. Many progress have been made on the constructions of linear codes with few
weights. Such codes have applications in secret sharing [1, 6, 34, 16, 14] authentication
codes [19], association schemes [2], and strongly regular graphs [3]. Interesting two-weight
and three-weight codes have been obtained in several papers. A non-exhaustive list dealing
with codes with few weights is [8], [9],[17],[33],[18],[20],[27],[35],[36],[15],[16],[14],[30],[32],[31],
[24] and [13].

Certain special types of functions over finite fields and vector spaces over finite fields
are closely related to linear or nonlinear codes. Two generic constructions (let say, of ”type
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I” and of ”type II”) of linear codes involving special functions have been isolated and next
investigated in the literature. Linear codes obtained from the generic construction of type
II are defined via their defining set while those obtained from the generic construction
of type I are defined as the trace function of some functions involving polynomials which
vanish at zero. Recently, based on the generic construction of type II, several approaches
for constructing linear codes with special types of functions were proposed, and a lot of
linear codes with excellent parameters were obtained. A very nice survey devoted to the
construction of binary linear codes from Boolean functions based on the generic construc-
tion of type II is given by Ding in [13].

Bent functions are maximally nonlinear Boolean functions. They were introduced by
Rothaus [29] in the 1960’s and initially studied by Dillon since 1974 in this Thesis [11]. The
notion of bent function has been extended in any characteristic by Kumar et al. [26]. For
their own sake as interesting combinatorial objects, but also for their relations to coding
theory (e.g. Reed-Muller codes, Kerdock codes, etc.), combinatorics (e.g. difference sets),
design theory, sequence theory, and applications in cryptography (design of stream ciphers
and of S-boxes for block ciphers), bent functions have attracted a lot of research for four
decades. A jubilee survey paper is [7]. A book devoted especially to bent functions and
containing a complete survey (including variations, generalizations and applications) is [28].
It is well-known that Kerdock codes are constructed from bent functions. Very recently, it
has been shown in few papers [12, 37, 30] that bent functions lead to the construction of
interesting linear codes with few weights based on the generic construction of type II.

In this paper, we focus on the construction of linear codes from bent functions in
arbitrary characteristic based on the generic construction of type I. The paper is organized
as follows. In Section 2, we fix our main notation and recall the necessary background. In
Section 3, we present the two generic constructions of binary codes from functions which
have been highlighted by Ding in [13] and focus on one of them. In Section 4, we study
codes from mappings based on the first generic construction and present general results in
a very general context. Next, we derive in Section 5 a new class of linear codes with three
weights from weakly regular bent and present its weight distribution. Such a class contains
some optimal codes meeting certain bound on linear codes. The reader notices that the
general idea of the construction of our codes is a classical one since it has been already
employed in [4, 5] in the binary case and in [6, 33] in odd characteristic. Nevertheless, our
specific choice of the function employed for designing our code is new.

2 Notation and preliminaries

We present basic notation that will be employed in subsequent sections.

2



2.1 Some notation fixed throughout this paper

Throughout this paper we adopt the following notations unless otherwise stated.

• For any set E, E? = E \ {0} and #E will denote the cardinality of E;

• p is a prime;

• h is a positive integer divisor of m. Set m = hr;

• q = ph;

• Fn is the Galois field of order n;

• Z be the rational integer ring, Q the rational field and C the complex field;

• (ap ) be the Legendre symbol for 1 ≤ a ≤ p− 1;

• p∗ = (−1
p )p = (−1)(p−1)/2p. Note that pm = (−1

p )m
√
p∗

2m
;

• ξp = e
2π
√
−1
p be the primitive p-th root of unity.

2.2 Some background related to coding theory

Definition 1. A linear [n, k, d]q code C over Fq is a k-dimensional subspace of Fnq with
minimum Hamming distance d.

The support of a vector ā = (a0, · · · , an−1) ∈ Fnq denoted by supp(ā) is defined by
supp(ā) := {0 ≤ i ≤ n − 1 : ai 6= 0}. The Hamming weight of a vector ā ∈ Fnq denoted by
wt(ā) is the cardinality of its support, that is, wt(ā) := #supp(ā).

2.3 Cyclotomic field Q(ξp)

In this subsection we recall some basic results on cyclotomic field. The ring of integers in
Q(ξp) is OK = Z(ξp). An integral basis of OQ(ξp) is {ξip | 1 ≤ i ≤ p−1}. The field extension
Q(ξp)/Q is Galois of degree p− 1 and the Galois group Gal(Q(ξp)/Q) = {σa | a ∈ Z/pZ∗},
where the automorphism σa of Q(ξp) is defined by σa(ξp) = ξap . The field Q(ξp) has a

unique quadratic subfield Q(
√
p∗) with p∗ = (−1

p )p where (ab ) is the Legendre symbol

for 1 ≤ a ≤ p − 1. For 1 ≤ a ≤ p − 1, σa(
√
p∗) = (ap )

√
p∗. Hence, the Galois group

Gal(Q(
√
p∗)/Q is {1, σγ}, where γ is any quadratic nonresidue in Fp.
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2.4 Some background related to p-ary functions

The trace function Trqr/q : Fqr → Fq is defined as:

Trqr/q(x) :=
r−1∑
i=0

xq
i

= x+ xq + xq
2

+ · · ·+ xq
r−1
.

The trace function from Fqr to its prime subfield is called the absolute trace function.
Recall that the trace function Trqr/q is Fq-linear and satisfies the transitivity property

in a chain of extension fields (m = hr): Trpm/p(x) = Trph/p(Trpm/ph(x)) for all x ∈ Fqr .
Given two positive integers s and r, the functions from Fsq to to Frq will be called

(s, r)-q-ary functions or (if the values s and r are omitted) vectorial q-ary functions. The
component functions of F are the q-ary functions l◦F , where l ranges over the set of all the
nonzero linear forms over Frq. Equivalently, they are the linear combinations of a non-null
number of their coordinate functions, that is, the functions of the form v ·F, v ∈ Frq \ {0}
, where ”·” denotes the usual inner product in Frq (or any other inner product). The vector
spaces Fsq and Frq can be identified with the Galois fields Fqs and Fqr of orders qs and qr

respectively. Hence, (s, r)-q-ary functions can be viewed as functions from Fqs to Fqr . In
this case, the component functions are the functions Trqr/q(vF (x)) where Trqr/q is the
trace function from Fqr to Fq.

Let f : Fpm −→ Fp be a p-ary function. The Walsh transform of f is given by:

χ̂f (λ) =
∑
x∈Fpm

ξp
f(x)−Trpm/p(λx), λ ∈ Fpm

where ξp = e
2π
√
−1
p is a complex primitive pth root of unity and the elements of Fp are

considered as integers modulo p.
Function f can be recovered from χ̂f by the inverse transform:

ξf(x)
p =

1

pm

∑
b∈Fpm

χ̂f (b)ξ
−Trpm/p(bx)
p . (1)

2.5 Bent functions and (weakly) regular bent functions

A p-ary function f : Fpm −→ Fp is called bent if all its Walsh-Hadamard coefficients
satisfy |χ̂f (b)|2 = p

m
2 . A bent function f is called regular bent if for every b ∈ Fpm ,

p−
m
2 χ̂f (b) = ξ

f?(b)
p for some p-ary function f? : Fpm → Fp ([26], [definition 3]). The bent

function f is called weakly regular bent if there exists a complex number u with |u| = 1 and

a p-ary function f? such that up−
n
2 χ̂f (b) = ξ

f?(b)
p for all b ∈ Fpm . Such functions f∗(x) is

called the dual of f(x). From [21, 22], a weakly regular bent function f(x) satisfies that

χ̂f (b) = ε
√
p∗
m
ξf
∗(b)
p , (2)
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Bent functions m p∑bm/2c
i=0 Trpm/p(aix

pi+1

) arbitrary arbitrary∑pk−1
i=0 Trpm/p(aix

i(pk−1)) + Trpl/p(δx
pm−1

e ), e|pk + 1 m = 2k arbitrary

Trpm/p(ax
3m−1

4
+3k+1) m = 2k p = 3

Trpm/p(x
p3k+p2k−pk+1 + x2) m = 4k arbitrary

Trpm/p(ax
3i+1

2 ); i odd, gcd(i,m) = 1 arbitrary p = 3

Table 1: Known weakly regular bent functions over Fpm , p odd

where ε = ±1 is called the sign of the Walsh transform of f(x) and p∗ equals (−1
p )p where

(ab ) is the Legendre symbol for 1 ≤ a ≤ p− 1. Note that from Equation (1), for the weakly

regular bent function f(x), we have
∑

b∈Fpm ξ
f∗(b)−Trpm/p(bx)
p = εpmξ

f(x)
p /

√
p∗
m

. Moreover,
Walsh-Hadamard transform coefficients of a p-ary bent function f with odd p satisfy

p−
m
2 χ̂f (b) =

{
±ξf

?(b)
p , if m is even or m is odd and p ≡ 1 (mod 4),

±iξf
?(b)
p , if m is odd and p ≡ 3 (mod 4),

(3)

where i is a complex primitive 4-th root of unity. Therefore, regular bent functions can
only be found for even m and for odd m with p ≡ 1 (mod 4). Moreover, for a weakly
regular bent function, the constant u (defined above) can only be equal to ±1 or ±i.

We summarize in Table 1 all known weakly regular bent functions over Fpm with odd
characteristic p.

3 Two generic constructions of linear codes from functions

Boolean functions or more generally p-ary functions have important applications in cryp-
tography and coding theory. In coding theory, they have been used to construct linear
codes. Historically, the Reed-Muller codes and Kerdock codes have been for a long time
the two famous classes of binary codes derived from Boolean functions. Next, a lot of
progress have been made in this direction and further codes have been derived from more
general and complex functions. Nevertheless, as highlighted by Ding in his very recent
survey [13], despite of the advances in the past two decades, one can isolate essentially
only two generic constructions of linear codes from functions.
The first generic construction of linear codes from functions is obtained by considering a
code C(f) over Fp involving a polynomial f from Fq to Fq (where q = pm) defined by

C(f) = {c = (Trq/p(af(x) + bx))x∈F∗q ; a ∈ Fq, b ∈ Fq}.

The resulting code C(f) from f is a linear code of length q − 1 and its dimension is upper
bounded by 2m which is reached in many cases. As mentioned in the literature (see for
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instance [13]), this generic construction has a long history and its importance is supported
by Delsarte’s Theorem [10]. In the binary case (that is, when q = 2), the first generic
construction allows to provide a kind of a coding-theory characterization of special cryp-
tographic functions such as APN functions, almost bent functions and semi-bent functions
(see for instance [5], [4] and [25]).

The second generic construction of linear codes from functions is obtained by fixing a
set D = {d1, d2, · · · , ds} in Fq (where q = pm) and by defining a linear code involving D
as follows:

CD = {Trq/p(xd1), T rq/p(xd2), · · · , T rq/p(xds)}.
The set D is usually called the defining set of the code CD. The resulting code CD is of
length n and of dimension at most m. This construction is generic in the sense that many
classes of known codes could be produced by selecting the defining set D ⊆ Fq. The code
quality (good or optimal parameters or the contrary) is closely related to the choice of the
set D.

4 On the first generic construction of linear codes from map-
pings over finite fields

For any α, β ∈ Fpm , defined as:

fα,β : Fqr −→ Fq
x 7−→ fα,β(x) := Trqr/q(αΨ(x)− βx)

where Ψ is a mapping from Fqr to Fqr such that Ψ(0) = 0.
We now define a linear code CΨ over Fq as :

CΨ := {c̄α,β = (fα,β(ζ1), fα,β(ζ2), · · · , fα,β(ζqr−1)), α, β ∈ Fqr}

where ζ1, · · · , ζqr−1 denote the nonzero elements of Fqr .

Proposition 1. The linear code CΨ is of length qr − 1. If the mapping Ψ has no linear
component then CΨ is of dimension k = 2m

h = 2r. Otherwise, k is less than 2r.

Proof. It is clear that CΨ is of length qr − 1. Now, let compute the cardinality of CΨ. Let
c̄α,β be a codeword of CΨ. We have

c̄α,β = 0 ⇐⇒ Trqr/q(αΨ(ζi)− βζi) = 0, ∀i ∈ {1, · · · , qr − 1}
⇐⇒ Trqr/q(αΨ(x)− βx) = 0, ∀x ∈ F?qr
⇒ Trqr/p(αΨ(x)− βx) = 0,∀x ∈ F?qr
⇒ Trqr/p(αΨ(x)− βx) = 0,∀x ∈ Fqr

⇒ Trqr/p(αΨ(x)) = Trqr/p(βx), ∀x ∈ Fqr
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Hence, c̄α,β = 0 implies that the mapping from Fqr to Fq component of Ψ associate to
α 6= 0 is linear (or null) and coincides with x 7→ Trqr/p(βx). Therefore, it suffices that
no component function of Ψ is not identically equal to 0 or linear to ensure that the only
null codeword appears only one time at α = β = 0. Furthermore, it implies that all
the codewords c̄α,β are pairwise distinct. In this case, the size of the code is q2r and the
dimension of the code is thus equals 2r.

The following statement shows that the weight distribution of the code CΨ of length
qr − 1 can be expressed by means of the Walsh transform of some absolute trace functions
over Fpm involving the map Ψ.

Proposition 2. We keep the notation above. Let a ∈ Fpm. Let us denote by ψ a mapping
from Fpm to Fp defined as:

ψa(x) = Trpm/p(aΨ(x)).

For c̄α,β ∈ CΨ, we have:

wt(c̄α,β) = pm − 1

q

∑
ω∈Fq

χ̂ψωα(ωβ).

Proof. Note that Ψ(0) = 0 implies that fα,β(0) = 0. Now, let c̄α,β be a codeword of CΨ

then,

wt(c̄α,β) = #{x ∈ F?qr | fα,β(x) 6= 0}
= #{x ∈ Fqr | fα,β(x) 6= 0}
= pm −#{x ∈ Fqr | fα,β(x) = 0}

= pm −
∑
x∈Fqr

1

q

∑
ω∈Fq

ξp
Trq/p(ωfα,β(x)).

The latter equality comes from the fact that the sum of characters equals q if fα,β(x) = 0
and 0 otherwise. Moreover (using the transitivity property of the trace function Trqr/p
and the fact that Trqr/q is Fq-linear)
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wt(c̄α,β) = pm − 1

q

∑
ω∈Fq

∑
x∈Fqr

ξp
Trq/p(ωfα,β(x))

= pm − 1

q

∑
ω∈Fq

∑
x∈Fqr

ξp
Trq/p(ωTrqr/q(αΨ(x)−βx))

= pm − 1

q

∑
ω∈Fq

∑
x∈Fqr

ξp
Trq/p(Trqr/q(ωαΨ(x)−ωβx))

= pm − 1

q

∑
ω∈Fq

∑
x∈Fqr

ξp
Trqr/p(ωαΨ(x)−ωβx)

= pm − 1

q

∑
ω∈Fq

∑
x∈Fqr

ξp
Trqr/p(ωαΨ(x))−Trqr/p(ωβx)

= pm − 1

q

∑
ω∈Fq

∑
x∈Fqr

ξp
ψωα(x)−Trqr/p(ωβx)

= pm − 1

q

∑
ω∈Fq

χ̂ψωα(ωβ).

In the following, we denote by Sψ(α, β) the sum 1
q

∑
ω∈Fq χ̂ψωα(ωβ). We compute the

sum of all the values of Sψ(α, β) when α (resp. β) ranges the field Fqr .

Proposition 3. Keeping the same notation as above, set Sψ(α, β) := 1
q

∑
ω∈Fqr χ̂ψωα(ωβ).

we have

1.
∑

α∈Fqr Sψ(α, β) = qr−1
(
qr + q + #{x ∈ Fqr | ψ(x) = Trqr/q(βx) = 0} −#{x ∈ Fqr |

ψ(x) = 0}
)

.

2.
∑

β∈Fqr Sψ(α, β) = q2r−1 + qr − qr−1.

Proof. Let compute the sum
∑

α∈Fqr Sψ(α, β).

∑
α∈Fqr

Sψ(α, β) =
1

q

∑
ω∈Fq

∑
x∈Fqr

∑
α∈Fqr

ξp
Trqr/p(ωαψ(x)−ωβx)

=
qr

q

∑
ω∈Fq

∑
x∈Fqr |ωψ(x)=0

ξp
−Trqr/p(ωβx)
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In the second equality we have used the fact that
∑

α∈Fqr ξp
Trqr/p(ωαψ(x)) equals pm = qr

if ωψ(x) = 0 and equals 0 otherwise. Now, let separate the case when ω = 0 and ω 6= 0.∑
α∈Fqr

Sψ(α, β) =
qr

q

( ∑
x∈Fqr

1 +
∑
ω∈F?q

∑
x∈Fqr |ψ(x)=0

ξp
−Trqr/p(ωβx)

)
=
qr

q

(
qr +

∑
ω∈Fq

∑
x∈Fqr |ψ(x)=0

ξp
−Trqr/p(ωβx) −#{x ∈ Fqr | ψ(x) = 0}

)
=
qr

q

(
qr +

∑
x∈Fqr |ψ(x)=0

∑
ω∈Fq

ξp
−Trq/p(Trqr/q(βx)ω) −#{x ∈ Fqr | ψ(x) = 0}

)
=
qr

q

(
qr + q#{x ∈ Fqr | ψ(x) = Trqr/q(βx) = 0} −#{x ∈ Fqr | ψ(x) = 0}

)
.

Now, let us compute the sum
∑

β∈Fqr Sψ(α, β).

∑
(β∈Fqr

Sψ(α, β) =
1

q

∑
ω∈Fq

∑
x∈Fqr

∑
β∈Fqr

ξp
Trqr/p(ωαψ(x)−ωβx)

=
qr

q

∑
ω∈Fq

∑
x∈Fqr |ωx=0

ξp
Trqr/p(ωαψ(x))

= qr−1
( ∑
x∈Fqr

1 +
∑
ω∈F?q

1
)
.

= qr−1
(
qr + q − 1

)
.

5 A new family of linear codes with few weights from weakly
regular bent functions based on the first genetic construc-
tion

In this section we study a particular subclass of the previous family of linear codes con-
sidered in the previous section. We shall fix h = 1 and assume α ∈ Fp. Let then gα,β
be the p-ary function from Fpm to Fp given by gα,β(x) = αTrpm/p(Ψ(x)) − Trpm/p(βx).
Note that gα,β(x) = αψ1(x)− Trpm/p(βx) where ψa is defined as in Section 4 by ψa(x) =
Trpm/p(aΨ(x)).
Now let us defined a subcode C of CΨ as follows:

C := {c̃α,β = (gα,β(ζ1), gα,β(ζ2), · · · , gα,β(ζpm−1)), α ∈ Fp, β ∈ Fpm}. (4)
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where ζ1, · · · , ζpm−1 denote the nonzero elements of Fpm .
According to Proposition 2 (where Trq/p is the identity function),

wt(c̃α,β) = pm − 1

p

∑
ω∈Fp

χ̂ψωα(ωβ)

= pm − pm−1 − 1

p

∑
ω∈F?p

χ̂ψωα(ωβ)

= pm − pm−1 − 1

p

∑
ω∈F?p

∑
x∈Fpm

ξ
ψωα(x)−Trpm/p(ωβx)
p

= pm − pm−1 − 1

p

∑
ω∈F?p

∑
x∈Fpm

ξ
Trpm/p(ωαΨ(x)−ωβx)
p

= pm − pm−1 − 1

p

∑
ω∈F?p

∑
x∈Fpm

ξ
ωTrpm/p(αΨ(x)−βx)
p

= pm − pm−1 − 1

p

∑
ω∈F?p

σω(χ̂ψα(β)).

But χ̂ψα(β) = σα(χ̂ψ1(ᾱβ)) where ᾱ satisfies ᾱα = 1 in Fp. Indeed,

σα(χ̂ψ1(ᾱβ)) = σα

( ∑
x∈Fpm

ξ
ψ1(x)−Trpm/p(ᾱβx)
p

)
=
∑
x∈Fpm

ξ
αψ1(x)−Trpm/p(βx)
p

= χ̂αψ1(β) = χ̂ψα(β).

Consequently,

wt(c̃α,β) = pm − pm−1 − 1

p

∑
ω∈F?p

σω(σα(χ̂ψ1(ᾱβ))).

Note that if α = 0 then wt(c̃α,β) = pm − pm−1 − 1
p

∑
ω∈F?p σω(χ̂0(β)) (where 0 denotes

the zero function). Since χ̂0(β) =
∑

x∈Fmp ξ
−βx
p = pmδ0,β (where δr,s denotes the Dirac

symbol defined by δr,s = 1 if s = r and 0 otherwise). Therefore,

wt(c̃α,β) = pm − pm−1 − 1

p

∑
ω∈F?p

σω(pmδ0,β)

= pm − pm−1 − pm−1(p− 1)δ0,β.
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Hence, we obtain wt(c̃0,0) = 0 and for β 6= 0, wt(c̃0,β) = pm − pm−1, which concludes
the Hamming weight of any codeword c̃0,β in any characteristic.

Let consider firstly the binary case, that is, the case where p = 2. Assume ψ1 :=
Tr2m/2(Φ) is bent. Then χ̂ψ1(β) = (−1)ψ

∗
1(β)2

m
2 . Hence, according to above, wt(c̃1,β) =

2m − 2m−1 − 1
2(−1)ψ

∗
1(β)2

m
2 = 2m−1 − (−1)ψ

∗
1(β)2

m
2
−1.

From now, assume p odd and ψ1 := Trpm/p(Φ) is weakly regular bent. Then, by
definition, we have:

χ̂ψ1(ᾱβ) = ε
√
p∗
m
ξ
ψ∗1(ᾱβ)
p .

Using the fact σα(
√
p∗
m

) = σα(
√
p?)m = (αp )m

√
p∗
m

and if m is even, (αp )m = 1 and
√
p∗
m

=
√
pm, one get

σα(χ̂ψ1(ᾱβ)) = εσα(
√
p∗
m

)ξ
αψ∗1(ᾱβ)
p

= ε(
α

p
)m
√
p∗
m
ξ
αψ∗1(ᾱβ)
p .

Therefore,

wt(c̃α,β) = pm − pm−1 − 1

p

∑
ω∈F∗p

σω

(
ε(
α

p
)m
√
p∗
m
ξ
αψ∗1(ᾱβ)
p

)
= pm − pm−1 − 1

p
ε(
α

p
)m
∑
ω∈F∗p

σω(
√
p∗
m

)ξ
ωαψ∗1(ᾱβ)
p

= pm − pm−1 − 1

p
ε(
α

p
)m
∑
ω∈F∗p

(
ω

p
)m
√
p∗
m
ξ
ωαψ∗1(ᾱβ)
p

=

 pm − pm−1 − 1
pε(

α
p )
√
p∗
m∑

ω∈F∗p(
ω
p )ξ

ωαψ∗1(ᾱβ)
p if m odd

pm − pm−1 − p
m
2
−1ε

∑
ω∈F∗p ξ

ωαψ∗1(ᾱβ)
p if m even.

Let us distinguish both cases.

1. Case m odd.

• If ψ∗1(ᾱβ) = 0 then (using the fact that
∑

ω∈F∗p(
ω
p ) = 0)

wt(c̃α,β) = pm − pm−1 − 1

p
ε(
α

p
)
√
p∗
m ∑
ω∈F∗p

(
ω

p
)

= pm − pm−1.

11



• If ψ∗1(ᾱβ) 6= 0 then (using in particular the evaluation of the Gauss sum:∑
ω∈F∗p(

ω
p )ξωp =

√
p∗)

wt(c̃α,β) = pm − pm−1 − 1

p
ε(
α

p
)
√
p∗
m ∑
ω∈F∗p

(
ω

p
)(ξωp )αψ

∗
1(ᾱβ)

= pm − pm−1 − 1

p
ε(
α

p
)
√
p∗
m
σαψ∗1(ᾱβ)

( ∑
ω∈F∗p

(
ω

p
)ξωp

)
= pm − pm−1 − 1

p
ε(
α

p
)
√
p∗
m
σαψ∗1(ᾱβ)(

√
p∗)

= pm − pm−1 − 1

p
ε(
α

p
)
√
p∗
m
(αψ∗1(ᾱβ)

p

)√
p∗

= pm − pm−1 − 1

p
εp∗

m+1
2

(ψ∗1(ᾱβ)

p

)
= pm − pm−1 − 1

p
ε((
−1

p
)p)

m+1
2

(ψ∗1(ᾱβ)

p

)
= pm − pm−1 − ε(−1

p
)
m+1

2 p
m−1

2

(ψ∗1(ᾱβ)

p

)
.

2. Case m even.

• If ψ∗1(ᾱβ) = 0 then we have

wt(c̃α,β) = pm − pm−1 − p
m
2
−1ε

∑
ω∈F∗p

ξ
ωαψ∗1(ᾱβ)
p

= pm − pm−1 − p
m
2
−1ε(p− 1).

• If ψ∗1(ᾱβ) 6= 0 then (since αω ∈ F∗p) we have
∑

ω∈Fp ξ
αωψ∗1(ᾱβ)
p = 0. Thus

wt(c̃α,β) = pm − pm−1 − p
m
2
−1ε

∑
ω∈F∗p

ξ
ωαψ∗1(ᾱβ)
p

= pm − pm−1 + p
m
2
−1ε.

Collecting the previous results, we give in Theorem 1 that the weights of the codewords of
C.

Theorem 1. Let C be the linear code defined by (4) whose codewords are denoted by c̃α,β.
Assume that the function ψ1 := Trpm/p(Ψ) is bent or weakly regular bent if p = 2 or p

12



odd, respectively. We denote by ψ?1 its dual function. Then the weight distribution of C is
given as follows. In any characteristic, wt(c̃0,0) = 0 and for β 6= 0, wt(c̃0,β) = pm − pm−1.
Moreover,

1. if p = 2 then the Hamming weight of c̃1,β (β ∈ F?2m) is given by wt(c̃1,β) = 2m−1 −
(−1)ψ

∗
1(β)2

m
2
−1.

2. if p is odd then

• if m is odd then the Hamming weight of c̃α,β is given by{
pm − pm−1 if α ∈ F?p and ψ∗1(ᾱβ) = 0;

pm − pm−1 − ε(−1
p )

m+1
2 p

m−1
2

(
ψ∗1(ᾱβ)

p

)
if α ∈ F?p and ψ∗1(ᾱβ) ∈ F?pm .

• if m is even then the Hamming weight of c̃α,β is given by{
pm − pm−1 − p

m
2
−1ε(p− 1) if α ∈ F?p and ψ∗1(ᾱβ) = 0;

pm − pm−1 + p
m
2
−1ε if α ∈ F?p and ψ∗1(ᾱβ) ∈ F?pm .

We are now going to compute the weight distribution of C in the case where p is an
odd prime. To this end, let us write the Walsh transform of ψ1 as

χ̂ψ1(ω) = εup
m
2 ξ

ψ∗1(ω)
p ,

where ε ∈ {−1, 1} denotes the sign of the Walsh transform χ̂ψ1 and u ∈ {1, i} ∈ C.
The weight distribution of the code C is closely related to the bentness of the involved

function. Let g be a weakly regular bent function over Fpm :

χ̂g(ω) = εup
m
2 ξg

∗(ω)
p , ω ∈ Fpm , ε = ±1, u ∈ {1, i}.

Then g∗ is a weakly regular bent function and

χ̂g(ω) = εu−1p
m
2 ξg(−ω)

p , ω ∈ Fpm .

Set
Nj := #{x ∈ Fpm | g(x) = j}.

The following useful result shows that we are able to compute the cardinalities of the
sets Nj . The values of the numbers Nj are known (see for instance [23], Theorem 2.2) for
the even case). However, for the sake of completeness, we state their values in Proposition
4 translated in our framework together with a proof.

13



Proposition 4. Using the above notation and assuming g∗(0) = 0. Then
if m is even,

N0 = pm−1 − εp
m
2
−1 + εp

m
2 ;

Nj = pm−1 − εp
m
2
−1, 1 ≤ j ≤ p− 1;

if m is odd,
N0 = pm−1;

Nj = pm−1 + εp
m−1

2 (
j

p
), 1 ≤ j ≤ p.

Proof. One has

χ̂g(0) =
∑
x∈Fpm

ξg(x)
p = εup

m
2 ξg

∗(0)
p =

p−1∑
j=0

Njξ
j
p

that is,
p−1∑
j=0

Njξ
j
p − εup

m
2 = 0. (5)

• If m is even, u = 1. Now since
∑p−1

j=0 x
j is irreducible over the rational number field

and since it is the minimal polynomial of ξp over the rational number field, we have

Nj = a, 1 ≤ j ≤ p− 1 and N0 − εp
m
2 = N1

for some a, that is, all the Njth are equal except for N0 that differs from −εp
m
2 .

Now,
∑p−1

j=0 Nj = pm. Hence a + εp
m
2 + (p − 1)a = pm from which one deducces

a = pm−1 −e psilonp
m
2
−1.

• If m is odd, u = i. Recall now the well-known identity

p∑
j=1

(
j

p
)ξjp =

{
p

1
2 ; if p ≡ 1 (mod 4);

ip
1
2 , if p ≡ 3 (mod 4),

(6)

that is,
∑p

j=1( jp)ξjp = up
1
2 . One therefore rewrite (5) as

p−1∑
j=0

Njξ
j
p − εp

m−1
2

p∑
j=1

(
j

p
)ξjp = 0.

By similar arguments as those used in the even case, one conclude that

N0 = Nj − εp
m−1

2 (
j

p
), 1 ≤ j ≤ p.

Now,
∑p−1

j=0 Nj = pm = pN0 + εp
m−1

2
∑p

j=1( jp) = pN0. Thus N0 = pm−1.

14



Hamming weight Multiplicity

0 1

pm − pm−1 pm − 1

pm − pm−1 − εp
m
2
−1(p− 1) pm − pm−1 + εp

m
2
−1(p− 1)2

pm − pm−1 + εp
m
2
−1 (pm − pm−1)(p− 1)− εp

m
2
−1(p− 1)2

Table 2: The weight distribution of the codes C when m is even

Now, using Proposition 4, we give in following theorem the weight distribution of the
code C when m is even.

Theorem 2. If m is even, then the weight distribution of the code C is given by the Table
2.

Proof. The weights comme from Theorem 1. One can easily get from Theorem 1 that
there are pm − 1 codewords of Hamming weight pm − pm−1. Set K := #{(α, β) ∈ F∗p ×
Fpm | ψ∗1(ᾱβ) = 0} and N0 := {γ ∈ Fpm | ψ∗1(γ) = 0}. Clearly, K = (p − 1)N0 and
(p− 1)(pm −N0) = #{(α, β) ∈ F∗p × Fpm | ψ∗1(ᾱβ) 6= 0}. Now, according to Proposition 4,

N0 = pm − εp
m
2
−1 + εp

m
2 . Thus,

K = (p− 1)(pm−1 + εp
m
2
−1(p− 1))

= pm − pm−1 + εp
m
2
−1(p− 1)2,

and

(p− 1)(pm −N0) = (p− 1)(pm − pm−1 − εp
m
2
−1(p− 1))

= (pm − pm−1)(p− 1)− εp
m
2
−1(p− 1)2.

Now, according to Theorem 1, the number of codewords of Hamming weight pm − pm−1 −
εp

m
2
−1(p − 1) is equal to pm − pm−1 + εp

m
2
−1(p − 1)2 and the number of codewords of

Hamming weight pm − pm−1 + εp
m
2
−1 is equal to (pm − pm−1)(p− 1)− εp

m
2
−1(p− 1)2.

Theorem 3. If m is odd, then the weight distribution of the code C is given by the Table
3.

Proof. Let us take again similar notation as those used in the proof of Theorem 2. Set
K := #{(α, β) ∈ F∗p × Fpm | ψ∗1(ᾱβ) = 0} and Nj := {γ ∈ Fpm | ψ∗1(γ) = j}. According to
Theorem 1, the number of codewords of weight pm−pm−1 is equal to pm−1+K = pm−1+

15



Hamming weight Multiplicity

0 1

pm − pm−1 2pm − pm−1 − 1

pm − pm−1 − ε(−1
p
)
m+1

2 p
m−1

2 (pm−1 + εp
m−1

2 ) (p−1)2

2

pm − pm−1 + ε(−1
p
)
m+1

2 p
m−1

2 (pm−1 − εp
m−1

2 ) (p−1)2

2

Table 3: The weight distribution of the codes C when m is odd

(p− 1)N0 while the number of codewords of Hamming weight pm− pm−1− ε(−1
p )p

m−1
2 and

of Hamming weight pm−pm−1 +ε(−1
p )p

m−1
2 are equal respectively to

∑
j∈{1,··· ,p−1},( j

p
)=1Nj

and
∑

j∈{1,··· ,p−1},( j
p

)=−1Nj . According to Proposition 4,

pm − 1 + (p− 1)N0 = pm − 1 + (p− 1)(pm−1) = 2pm − pm−1 − 1;∑
j∈{1,··· ,p−1},( j

p
)=1

Nj =
∑

j∈{1,··· ,p−1},( j
p

)=1

(p− 1)(pm−1 + εp
m−1

2 )

= (pm−1 + εp
m−1

2 )(
p− 1

2
)(p− 1);

and

∑
j∈{1,··· ,p−1},( j

p
)=−1

Nj =
∑

j∈{1,··· ,p−1},( j
p

)=−1

(p− 1)(pm−1 − εp
m−1

2 )

= (pm−1 − εp
m−1

2 )(
p− 1

2
)(p− 1).

6 Concluding remarks

The paper is a contribution to the knowledge of codes from weakly bent functions with few
weights. The general idea of the construction is a classical one but our specific choice of
the function employed is new. Our codes are different from those studied in the literature
[15, 16, 30] due to the differences in the lengths and dimensions. Moreover, we notice that
our codes have dimension m + 1, they have the same weight distribution as a subcode of
some of the codes in [4] when p = 2 and the same weight distribution as a subcode of some
of the codes in [6, 33] when p is odd.
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