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#### Abstract

In this paper, we introduce and study a new cryptographic primitive that we call puncturable key encapsulation mechanism (PKEM), which is a special class of KEMs that satisfy some functional and security requirements that, combined together, imply chosen ciphertext security (CCA security). The purpose of introducing this primitive is to capture certain common patterns in the security proofs of the several existing CCA secure public key encryption (PKE) schemes and KEMs based on general cryptographic primitives which (explicitly or implicitly) use the ideas and techniques of the Dolev-Dwork-Naor (DDN) construction (STOC'91), and "break down" the proofs into smaller steps, so that each small step is easier to work with/verify/understand than directly tackling CCA security. To see the usefulness of PKEM, we show (1) how several existing constructions of CCA secure PKE/KEM constructed based on general cryptographic primitives can be captured as a PKEM, which enables us to understand these constructions via a unified framework, (2) its connection to detectable CCA security (Hohenberger et al. EUROCRYPT' 12 ), and (3) a new security proof for a KEM-analogue of the DDN construction from a set of assumptions: sender non-committing encryption (SNCE) and non-interactive witness indistinguishable proofs. Then, as our main technical result, we show how to construct a PKEM satisfying our requirements (and thus a CCA secure KEM) from a new set of general cryptographic primitives: SNCE and symmetric key encryption secure for key-dependent messages (KDM secure SKE). Our construction realizes the "decrypt-then-re-encrypt"-style validity check of a ciphertext which is powerful but in general has a problem of the circularity between a plaintext and a randomness. We show how SNCE and KDM secure SKE can be used together to overcome the circularity. We believe that the connection among three seemingly unrelated notions of encryption primitives, i.e. CCA security, the sender non-committing property, and KDM security, to be of theoretical interest.
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## 1 Introduction

In this paper, we continue a long line of work studying the constructions of public key encryption (PKE) schemes and its closely related primitive called key encapsulation mechanism (KEM) that are secure against chosen ciphertext attacks (CCA) [58, 63, 29] from general cryptographic primitives. CCA secure PKE/KEM is one of the most important cryptographic primitives that has been intensively studied in the literature, due to not only its implication to strong and useful security notions such as non-malleability $[6,12,61]$ and universal composability [20,24], but also its resilience and robustness against practical attacks such as Bleichenbacher's attack [16, 5].

There have been a number of works that show CCA secure PKE/KEMs from general cryptographic primitives: These include trapdoor permutations [29,35,36] (with some enhanced property [37]), identitybased encryption [23] and a weaker primitive called tag-based encryption [48, 45], lossy trapdoor function [62] and trapdoor functions with weaker functionality/security properties [65, 54, 46, 67], PKE with weaker than but close to CCA security [43, 47, 26], a combination of chosen plaintext secure (CPA secure) PKE and a hash function with some strong security [53], and techniques from program obfuscation [66, 52].

One of the ultimate goals of this line of researches is to clarify whether one can construct CCA secure PKE only from CPA secure one (and in fact, a partial negative result is known [34]). This problem is important from both theoretical and practical points of view. To obtain insights into this problem, clarifying new classes of primitives that serve as building blocks is considered to be important, because those new class of primitives can be a new target that we can try constructing from CPA secure PKE schemes (or similarly standard primitives such as one-way injective trapdoor functions and permutations).

Our Motivation. Although differing in details, the existing constructions of CCA secure PKE schemes and KEMs from general cryptographic primitives $[29,62,65,67,52,53,26]$ often employ the ideas and techniques of the Dolev-Dwork-Naor (DDN) construction [29], which is the first construction of CCA secure PKE from general primitives. The security proofs of these constructions are thus similar in a large sense, and it is highly likely that not a few future attempts to constructing CCA secure PKE/KEMs from general cryptographic primitives will also follow the DDN-style construction and security proof. Therefore, it will be useful and helpful for future research and also for understanding the existing works of this research direction if we can extract and abstract the common ideas and techniques behind the security proofs of the original DDN and the existing DDN-like constructions, and formalize them as a cryptographic primitive with a few formal functionality and security requirements (rather than heuristic ideas and techniques), so that most of the existing DDN-style constructions as well as potential future constructions are captured/explained/understood in a unified way, and in particular these are more accessible and easier-to-understand.

Our Contributions. Based on the motivation mentioned above, in this paper, we introduce and study a new cryptographic primitive that we call puncturable key encapsulation mechanism (PKEM). This is a class of KEMs that has two kinds of decryption procedures, and it is required to satisfy three simple security requirements, decapsulation soundness, punctured decapsulation soundness, and extended CPA security which we show in Section 3.3 that, combined together, implies CCA security. The intuition of these security notions as well as their formal definitions are explained in Section 3.2. The purpose of introducing this primitive is to capture certain common patterns in the security proofs of the several existing CCA secure PKE schemes and KEMs based on general cryptographic primitives which (explicitly or implicitly) use the ideas and techniques of the DDN construction [29], and "break down" the proofs into smaller steps, so that each small step is easier to work with/verify/understand than directly tackling CCA security. Our formalization of PKEM is inspired (and in some sense can be seen an extension of) the notion of puncturable
tag-based encryption [53] (which is in turn inspired by the notion of puncturable pseudorandom function [66]), and we explain the difference from [53] in the paragraph "Related Work" below.

To see the usefulness of our framework of PKEM, we show (1) how the KEM-analogue of the original DDN [29] and several existing DDN-like constructions (e.g. [62,65,67,52,53]) can be understood as a PKEM in Section 3.4, (2) its connection to detectable CCA security which is a weaker security notion than CCA security introduced by Hohenberger et al. [43] in Section 3.5, and (3) a new security proof for a KEManalogue of the DDN construction from a set of assumptions that are different from the one used in its known security proof: sender non-committing encryption (SNCE, see below) and non-interactive witness indistinguishable proofs. (For the purpose of exposition, this last result is shown in Section 5.)

Then, as our main technical result, in Section 4 we show how to construct a PKEM satisfying our requirements (and thus a CCA secure KEM) from a new set of general cryptographic primitives: SNCE and symmetric key encryption secure for key-dependent messages (KDM secure SKE) [15]. Roughly speaking, a SNCE scheme is a special case of non-committing encryption [22] and is a PKE scheme which is secure even if the sender's randomness used to generate the challenge ciphertext is corrupted by an adversary. See Section 2.1 where we define SNCE formally, explain the difference among related primitives, and how it can be realized from the standard cryptographic assumptions such as the decisional Diffie-Hellman (DDH), quadratic residuosity ( QR ), and decisional composite residuosity (DCR). The function class with respect to which we require the building block SKE scheme to be KDM secure, is a class of efficiently computable functions whose running time is a-priori fixed. Due to Applebaum's result [1] (and its efficient variant [9, §7.2]) we can realize a KDM secure SKE scheme satisfying our requirement from standard assumptions such as DDH, QR, DCR. For more details on KDM secure SKE, see Section 2.2.

Our proposed PKEM has a similarity with the "double-layered" construction of Myers and Shelat [56] and its variants [43,50,26], in which a plaintext is encrypted twice: firstly by the "inner" scheme, and secondly by "outer" scheme. Strictly speaking, however, our construction is not purely double-layered, but in some sense is closer to "hybrid encryption" of a PKE (seen as a KEM) and a SKE schemes, much similarly to the recent constructions by Matsuda and Hanaoka [52,53]. Furthermore, our construction realizes the "decrypt-then-re-encrypt"-style validity check of a ciphertext, which is a powerful approach that has been adopted in several existing constructions that construct CCA secure PKE/KEM from general cryptographic primitives [ $32,62,65,56,46,43,52,53,26]$. In general, however, this approach has a problem of the circularity between a plaintext and a randomness, and previous works avoid such a circularity using a random oracle [32], a trapdoor function [62, 65, 46], a PKE scheme which achieves some security which is (weaker than but) close to CCA security [ $56,43,26$ ], or a power of additional building blocks with (seemingly very strong) security properties $[52,53]$. We show how SNCE and KDM secure SKE can be used together to overcome the circularity. Compared with the structurally similar constructions [43,52,53,26], the assumptions on which our construction is based could be seen weak, in the sense that the building blocks are known to be realizable from fairly standard computational assumptions such as the DDH, QR, and DCR assumptions. We believe that the connection among three seemingly unrelated notions of encryption primitives, i.e. CCA security, the sender non-committing property, and KDM security, to be of theoretical interest.

Open Problems. We believe that our framework of PKEM is useful for constructing and understanding the current and the potential future constructions of CCA secure PKE/KEMs based on the DDN-like approach, and motivates further studies on it. Our work leaves several open problems. Firstly, our framework of PKEM actually does not capture the recent construction by Dachman-Soled [26] who constructs a CCA secure PKE scheme from a PKE scheme that satisfies (standard model) plaintext awareness and some simulatability property. The construction in [26] is similar to our proposed (P)KEM in Section 4 and the recent similar
constructions [52,53]. (Technically, to capture it in the language of PKEM, slight relaxations of some of the security requirements will be necessary, due to its double-layered use of PKE schemes similarly to [56].)

Secondly and perhaps more importantly, it will be worth clarifying whether it is possible to construct a PKEM satisfying our requirements only from CPA secure PKE or (an enhanced variant of) trapdoor permutations in a black-box manner. Note that a negative answer to this question will also give us interesting insights, as it shows that to construct a CCA secure PKE/KEM from these standard primitives, we have to essentially avoid the DDN-like construction.

Finally, it would also be interesting to find applications of a PKEM other than CCA secure PKE/KEMs.

Related Work. The notion of CCA security for PKE was formalized by Naor and Yung [58] and Rackoff and Simon [63]. We have already listed several existing constructions of CCA secure PKE/KEMs from general primitives in the second paragraph of Introduction. In our understanding, the works [29,62, 65, 67,52, 53, 26] are based on the ideas and techniques from the DDN construction [29].

As mentioned above, our notion of PKEM is inspired by the notion of puncturable tag-based encryption (PTBE) that was recently introduced by Matsuda and Hanaoka [53]. Similarly to PKEM, PTBE is a special kind of tag-based encryption [48,45] with two modes of decryption. (Roughly, in PKEM, a secret key can be punctured by a ciphertext, but in PTBE, a secret key is punctured by a tag.) Matsuda and Hanaoka [53] introduced PTBE as an abstraction of the "core" structure that appears in the original DDN construction (informally, it is the original DDN construction without a one-time signature scheme and a non-interactive zero-knowledge proof), and they use it to mainly reduce the "description complexity" of their proposed construction [53] and make it easier to understand the construction. However, they did not study it as a framework for capturing and understanding the existing DDN-style constructions (as well as potential future constructions) in a unified manner as we do in this paper. We note that Matsuda and Hanaoka [53] also formalized the security requirement called eCPA security whose formalization is a PTBE-analogue of eCPA security for a PKEM (and thus we borrow the name). However, they did not formalize the security notions for PTBE that correspond to decapsulation soundness and punctured decapsulation soundness for a PKEM.

Paper Organization. The rest of the paper is organized as follows: In Section 2 (and in Appendix A), we review the notation and definitions of cryptographic primitives. In Section 3, we introduce and study PKEM, where in particular we show its implication to CCA security and how some of the existing constructions of KEMs can be interpreted and explained as a PKEM. In Section 4, we show our main technical result: a PKEM from SNCE and KDM secure SKE, which by the result in Section 3 yields a new CCA secure KEM from general assumptions. In Section 5, we show the CCA security of the DDN-KEM based on SNCE and non-interactive witness indistinguishable arguments.

## 2 Preliminaries

In this section, we give the definitions for sender non-committing encryption (SNCE) and symmetric key encryption (SKE) and its key-dependent message (KDM) security that are used in our main result in Section 4. The basic definitions for standard cryptographic primitives that are not reviewed in this section are given in Appendix A, which include PKE, (detectable) KEMs, signature schemes, non-interactive argument systems, and universal one-way hash functions (UOWHFs). (The reader familiar with them need not check Appendix A at the first read, and can do so when he/she wants to check the details of the definitions.)

Basic Notation. $\mathbb{N}$ denotes the set of all natural numbers, and for $m, n \in \mathbb{N}$, we define $[n]:=\{1, \ldots, n\}$. " $x \leftarrow y$ " denotes that $x$ is chosen uniformly at random from $y$ if $y$ is a finite set, $x$ is output from $y$ if $y$ is a function or an algorithm, or $y$ is assigned to $x$ otherwise. If $x$ and $y$ are strings, then " $|x|$ " denotes the bit-length of $x$, " $x \| y$ " denotes the concatenation $x$ and $y$, and " $(x \stackrel{?}{=} y)$ " is the operation which returns 1 if $x=y$ and 0 otherwise. "(P)PTA" stands for a (probabilistic) polynomial time algorithm. For a finite set $S$, " $|S|$ " denotes its size. If $\mathcal{A}$ is a probabilistic algorithm then " $y \leftarrow \mathcal{A}(x ; r)$ " denotes that $\mathcal{A}$ computes $y$ as output by taking $x$ as input and using $r$ as randomness. Furthermore, for an algorithm or a function $\mathcal{O}$,
 if for all positive polynomials $p(k)$ and all sufficiently large $k \in \mathbb{N}$, we have $\epsilon(k)<1 / p(k)$. Throughout this paper, we use the character " $k$ " to denote a security parameter.

### 2.1 Sender Non-committing Public Key Encryption

Roughly, a SNCE scheme is a PKE scheme that remains secure even against an adversary who may obtain sender's randomness used to generate the challenge ciphertext. This security is ensured by requiring that there be an algorithm that generates a "fake transcript" $p k$ and $c$ that denote a public key and a ciphertext, respectively, so that the pair $(p k, c)$ can be later explained as a transcript of an arbitrary message $m$. Our syntax of SNCE loosely follows that of sender-equivocable encryption [31, 44], but departs from it because we need perfect correctness (or at least almost-all-keys-perfect correctness [30]) so that error-less decryption is guaranteed, which cannot be achieved by sender-equivocable encryption. We also note that recently, Hazay and Patra [40] introduced (among other notions) the notion that they call NCE for the Sender (NCES), which is a notion very close to SNCE we consider here. We will discuss the correctness and the difference between our definition and that of [40] later in this subsection.

Formally, a sender non-committing (public key) encryption (SNCE) scheme $\Pi$ consists of the five PPTAs (PKG, Enc, Dec, Fake, Explain) where (PKG, Enc, Dec) constitutes a PKE scheme (where definitions for ordinary PKE can be found in Appendix A.1), and Fake and Explain are the simulation algorithms with the following syntax:

Fake: This is the "fake transcript" generation algorithm that takes $1^{k}$ as input, and outputs a "fake" public key/ciphertext pair $(p k, c)$ and a corresponding state information $\omega$ (that will be used in the next algorithm).
Explain: This is the (deterministic) "explanation" algorithm that takes a state information $\omega$ (where $\omega$ is computed by $(p k, c, \omega) \leftarrow \operatorname{Fake}\left(1^{k}\right)$ ) and a plaintext $m$ as input, and outputs a randomness $r$ that "explains" the transcript $(p k, c)$ corresponding to $\omega$. Namely, it is required that $\operatorname{Enc}(p k, m ; r)=c$ hold.

SNC Security. For a SNCE scheme $\Pi=$ (PKG, Enc, Dec, Fake, Explain) (where the randomness space of Enc is $\left.\mathcal{R}=\left(\mathcal{R}_{k}\right)_{k \in \mathbb{N}}\right)$ and an adversary $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$, we define the $\operatorname{SNC}$-Real experiment Expt ${ }_{\Pi, \mathcal{A}}^{\text {SNC-Real }}(k)$ and the SNC-Sim experiment $\operatorname{Expt}_{\Pi, \mathcal{A}}^{\mathrm{SNC}-\operatorname{Sim}}(k)$ as in Fig. 1 (left and center, respectively).

Definition 1. We say that a SNCE scheme $\Pi$ is $\operatorname{SNC}$ secure iffor all PPTAs $\mathcal{A}$, the advantage $\operatorname{Adv} \mathrm{SNC}_{\Pi, \mathcal{A}}^{\mathrm{SNC}}(k):=$ $\left|\operatorname{Pr}\left[\operatorname{Expt}_{\Pi, \mathcal{A}}^{\mathrm{SNC}-\mathrm{Real}}(k)=1\right]-\operatorname{Pr}\left[\operatorname{Expt}_{\Pi, \mathcal{A}}^{\mathrm{SNC}-\operatorname{Sim}}(k)=1\right]\right|$ is negligible.

The Difference among Non-committing Encryption and Related Primitives. The original definition of noncommitting encryption by Canetti et al. [22] ensures security under both the sender and receiver's corruption. This is ensured by requiring that the "explaining" algorithm output not only the sender's randomness but also receiver's (i.e. randomness used to generate public/secret keys). The original definition in [22] (and


Fig. 1. Security experiments for defining the SNC security of a SNCE scheme (left and center) and that for the $\mathcal{F}$-OTKDM security of a SKE scheme (right).
several works $[28,33]$ ) allows multi-round interaction between a sender and a receiver (and even the multiparty case), but in this paper we only consider the public-key case (equivalently, the one-round two-party protocol case). A SNCE scheme is a non-committing encryption scheme that only takes care of the sender's side corruption.

Sender-equivocable encryption $[31,44]$ is a special case of a SNCE scheme in which a sender can, under an honestly generated public key, generate a fake ciphertext that can be later explained as an encryption of an arbitrary message (while a SNCE scheme allows that even a public key is a fake one).

Deniable encryption $[21,59,14,66]$ has an even stronger property in which an honestly generated ciphertext under an honestly generated public key can be later explained as an encryption of an arbitrary message. For details on deniable encryption, we refer the reader to the papers [59, 14].

The difference among these primitives is very important in our paper, as we explain below.
On Correctness of SNCE Schemes. In this paper, unlike most of the papers that treat (sender) non-committing encryption schemes and related primitives such as sender-equivocable encryption and deniable encryption, we require a SNCE scheme satisfy perfect correctness or at least almost-all-keys perfect correctness [30]. This is because our proposed constructions follow the Dolev-Dwork-Naor-style construction [29] which requires error-less decryption (under all but negligible fraction of key pairs) for a building block PKE scheme. Here, the non-committing property and (perfect or almost-all-keys perfect) correctness might sound contradicting. This is indeed the case for ordinary (i.e. bi-) and "receiver" non-committing encryption, senderequivocable encryption, and deniable encryption, and thus we cannot use these primitives in our proposed constructions. However, "sender" non-committing encryption can avoid such an incompatibility, because the fake transcript generation algorithm Fake can generate $(p k, c)$ such that $p k$ is not in the range of the normal key generation algorithm PKG. Moreover, as we will see below, SNC secure SNCE schemes with perfect correctness (and even practical efficiency) can be realized from standard assumptions.

Concrete Instantiations of SNCE Schemes. Bellare et al. [11] formalized the notion of lossy encryption [11], which is a PKE scheme that has the "lossy key generation" algorithm. It outputs a "lossy public key" which is indistinguishable from a public key generated by the ordinary key generation algorithm, and an encryption under a lossy public key statistically hides the information of a plaintext. Bellare et al. [11] also introduced an additional property for lossy encryption called efficient openability, in which the lossy key generation algorithm outputs a trapdoor in addition to a lossy public key, and by using the trapdoor, an encryption under the lossy public key can be efficiently "explained" as a ciphertext of any plaintext.

We note that any lossy encryption with efficient openability yields a SNC secure SNCE scheme: the algorithm Fake generates a lossy public key $p k$ as well as an encryption $c$ of some plaintext, and keeps the trapdoor corresponding to $p k$ as $\omega$.; the algorithm Explain on input $\omega$ and a plaintext $m$ outputs a
randomness $r$ that explains that $c=\operatorname{Enc}(p k, m ; r)$ holds. Hence, we can use the existing lossy encryption schemes with efficient openability that are based on standard assumptions. These include the scheme based on the quadratic residuosity $(\mathrm{QR})$ assumption [11, §4.4] (which is essentially the multi-bit version of the Goldwasser-Micali scheme [38]), the scheme based on the decisional Diffie-Hellman (DDH) assumption [13, §5.4] (which is the "bit-wise" encryption version of the DDH-based lossy encryption scheme [11, §4.1]), and the scheme based on the decisional composite residuosity (DCR) assumption [41] (which shows that the original Paillier scheme [60] and the Damgård-Jurik scheme [27] can be extended to lossy encryption with efficient openability). In particular, the DCR-based schemes [60,27,41] have a compact ciphertext whose size does not grow linearly in the length of plaintexts.

On the Difference from the Formalization of "NCE for the Sender" in [40]. The definition of NCE for the Sender in [40] explicitly requires that the scheme have the "fake" key generation algorithm that outputs a "fake" public key together with a trapdoor, with which one can "equivocate" (or in our terminology, "explain") any ciphertext as an encryption of arbitrary plaintext $m$. Therefore, it seems to us that their formalization is close to lossy encryption with efficient openability [11]. On the other hand, our formalization requires that only a pair ( $p k, c$ ) of public key and a ciphertext (or a "transcript" in a one-round message transmission protocol between two parties) be explained. We can construct a SNCE scheme in our formalization from NCE for the Sender of [40] (in essentially the same manner as we do so from lossy encryption with efficient openability), while we currently do not know if the converse implication can be established. Therefore, in the sense that currently an implication of only one direction is known, our formalization is weaker.

### 2.2 Symmetric Key Encryption

A symmetric key encryption (SKE) scheme $E$ with key space $\mathcal{K}=\left\{\mathcal{K}_{k}\right\}_{k \in \mathbb{N}}$ and plaintext space $\mathcal{M}=$ $\left\{\mathcal{M}_{k}\right\}_{k \in \mathbb{N}}{ }^{1}$ consists of the following two PPTAs (SEnc, SDec):

SEnc: The encryption algorithm that takes a key $K \in \mathcal{K}_{k}$ and a plaintext $m \in \mathcal{M}_{k}$ as input, and outputs a ciphertext $c$.
SDec: The (deterministic) decryption algorithm that takes $K \in \mathcal{K}_{k}$ and $c$ as input, and outputs a plaintext $m$ which could be the special symbol $\perp$ (which indicates that $c$ is an invalid ciphertext under $K$ ).

Correctness. We require for all $k \in \mathbb{N}$, all keys $K \in \mathcal{K}_{k}$, and all plaintexts $m \in \mathcal{M}_{k}$, it holds that $\operatorname{SDec}(K, \operatorname{SEnc}(K, m))=m$.

One-Time Key-Dependent Message Security. Let $E=$ (SEnc, SDec) be a SKE scheme with key space $\mathcal{K}=\left\{\mathcal{K}_{k}\right\}_{k \in \mathbb{N}}$ and plaintext space $\mathcal{M}=\left\{\mathcal{M}_{k}\right\}_{k \in \mathbb{N}}$. Let $\mathcal{F}=\left\{\mathcal{F}_{k}\right\}_{k \in \mathbb{N}}$ be an ensemble (which we call function ensemble) where for each $k, \mathcal{F}_{k}$ is a set of efficiently computable functions with their domain $\mathcal{K}_{k}$ and range $\mathcal{M}_{k}$.

For the SKE scheme $E$, the function ensemble $\mathcal{F}$, and an adversary $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$, we define the $\mathcal{F}$-OTKDM experiment $\operatorname{Expt}_{E, \mathcal{F}, \mathcal{A}}^{0 \mathrm{OTKD}}(k)$ as in Fig. 1 (right). In the experiment, it is required that $f \in \mathcal{F}_{k}$.
Definition 2. We say that a SKE scheme E is OTKDM secure with respect to $\mathcal{F}$ ( $\mathcal{F}$-OTKDM secure, for short) iffor all PPTAs $\mathcal{A}$, the advantage $\operatorname{Adv}_{E, \mathcal{F}, \mathcal{A}}^{\text {OTKMM }}(k):=2 \cdot\left|\operatorname{Pr}\left[\operatorname{Expt}_{E, \mathcal{F}, \mathcal{A}}^{\text {OTKDM }}(k)=1\right]-1 / 2\right|$ is negligible.

[^1]We would like to remark that our definition of OTKDM security is considerably weak: it is a single instance definition that need not take into account the existence of other keys, and an adversary is allowed to make a KDM encryption query (which is captured by $f$ ) only once.

Concrete Instantiations of OTKDM Secure SKE Schemes. In our proposed construction in Section 4, the class of functions with respect to which a SKE scheme is OTKDM secure needs to be rich enough to be able to compute the algorithm Explain in a SNCE scheme multiple (an a-priori bounded number of) times. Fortunately, Applebaum [1] showed how to generically convert any SKE scheme which is many-time KDM secure (i.e. secure for many KDM encryption queries) with respect to "projections" (i.e. functions each of whose output bit depends on at most one bit of inputs) into a SKE scheme which is many-time KDM secure (and thus OTKDM secure), with respect to a family of functions computable in a-priori fixed polynomial time. (We can also use a more efficient construction shown by Bellare et al. [9, §7.2].) This notion is sufficient for our proposed construction. Since most SKE and PKE schemes KDM secure with respect to the class of affine functions can be interpreted as (or easily converted to) "projection"-KDM secure SKE schemes [ $3, \S A$ ], we can use the existing (many-time) "affine"-KDM secure SKE schemes as a building block, and apply Applebaum's conversion (or that of [9, §7.2]). Therefore, for example, one can realize a OTKDM secure SKE scheme with respect to fixed poly-time computable functions, based on the DDH assumption [17], the QR assumption [19], the DCR assumption [19, 49], the learning with errors (LWE) assumption [4], and the learning parity with noise (LPN) assumption [4, 2]. Very recently, Bellare et al. [7, 8] introduced a notion of a family of hash function called universal computational extractor (UCE) which is seemingly quite strong (almost random oracle-like) but a standard model assumption. Using a version of UCE assumption, they [8] showed (among many other things) how to construct a SKE scheme which is non-adaptively KDM secure (in which encryption queries have to be made in parallel) with respect to any efficiently computable functions. OTKDM security is the special case of non-adaptive KDM security, and hence we can also use the result of [8] in our proposed construction.

## 3 Chosen Ciphertext Security from Puncturable KEMs

In this section, we introduce the notion of a puncturable KEM (PKEM) and show several results on it.
This section is organized as follows: In Sections 3.1 and 3.2, we define the syntax and the security requirements of a PKEM, respectively. Then in Sections 3.3 and 3.5, we show the implication of a PKEM to a CCA secure KEM and a DCCA secure detectable KEM, respectively. We also explain how a wide class of the existing constructions of CCA secure KEMs can be understood via a PKEM in Section 3.4.

### 3.1 Syntax

Informally, a PKEM is a KEM that has additional procedures for "puncturing secret keys according to a ciphertext" and "punctured decapsulation." In a PKEM, one can generate a "punctured" secret key $\widehat{s k}_{c^{*}}$ from an ordinary $s k$ and a ciphertext $c^{*}$ via the "puncturing" algorithm Punc. Intuitively, although an ordinary secret key $s k$ defines a map (via Decap) whose domain is the whole of the ciphertext space, $\widehat{s k}_{c^{*}}$ only defines a map whose domain is the ciphertext space that has a "hole" produced by the puncture of the ciphertext $c^{*}$. This "punctured" secret key $\widehat{s k}_{c^{*}}$ can be used in the "punctured" decapsulation algorithm PDecap to decapsulate all ciphertexts that are "far" from $c^{*}$ (or, those that are not in the "hole" produced by $c^{*}$ ), while $\widehat{s c_{c}}{ }^{*}$ is useless for decapsulating ciphertexts that are "close" to $c^{*}$ (or, those that are in the "hole" including $c^{*}$ itself), where what it means for a ciphertext to be close to/far from $c^{*}$ is decided according to a publicly computable predicate F , which is also a part of a PKEM.

| $\begin{aligned} & \operatorname{Expt}_{\Gamma, \mathcal{A}}^{\operatorname{DSND}}(k): \\ & (p k, s k) \leftarrow \operatorname{KKG}\left(1^{k}\right) \\ & \left(c^{*}, K^{*}\right) \leftarrow \operatorname{Encap}(p k) \\ & c^{\prime} \leftarrow \mathcal{A}^{\text {Decap }(s k, \cdot)}\left(p k, c^{*}, K^{*}\right) \end{aligned}$ <br> Return 1 iff $(\mathrm{a}) \wedge(\mathrm{b}) \wedge(\mathrm{c})$ : <br> (a) $\mathrm{F}\left(p k, c^{*}, c^{\prime}\right)=1$ <br> (b) $c^{\prime} \neq c^{*}$ <br> (c) $\operatorname{Decap}\left(s k, c^{\prime}\right) \neq \perp$ | $\begin{aligned} & \operatorname{Expt}_{\Gamma, \mathcal{A}}^{\mathrm{PDSND}}(k): \\ & (p k, s k) \leftarrow \operatorname{KKG}\left(1^{k}\right) \\ & \left(c^{*}, K^{*}\right) \leftarrow \operatorname{Encap}(p k) \\ & \widehat{s k}_{c^{*}} \leftarrow \operatorname{Punc}\left(s k, c^{*}\right) \\ & c^{\prime} \leftarrow \mathcal{A}^{\operatorname{PDecap}\left(s s_{c^{*}} \cdot \cdot\right)}\left(p k, c^{*}, K^{*}\right) \\ & \operatorname{Return} 1 \operatorname{iff}(\mathrm{a}) \wedge(\mathrm{b}): \\ & \text { (a) } \mathrm{F}\left(p k, c^{*}, c^{\prime}\right)=0 \\ & \text { (b) } \operatorname{Decap}\left(s k, c^{\prime}\right) \neq \\ & \quad \operatorname{PDecap}\left(\widehat{s k}_{c^{*}}, c^{\prime}\right) \end{aligned}$ | $\left\lvert\, \begin{aligned} & \operatorname{Expt}_{\Gamma, \mathcal{A}}^{\mathrm{ecPA}}(k): \\ & (p k, s k) \leftarrow \operatorname{KKG}\left(1^{k}\right) \\ & \left(c^{*}, K_{1}^{*}\right) \leftarrow \operatorname{Encap}(p k) \\ & \widehat{s k}_{c^{*}} \leftarrow \operatorname{Punc}\left(s k, c^{*}\right) \\ & K_{0}^{*} \leftarrow\{0,1\}^{k} \\ & b \leftarrow\{0,1\} \\ & b^{\prime} \leftarrow \mathcal{A}\left(p k, \widehat{s k}_{c^{*}}, c^{*}, K_{b}^{*}\right) \\ & \operatorname{Return}\left(b^{\prime} \stackrel{?}{=} b\right) . \end{aligned}\right.$ |
| :---: | :---: | :---: |
| $\begin{aligned} & \hline \operatorname{Expt}_{\Gamma, A}^{\mathrm{sDSND}}(k): \\ & (p k, s k) \leftarrow \operatorname{KKG}\left(1^{k}\right) \\ & \left(c^{*}, K^{*}\right) \leftarrow \operatorname{Encap}(p k) \\ & c^{\prime} \leftarrow \mathcal{A}\left(p k, s k, c^{*}, K^{*}\right) \\ & \operatorname{Return} 1 \text { iff }(\mathrm{a}) \wedge(\mathrm{b}) \wedge(\mathrm{c}) \text { : } \\ & \text { (a) } \mathrm{F}\left(p k, c^{*}, c^{\prime}\right)=1 \\ & \text { (b) } c^{\prime} \neq c^{*}, \\ & \text { (c) } \operatorname{Decap}\left(s k, c^{\prime}\right) \neq \perp \end{aligned}$ | $\begin{aligned} & \operatorname{Expt}_{\Gamma, \mathcal{A}}^{\operatorname{spISND}}(k): \\ & \quad(p k, s k) \leftarrow \operatorname{KKG}\left(1^{k}\right) \\ & \left(c^{*}, K^{*}\right) \leftarrow \operatorname{Encap}(p k) \\ & c^{\prime} \leftarrow \mathcal{A}\left(p k, s k, c^{*}, K^{*}\right) \\ & \operatorname{Return} 1 \text { iff }(\mathrm{a}) \wedge(\mathrm{b}): \\ & \text { (a) } \mathrm{F}\left(p k, c^{*}, c^{\prime}\right)=0 \\ & \text { (b) } \operatorname{Decap}\left(s k, c^{\prime}\right) \neq \\ & \quad \operatorname{PDecap}\left(\operatorname{Punc}\left(s k, c^{*}\right), c^{\prime}\right) \end{aligned}$ | ```Definitions of Advantages: For XXX \(\in\{\) DSND, sDSND, PDSND, sPDSND \(\}\) : \(\operatorname{Adv}_{\Gamma,}^{\mathrm{xxx}}(k):=\operatorname{Pr}\left[\operatorname{Expt}_{\Gamma_{2}}^{\mathrm{xxx}} \mathcal{A}(k)=1\right]\) éCPA Ā security: \(\operatorname{Adv}_{\Gamma, \mathcal{A}}^{\mathrm{ecPA}}(k):=\) \(2 \cdot\left\|\operatorname{Pr}\left[\operatorname{Expt}_{\Gamma, \mathcal{A}}^{\mathrm{eCPA}}(k)=1\right]-\frac{1}{2}\right|\)``` |

Fig. 2. Security experiments for a PKEM and the definitions of an adversary's advantage in each experiment.

Formally, a puncturable KEM consists of the six PPTAs (KKG, Encap, Decap, F, Punc, PDecap), where (KKG, Encap, Decap) constitute a KEM, and the latter three algorithms are deterministic algorithms with the following interface:

F: The predicate that takes a public key $p k$ (output by $\operatorname{KKG}\left(1^{k}\right)$ ) and two ciphertexts $c$ and $c^{\prime}$ as input, where $c$ has to be in the range of $\operatorname{Encap}(p k)$ (but $c^{\prime}$ need not), and outputs 0 or 1 .
Punc: The "puncturing" algorithm that takes a secret key $s k$ (output by $\operatorname{KKG}\left(1^{k}\right)$ ) and a ciphertext $c^{*}$ (output by $\operatorname{Encap}(p k)$ ) as input, and outputs a punctured secret key $\widehat{s k_{c^{*}}}$.
PDecap: The "punctured" decapsulation algorithm that takes $\widehat{s k}_{c^{*}}$ (output by Punc $\left(s k, c^{*}\right)$ ) and a ciphertext $c$ as input, and outputs a session-key $K$ which could be the special symbol $\perp$ (meaning that " $c$ cannot be decapsulated by $\widehat{s k}_{c^{*}}{ }^{\prime \prime}$ ).

The predicate F is used to define decapsulation soundness and punctured decapsulation soundness, which we explain in the next subsection. Its role is very similar to the predicate used to define DCCA security and unpredictability of detectable PKE in [43]. As mentioned above, intuitively, the predicate $\mathrm{F}\left(p k, c^{*}, \cdot\right)$ divides the ciphertext space into two classes: ciphertexts that are "close" to $c^{*}$ and those that are "far" from $c^{*}$, and for each of the classes, we expect the decapsulation algorithms Decap and PDecap to work "appropriately," as we will see below.

### 3.2 Security Requirements

For a PKEM, we consider the three kinds of security notions: decapsulation soundness, punctured decapsulation soundness, and extended CPA security. The intuition for each of the security notions as well as formal definitions are explained below. Furthermore, for the first two notions, we consider two flavors: the ordinary version and the strong version (where the latter formally implies the former). We only need the ordinary notions for showing the CCA security of a PKEM, while the strong notions are usually easier to work with.

Decapsulation Soundness. This security notion is intended to capture the intuition that the only valid ciphertext which is "close" to $c^{*}$ is $c^{*}$ itself: It requires that given the challenge ciphertext/session-key pair
$\left(c^{*}, K^{*}\right)$, it is hard to come up with another ciphertext $c^{\prime} \neq c^{*}$ that is (1) "close" to $c^{*}$ (i.e. $\mathrm{F}\left(p k, c^{*}, c^{\prime}\right)=1$ ), and (2) valid (i.e. $\operatorname{Decap}\left(s k, c^{\prime}\right) \neq \perp$ ).

Formally, for a PKEM $\Gamma$ and an adversary $\mathcal{A}$, consider the decapsulation soundness (DSND) experiment $\operatorname{Expt}_{\Gamma, \mathcal{A}}^{\text {DSND }}(k)$ and the strong decapsulation soundness (sDSND) experiment $\operatorname{Expt}_{\Gamma, \mathcal{A}}^{\text {SDSD }}(k)$ defined as in Fig. 2 (left-top/bottom). The adversary $\mathcal{A}$ 's advantage in each experiment is defined as in Fig. 2 (right-bottom). Note that in the "strong" version (sDSND), an adversary is even given a secret key (which makes achieving the notion harder, but makes the interface of the adversary simpler).

Definition 3. We say that a PKEM $\Gamma$ satisfies decapsulation soundness (resp. strong decapsulation soundness) if for all PPTAs $\mathcal{A}$, the advantage $\operatorname{Adv}_{\Gamma, \mathcal{A}}^{\mathrm{DSND}}(k)\left(r e s p . \operatorname{Adv}_{\Gamma, \mathcal{A}}^{\mathrm{sDSND}}(k)\right)$ is negligible.

Punctured Decapsulation Soundness. This security notion is intended to capture the intuition that the "punctured" decapsulation by PDecap $\left(\widehat{s k}_{c^{*}}, \cdot\right)$ works as good as the normal decapsulation by $\operatorname{Decap}(s k, \cdot)$ for all "far" ciphertexts $c^{\prime}$ : It requires that given the challenge ciphertext/session-key pair $\left(c^{*}, K^{*}\right)$, it is hard to come up with another ciphertext $c^{\prime}$ that is (1) "far" from $c^{*}$ (i.e. $\mathrm{F}\left(p k, c^{*}, c^{\prime}\right)=0$ ), and (2) the decapsulations under two algorithms $\operatorname{Decap}\left(s k, c^{\prime}\right)$ and $\operatorname{PDecap}\left({\widehat{s k_{c}}}_{c^{*}}, c^{\prime}\right)$ disagree.

Formally, for a PKEM $\Gamma$ and an adversary $\mathcal{A}$, consider the punctured decapsulation soundness (PDSND) experiment $\operatorname{Expt}_{\Gamma, \mathcal{A}}^{\mathrm{PDSND}}(k)$ and the strong punctured strong decapsulation soundness (sPDSND) experiment $\operatorname{Expt}_{\Gamma, \mathcal{A}}^{\mathrm{sPDSND}}(k)$ defined as in Fig. 2 (center-top/bottom). The adversary $\mathcal{A}$ 's advantage in each experiment is defined as in Fig. 2 (right-bottom). Note that as in the sDSND experiment, in the "strong" version (sPDSND), an adversary is even given a secret key (which makes achieving the notion harder, but makes the interface of the adversary simpler).

Definition 4. We say that a PKEM $\Gamma$ satisfies punctured decapsulation soundness (resp. strong punctured decapsulation soundness) if for all PPTAs $\mathcal{A}$, the advantage $\operatorname{Adv}_{\Gamma, \mathcal{A}}^{\operatorname{PDSND}}(k)\left(r e s p . \operatorname{Adv}_{\Gamma, \mathcal{A}}^{\mathrm{sPDSND}}(k)\right)$ is negligible.

Extended CPA Security: CPA security in the presence of a punctured secret key. Extended CPA security (eCPA security, for short) requires that the CPA security hold even in the presence of the punctured secret key $\widehat{s k}_{c^{*}}$ corresponding to the challenge ciphertext $c^{*}$.

Formally, for a PKEM $\Gamma$ and an adversary $\mathcal{A}$, consider the eCPA experiment Expt ${ }_{\Gamma, \mathcal{A}}^{\mathrm{eCPA}}(k)$ defined as in Fig. 2 (right-top). We define the advantage of an adversary as in Fig. 2 (right-bottom).

Definition 5. We say that a PKEM $\Gamma$ is eCPA secure if for all PPTAs $\mathcal{A}$, the advantage $\operatorname{Adv}_{\Gamma, \mathcal{A}}^{\mathrm{eCPA}}(k)$ is negligible.

### 3.3 CCA Secure KEM from a Puncturable KEM

Here, we show that a PKEM satisfying all security notions introduced in Section 3.2 yields a CCA secure KEM. (The formal proof is given in Appendix D.1.)

Theorem 1. Let $\Gamma=($ KKG, Encap, Decap, F, Punc, PDecap) be a PKEM satisfying decapsulation soundness, punctured decapsulation soundness, and eCPA security. Then, $\Gamma^{*}=(\mathrm{KKG}$, Encap, Decap) is a CCA secure KEM. Specifically, for any PPTA $\mathcal{A}$ that attacks the CCA security of $\Gamma^{*}$ and makes in total $Q=$ $Q(k)>0$ decapsulation queries, there exist PPTAs $\mathcal{B}_{\mathrm{d}}, \mathcal{B}_{\mathrm{a}}$, and $\mathcal{B}_{\mathrm{e}}$ such that

$$
\begin{equation*}
\operatorname{Adv}_{\Gamma^{*}, \mathcal{A}}^{\mathrm{CCA}}(k) \leq 2 \cdot \operatorname{Adv}_{\Gamma, \mathcal{B}_{\mathrm{d}}}^{\mathrm{DSD}}(k)+2 Q \cdot \operatorname{Adv}_{\Gamma, \mathcal{B}_{\mathrm{a}}}^{\mathrm{PDSND}}(k)+\operatorname{Adv}_{\Gamma, \mathcal{B}_{\mathrm{e}}}^{\mathrm{ecpA}}(k) . \tag{1}
\end{equation*}
$$

Furthermore, if $\Gamma$ additionally satisfies strong punctured decapsulation soundness, we have tight security reduction. Specifically, for any PPTA $\mathcal{A}$ that attacks the CCA security of $\Gamma^{*}$, there exist PPTAs $\mathcal{B}_{\mathrm{d}}, \mathcal{B}_{\mathrm{a}}$, and $\mathcal{B}_{\mathrm{e}}$ such that

$$
\begin{equation*}
\operatorname{Adv}_{\Gamma^{*}, \mathcal{A}}^{\mathrm{CCA}}(k) \leq 2 \cdot \operatorname{Adv}_{\Gamma, \mathcal{B}_{\mathbf{d}}}^{\mathrm{DSND}}(k)+2 \cdot \operatorname{Adv}_{\Gamma, \mathcal{B}_{\mathrm{a}}}^{\mathrm{sPDDND}}(k)+\operatorname{Adv}_{\Gamma, \mathcal{B}_{\mathrm{e}}}^{\mathrm{ecPA}}(k) . \tag{2}
\end{equation*}
$$

Proof Sketch of Theorem 1. The proofs for the both reductions proceed almost identically. Let $\mathcal{A}$ be any PPTA adversary that attacks the KEM $\Gamma^{*}$ in the sense of CCA security. Consider the following sequence of games:

Game 1: This is the CCA experiment $\operatorname{Expt}_{\Gamma^{*}, \mathcal{A}}^{\mathrm{CCA}}(k)$ itself.
Game 2: Same as Game 1, except that all decapsulation queries $c$ satisfying $\mathrm{F}\left(p k, c^{*}, c\right)=1$ are answered with $\perp$.
Game 3: Same as Game 2, except that all decapsulation queries $c$ satisfying $\mathrm{F}\left(p k, c^{*}, c\right)=0$ are answered with PDecap $\left(\widehat{s k}_{c^{*}}, c\right)$, where $\widehat{s k}_{c^{*}}=\operatorname{Punc}\left(s k, c^{*}\right)$.

For $i \in[3]$, let Succ $_{i}$ denote the event that in Game $i, \mathcal{A}$ succeeds in guessing the challenge bit (i.e. $b^{\prime}=b$ occurs). We will show that $\left|\operatorname{Pr}\left[\mathrm{Succ}_{i}\right]-\operatorname{Pr}\left[\operatorname{Succ}_{i+1}\right]\right|$ is negligible for each $i \in[2]$ and that $\left|\operatorname{Pr}\left[\mathrm{Succ}_{3}\right]-1 / 2\right|$ is negligible, which proves the theorem.

Firstly, note that Game 1 and Game 2 proceed identically unless $\mathcal{A}$ makes a decapsulation query $c$ satisfying $\mathrm{F}\left(p k, c^{*}, c^{\prime}\right)=1$ and $\operatorname{Decap}(s k, c) \neq \perp$, and hence $\left|\operatorname{Pr}\left[\operatorname{Succ}_{1}\right]-\operatorname{Pr}\left[\operatorname{Succ}_{2}\right]\right|$ is upperbounded by the probability of $\mathcal{A}$ making such a query in Game 1 or Game 2 . Recall that by the rule of the CCA experiment, $\mathcal{A}$ 's queries $c$ must satisfy $c \neq c^{*}$. But $\mathrm{F}\left(p k, c^{*}, c^{\prime}\right)=1, c \neq c^{*}$, and $\operatorname{Decap}(s k, c) \neq \perp$ are exactly the conditions of violating the decapsulation soundness, and the probability of $\mathcal{A}$ making a query satisfying these conditions is negligible.

Secondly, note that Game 2 and Game 3 proceed identically unless $\mathcal{A}$ makes a decapsulation query $c$ satisfying $\mathrm{F}\left(p k, c^{*}, c\right)=0$ and $\operatorname{Decap}(s k, c) \neq \operatorname{PDecap}\left(\widehat{s k}_{c^{*}}, c\right)$, where $\widehat{s k}_{c^{*}}=\operatorname{Punc}\left(s k, c^{*}\right)$. Hence $\left|\operatorname{Pr}\left[\mathrm{Succ}_{2}\right]-\operatorname{Pr}\left[\mathrm{Succ}_{3}\right]\right|$ is upperbounded by the probability of $\mathcal{A}$ making such a query in Game 2 or Game 3. However, since these conditions are exactly those of violating the punctured decapsulation soundness, the probability of $\mathcal{A}$ making a query satisfying the above conditions is negligible. (The tightness of the reduction differs depending on whether we can assume "strong" puncutred decapsulation soundness. For the details, see the explanation in Appendix D.1.)

Finally, we can upperbound $\left|\operatorname{Pr}\left[\mathrm{Succ}_{3}\right]-1 / 2\right|$ to be negligible directly by the eCPA security of the PKEM $\Gamma$. More specifically, any eCPA adversary $\mathcal{B}_{\mathrm{e}}$, which receives $\left(p k, \widehat{s k}_{c^{*}}, c^{*}, K_{b}^{*}\right)$ as input, can simulate Game 3 for $\mathcal{A}$, where $\mathcal{A}$ 's decapsulation oracle in Game 3 is simulated perfectly by using $\widehat{s k}_{c^{*}}$, so that $\mathcal{B}_{\mathrm{e}}$ 's eCPA advantage is exactly $2 \cdot\left|\operatorname{Pr}\left[\mathrm{Succ}_{3}\right]-1 / 2\right|$. This shows that $\left|\operatorname{Pr}\left[\mathrm{Succ}_{3}\right]-1 / 2\right|$ is negligible.

### 3.4 Understanding the Existing Constructions of CCA Secure KEMs via Puncturable KEM

To see the usefulness of a PKEM and the result in Section 3.3, here we demonstrate how the existing constructions of CCA secure KEMs can be understood via a PKEM.

The Dolev-Dwork-Naor KEM. We first show how a security proof of the KEM version of the DDN construction [29], which we call the $D D N-K E M$, can be understood via a PKEM. This is the KEM obtained from the original DDN construction (which is a PKE scheme) in which we encrypt a random value and regard it as a session-key.

| $\begin{aligned} & \mathrm{KKGGDN}\left(1^{k}\right): \\ & \forall(i, j) \in[k] \times\{0,1\}: \\ & \quad\left(p k_{i}^{(j)}, s k_{i}^{(j)}\right) \leftarrow \operatorname{PKG}\left(1^{k}\right) \\ & c r s \leftarrow \operatorname{CRSG}\left(1^{k}\right) \\ & \kappa \leftarrow \operatorname{HKG}\left(1^{k}\right) \\ & P K \leftarrow\left(\left(p k_{i}^{(j)}\right)_{i, j}, c r s, \kappa\right) \\ & S K \leftarrow\left(\left(s k_{i}^{(j)}\right)_{i, j}, P K\right) \\ & \text { Return }(P K, S K) . \\ & \hline \end{aligned}$ | $\begin{aligned} & \operatorname{Decap}_{\mathrm{DDD}}(S K, C): \\ & \quad\left(\left(s k_{i}^{(j)}\right)_{i, j}, P K\right) \leftarrow S K \\ & \quad\left(\left(p k_{i}^{(j)}\right)_{i, j}, c r s, \kappa\right) \leftarrow P K \\ & \quad\left(v k,\left(c_{i}\right)_{i}, \pi, \sigma\right) \leftarrow C \\ & \quad \text { If SVer }\left(v k,\left(\left(c_{i}\right)_{i}, \pi\right), \sigma\right)=\perp \end{aligned}$ <br> then return $\perp$. $h \leftarrow \mathrm{H}_{\kappa}(v k)$ <br> View $h$ as $\left(h_{1}\\|\ldots\\| h_{k}\right) \in\{0,1\}^{k}$. | $\begin{aligned} & \operatorname{Punc}_{\text {DDN }}\left(S K, C^{*}\right): \\ & \left(\left(s k_{i}^{(j)}\right)_{i, j}, P K\right) \leftarrow S K \\ & \left(\left(p k_{i}^{(j)}\right)_{i, j}, c r s, \kappa\right) \leftarrow P K \\ & \left(v k^{*},\left(c_{i}^{*}\right)_{i}, \pi^{*}, \sigma^{*}\right) \leftarrow C \\ & h^{*} \leftarrow H_{\kappa}\left(v k^{*}\right) \\ & \text { View } h^{*} \text { as }\left(h_{1}^{*}\\|\ldots\\| h_{k}^{*}\right) \in\{0,1\}^{k} . \\ & \widehat{S K}_{C^{*}} \leftarrow\left(h^{*},\left(s k_{i}^{\left(1-h_{i}^{*}\right)}\right)_{i}, P K\right) \\ & \text { Return } \widehat{S K}_{C^{*}} . \end{aligned}$ |
| :---: | :---: | :---: |
| $\begin{aligned} & \text { Encap }_{\text {DDN }}(P K): \\ & \quad\left(\left(p k_{i}^{(j)}\right)_{i, j}, \text { crs }, \kappa\right) \leftarrow P K \\ & K \leftarrow\{0,1\}^{k} \\ & r_{1}, \ldots, r_{k} \leftarrow \mathcal{R}_{k} \\ & (v k, \operatorname{sig} k) \leftarrow \operatorname{SKG}\left(1^{k}\right) \\ & h \leftarrow \mathrm{H}_{\kappa}(v k) \\ & \text { View } h \text { as }\left(h_{1}\\|\ldots\\| h_{k}\right) \in\{0,1\}^{k} . \\ & \forall i \in[k]: c_{i} \leftarrow \operatorname{Enc}\left(p k_{i}^{\left(h_{i}\right)}, K ; r_{i}\right) \\ & x \leftarrow\left(\left(p k_{i}^{\left(h_{i}\right)}\right)_{i},\left(c_{i}\right)_{i}\right) \\ & w \leftarrow\left(\left(r_{i}\right)_{i}, K\right) \\ & \pi \leftarrow \operatorname{Prove}(c r s, x, w) \\ & \sigma \leftarrow \operatorname{Sign}\left(\operatorname{sigk},\left(\left(c_{i}\right)_{i}, \pi\right)\right) \\ & C \leftarrow\left(v k,\left(c_{i}\right)_{i}, \pi, \sigma\right) . \\ & \operatorname{Return}(C, K) . \\ & \hline \end{aligned}$ | $\begin{aligned} & x \leftarrow\left(\left(p k_{i}^{\left(h_{i}\right)}\right)_{i},\left(c_{i}\right)_{i}\right) \\ & \text { If } \operatorname{PVer}(c r s, x, \pi)=\perp \text { then return } \perp \\ & \text { Return } K \leftarrow \operatorname{Dec}\left(s k_{1}^{\left(h_{1}\right)}, c_{1}\right) . \\ & \hline \mathrm{F}_{\text {DDN }}\left(P K, C, C^{\prime}\right): \\ & \left(\left(p k_{i}^{(j)}\right)_{i, j}, c r s, \kappa\right) \leftarrow P K \\ & \left(v k,\left(c_{i}\right)_{i}, \pi, \sigma\right) \leftarrow C \\ & \left(v k^{\prime},\left(c_{i}^{\prime}\right)_{i}, \pi^{\prime}, \sigma^{\prime}\right) \leftarrow C^{\prime} \\ & \text { Return }\left(\mathrm{H}_{\kappa}(v k) \stackrel{?}{=} \mathrm{H}_{\kappa}\left(v k^{\prime}\right)\right) . \end{aligned}$ | $\begin{aligned} & \hline \operatorname{PDecap}_{\text {DDN }}\left(\widehat{S K}_{C^{*}}, C\right): \\ & \left(h^{*},\left(s k_{i}^{\left(1-h_{i}^{*}\right)}\right)_{i}, P K\right) \leftarrow \widehat{S K}_{C^{*}} \\ & \left(\left(p k_{i}^{(j)}\right)_{i, j}, c r s, \kappa\right) \leftarrow P K \\ & \left(v k,\left(c_{i}\right)_{i}, \pi, \sigma\right) \leftarrow C \\ & \text { If SVer }\left(v k,\left(\left(c_{i}\right)_{i}, \pi\right), \sigma\right)=\perp \text { then return } \perp . \\ & h \leftarrow H_{\kappa}(v k) \\ & \text { If } h^{*}=h \text { then return } \perp . \\ & \text { View } h^{*} \text { as }\left(h_{1}^{*}\\|\ldots\\| h_{k}^{*}\right) \in\{0,1\}^{k} . \\ & \text { View } h \text { as }\left(h_{1}\\|\ldots\\| h_{k}\right) \in\{0,1\}^{k} . \\ & \ell \leftarrow \min \left\{i \in[k]: h_{i}^{*} \neq h_{i}\right\} \\ & x \leftarrow\left(\left(p k_{i}^{\left(h_{i}\right)}\right)_{i},\left(c_{i}\right)_{i}\right) \\ & \text { If PVer }(c r s, x, \pi)=\perp \text { then return } \perp . \\ & \operatorname{Return} K \leftarrow \operatorname{Dec}\left(s k_{\ell}^{\left(1-h_{\ell}^{*}\right)}, c \ell\right) . \end{aligned}$ |

Fig. 3. The PKEM $\Gamma_{\text {DDN }}$ based on a PKE scheme $\Pi$ and a non-interactive argument system $\mathcal{P}$. In the figure, " $\left(r_{i}\right)_{i}$ " and " $\left(p k_{i}^{(j)}\right)_{i, j}$ " are the abbreviations of " $\left(r_{i}\right)_{i \in[k]}$ " and " $\left(p k_{i}^{(j)}\right)_{i \in[k], j \in\{0,1\}}$ ", respectively, and we use a similar notation for other values.

Let $\Pi=($ PKG, Enc, Dec $)$ be a PKE scheme whose plaintext space is $\{0,1\}^{k}$ and whose randomness space (for security parameter $k$ ) is $\mathcal{R}_{k}$. Consider the NP language $L=\left\{L_{k}\right\}_{k \in \mathbb{N}}$ where each $L_{k}$ is defined as follows:

$$
L_{k}:=\left\{\left(\left(p k_{i}\right)_{i \in[k]},\left(c_{i}\right)_{i \in[k]}\right) \mid \exists\left(\left(r_{i}\right)_{i \in[k]}, K\right) \in\left(\mathcal{R}_{k}\right)^{k} \times\{0,1\}^{k} \text { s.t. } \forall i \in[k]: \operatorname{Enc}\left(p k_{i}, K ; r_{i}\right)=c_{i}\right\} .
$$

Let $\mathcal{P}=($ CRSG, Prove, PVer) be a non-interactive argument system for the language $L$. Moreover, let $\Sigma=($ SKG, Sign, SVer) and $\mathcal{H}=(\mathrm{HKG}, \mathrm{H})$ be a signature scheme and a UOWHF, respectively. (The definitions of an ordinary PKE scheme, a signature scheme, a non-interactive argument system, and a UOWHF, can be found in Appendices A.1, A.3, A.4, and A. 5 respectively.) Then we construct the PKEM $\Gamma_{\mathrm{DDN}}=$ $\left(K_{K G D N}\right.$, Encap $_{\text {DDN }}$, Decap $_{\text {DDN }}, F_{D D N}$, Punc $_{\text {DDN }}$, PDecap $\left._{\text {DDN }}\right)$, which is based on the DDN-KEM, as in Fig. 3. The original DDN-KEM $\Gamma_{\text {DDN }}^{*}$ is (KKG DDN , Encap pDN , Decap ${ }_{\text {DDN }}$ ).

For the PKEM $\Gamma_{\mathrm{DDN}}$, the three security requirements are shown as follows: (The formal proofs of Lemmas 1, 2, and 3 are given in Appendices D.2, D.3, and D.4, respectively.)

Lemma 1. If H is a UOWHF and $\Sigma$ is a SOT secure signature scheme, then the PKEM $\Gamma_{\mathrm{DDN}}$ satisfies strong decapsulation soundness.

Lemma 2. If the non-interactive argument system $\mathcal{P}$ satisfies adaptive soundness, then the PKEM $\Gamma_{\mathrm{DDN}}$ satisfies strong punctured decapsulation soundness.

Lemma 3. If the PKE scheme $\Pi$ is CPA secure and the non-interactive argument system $\mathcal{P}$ is ZK secure, then the PKEM $\Gamma_{\mathrm{DDN}}$ is eCPA secure.

The first two lemmas are almost trivial. Specifically, let $C^{*}=\left(v k^{*},\left(c_{i}^{*}\right)_{i}, \pi^{*}, \sigma^{*}\right)$ be the challenge ciphertext, and let $C^{\prime}=\left(v k^{\prime},\left(c_{i}^{\prime}\right)_{i}, \pi^{\prime}, \sigma^{\prime}\right)$ be a ciphertext output by an adversary in the sDSND experiment or the sPDSND experiment (recall that the interface of an adversary in these experiments is the same). Then, a simple observation shows that if $C^{\prime}$ is a successful ciphertext that violates strong decapsulation soundness, then $C^{\prime}$ must satisfy one of the following two conditions: (1) $\mathrm{H}_{\kappa}\left(v k^{*}\right)=\mathrm{H}_{\kappa}\left(v k^{\prime}\right)$ and $v k^{*} \neq v k^{\prime}$, or (2) $\operatorname{SVer}\left(v k^{\prime},\left(\left(c_{i}^{\prime}\right)_{i}, \pi^{\prime}\right), \sigma^{\prime}\right)=\top,\left(\left(c_{i}^{*}\right)_{i}, \pi^{*}, \sigma^{*}\right) \neq\left(\left(c_{i}^{\prime}\right)_{i}, \pi^{\prime}, \sigma^{\prime}\right)$, and $v k^{*}=v k^{\prime}$. However, a ciphertext with the first condition is hard to find due to the security of the UOWHF $\mathcal{H}$, and a ciphertext with the second condition is hard to find due to the SOT security of the signature scheme $\Sigma$. Similarly, again a simple observation shows that in order for $C^{\prime}$ to be a successful ciphertext that violates strong punctured decapsulation soundness, $C^{\prime}$ has to satisfy $\operatorname{PVer}\left(c r s, x^{\prime}, \pi^{\prime}\right)=\top$ and $x^{\prime} \notin L_{k}$ where $x^{\prime}=\left(\left(p k_{i}^{\left(h_{i}^{\prime}\right)}\right)_{i},\left(c_{i}^{\prime}\right)_{i}\right)$, and hence the adaptive soundness of the non-interactive argument system $\mathcal{P}$ guarantees that the probability that an adversary coming up with such a ciphertext in the sPDSND experiment is negligible. The eCPA security is also easy to see. Specifically, we can first consider a modified experiment in which $\mathrm{cr} s$ and $\pi$ are respectively generated by using the simulation algorithms SimCRS and SimPrv which exist by the ZK security of $\mathcal{P}$. By the ZK security, an eCPA adversary cannot notice this change. Then, the CPA security of the underlying PKE scheme directly shows that the information of a session-key does not leak, leading to the eCPA security.

Capturing Other Existing Constructions. Our framework with a PKEM can explain other existing constructions that, explicitly or implicitly, follow a similar security proof to the DDN construction. For example, the Rosen-Segev construction based on an injective trapdoor function (TDF) secure under correlated inputs [65], the Peikert-Waters construction [62] based on a lossy TDF and an all-but-one lossy TDF (ABO-TDF) in which the ABO-TDF is instantiated from a lossy TDF (see this construction in [62, §2.3]). Moreover, the construction based on CPA secure PKE and an obfuscator for point functions (with multi-bit output) by Matsuda and Hanaoka [52] and one based on CPA secure PKE and a hash function family satisfying the strong notion (called UCE security [7]) from the same authors [53] can also be captured as a PKEM.

Furthermore, our framework with a PKEM can also capture KEMs based on all-but-one extractable hash proof systems (ABO-XHPS) by Wee [67] (and its extension by Matsuda and Hanaoka [51]), by introducing some additional property for underlying ABO-XHPS. Although the additional property that we need is quite subtle, it is satisfied by most existing ABO-XHPS explained in $[67,51]$. Since a number of recent practical CCA secure KEMs (e.g. $[18,25,39,42]$ ) are captured by the framework of ABO-XHPS, our result is also useful for understanding practical KEMs. We expand the explanation for capturing ABO-XHPSbased KEMs in Appendix C.

### 3.5 DCCA Secure Detectable KEM from a Puncturable KEM

Here, we show that even if a PKEM does not have decapsulation soundness, it still yields a DCCA secure detectable KEM [43, 50]. Therefore, if a PKEM satisfying punctured decapsulation soundness and eCPA security additionally satisfies the unpredictability ${ }^{2}$ (which we recall in Appendix A.2), it can still be used as a building block in the constructions $[43,50]$ to obtain fully CCA secure PKE/KEM. ${ }^{3}$

[^2]Theorem 2. Let $\Gamma=$ (KKG, Encap, Decap, F, Punc, PDecap) be a PKEM satisfying punctured decapsulation soundness and eCPA security. Then, $\Gamma^{\dagger}=(\mathrm{KKG}$, Encap, Decap, F) is a DCCA secure detectable KEM.

Proof Sketch of Theorem 2. The proof of this theorem is straightforward given the proof of Theorem 1 (it is only simpler), and thus we omit a formal proof. The reason why we do not need decapsulation soundness is that an adversary in the DCCA experiment is not allowed to ask a decapsulation query $c$ with $\mathrm{F}\left(p k, c^{*}, c\right)=1$, and we need not care the behavior of Decap for "close" ciphertexts. Thus, as in the proof of Theorem 1, the punctured decapsulation soundness guarantees that $\operatorname{PDecap}\left(\widehat{s k}_{c^{*}}, \cdot\right)$ works as good as $\operatorname{Decap}(s k, \cdot)$ for all "far" ciphertexts $c$ with $\mathrm{F}\left(p k, c^{*}, c\right)=0$, and then the eCPA security guarantees the indistinguishability of a real session-key $K_{1}^{*}$ and a random $K_{0}^{*}$.

On Unpredictability of PKEMs. We note that the DDN-KEM reviewed in Section 3.4 and our proposed KEM in Section 4 achieve strong unpredictabiilty (based on the security of the building blocks), which we show in Appendices E. 1 and E.2, respectively.

## 4 Puncturable KEM from Sender Non-committing Encryption and KDM Secure SKE

In this section, we show our main technical result: a PKEM that uses a SNCE scheme and a OTKDM secure SKE scheme (with respect to efficiently computable functions). By Theorem 1, this yields a CCA secure KEM. Therefore, this result clarifies a new set of general cryptographic primitives that implies CCA secure PKE/KEM.

The construction of the proposed PKEM is as follows: Let $\Pi=$ (PKG, Enc, Dec, Fake, Explain) be a SNCE scheme such that the plaintext space is $\{0,1\}^{n}$ (for some polynomial $n=n(k)>0$ ) and the randomness space of Enc is $\mathcal{R}_{k}$. Let $E=($ SEnc, SDec) be a SKE scheme whose key space and plaintext space (for security parameter $k$ ) are $\mathcal{K}_{k}$ and $\mathcal{M}_{k}$, respectively. We require $\mathcal{K}_{k} \subseteq\{0,1\}^{n}$ and $\left(\mathcal{R}_{k}\right)^{k+1} \times$ $\{0,1\}^{k} \subseteq \mathcal{M}_{k}$. Furthermore, let $\mathcal{H}=(\mathrm{HKG}, \mathrm{H})$ be a hash function family (which is going to be assumed to be a UOWHF). Then we construct a PKEM $\widehat{\Gamma}=(\widehat{\mathrm{KKG}}, \widehat{\text { Encap }}, \widehat{\text { Decap }}, \widehat{F}, \widehat{\text { Punc }}, \widehat{\text { PDecap }})$ as in Fig. 4.

Function Ensemble for OTKDM Security. For showing the eCPA security of $\widehat{\Gamma}$, we need to specify a function ensemble $\mathcal{F}=\left\{\mathcal{F}_{k}\right\}_{k \in \mathbb{N}}$ with respect to which $E$ is OTKDM secure. For each $k \in \mathbb{N}$, define a set $\mathcal{F}_{k}$ of efficiently computable functions as follows:

$$
\mathcal{F}_{k}:=\left\{\begin{array}{c|c}
f_{z}: \mathcal{K}_{k} \rightarrow \mathcal{M}_{k} \text { given by } & z=\left(\left(\omega_{i}\right)_{i \in[k+1]}, K\right) \text { where } K \in\{0,1\}^{k}  \tag{3}\\
f_{z}(\alpha):=\left(\left(\operatorname{Explain}\left(\omega_{i}, \alpha\right)\right)_{i \in[k+1]}, K\right) & \begin{array}{c}
z=2 \\
\text { and each } \omega_{i} \text { is output from Fake }\left(1^{k}\right)
\end{array}
\end{array}\right\}
$$

Note that each function in $\mathcal{F}_{k}$ is parameterized by $z$, and is efficiently computable.
Security of $\widehat{\Gamma}$. The three security requirements of the PKEM $\widehat{\Gamma}$ can be shown as follows: (The formal proofs of Lemmas 4, 5, and 6 are given in Appendices D.5, D.6, and D.7, respectively.)
Lemma 4. If $\mathcal{H}$ is a UOWHF, then the PKEM $\widehat{\Gamma}$ satisfies strong decapsulation soundness.
Lemma 5. The PKEM $\widehat{\Gamma}$ satisfies strong punctured decapsulation soundness (even against computationally unbounded adversaries) unconditionally.

Lemma 6. If the SNCE scheme $\Pi$ is SNC secure and the SKE scheme E is $\mathcal{F}$-OTKDM secure, then the PKEM $\widehat{\Gamma}$ is eCPA secure.

| $\begin{aligned} & \widehat{\mathrm{KKG}}\left(1^{k}\right): \\ & \forall(i, j) \in[ \\ & \\ & \left(p k_{k+1}, s h\right. \\ & \kappa \leftarrow \mathrm{HKG} \end{aligned}$ | ```\(\widehat{\operatorname{Decap}}(S K, C)\) : \(\left(\left(s k_{i}^{(j)}\right)_{i, j}, P K\right) \leftarrow S K\) \(\left(\left(p k_{i}^{(j)}\right)_{i, j}, p k_{k+1}, \kappa\right) \leftarrow P K\) \(\left(h,\left(c_{i}\right)_{i}, \widetilde{c}\right) \leftarrow C\) View \(h\) as \(\left(h_{1}\\|\ldots\| h_{k}\right) \in\{0,1\}^{k}\). \(\alpha \leftarrow \operatorname{Dec}\left(s k_{1}^{\left(h_{1}\right)}, c_{1}\right)\) If \(\alpha=\perp\) then return \(\perp\). \(\beta \leftarrow \operatorname{SDec}(\alpha, \widetilde{c})\) If \(\beta=\perp\) then return \(\perp\). \(\left(\left(r_{i}\right)_{i \in[k+1]}, K\right) \leftarrow \beta\) \(c_{k+1} \leftarrow \operatorname{Enc}\left(p k_{k+1}, \alpha ; r_{k+1}\right)\) If (a) \(\wedge(b)\) then return \(K\) else return \(\perp\) : (a) \(\forall i \in[k]: \operatorname{Enc}\left(p k_{i}^{\left(h_{i}\right)}, \alpha ; r_{i}\right)=c_{i}\) (b) \(\mathrm{H}_{\kappa}\left(c_{k+1} \| \widetilde{c}\right)=h\) \(\widehat{\mathrm{F}}\left(P K, C, C^{\prime}\right):\) \(\left(h,\left(c_{i}\right)_{i}, \widetilde{c}\right) \leftarrow C\) \(\left(h^{\prime},\left(c_{i}^{\prime}\right)_{i}, \widetilde{c}^{\prime}\right) \leftarrow C^{\prime}\) Return ( \(h \stackrel{?}{=} h^{\prime}\) ).``` | $\begin{aligned} & \widehat{\operatorname{Punc}}\left(S K, C^{*}\right): \\ & \quad\left(\left(s k_{i}^{(j)}\right)_{i, j}, P K\right) \leftarrow S K \\ & \left(h^{*},\left(c_{i}^{*}\right)_{i}, \widetilde{c}^{*}\right) \leftarrow C^{*} \\ & \text { View } h^{*} \text { as }\left(h_{1}^{*}\\|\ldots\\| h_{k}^{*}\right) \in\{0,1\}^{k} . \\ & \widehat{S K}_{C^{*}} \leftarrow\left(h^{*},\left(s k_{i}^{\left(1-h_{i}^{*}\right)}\right)_{i}, P K\right) \\ & \text { Return } \widehat{S K}_{C^{*}} . \end{aligned}$ |
| :---: | :---: | :---: |
|  |  |  |
| $\begin{aligned} & \hline \overline{\operatorname{Encap}}(P K): \\ & \quad\left(\left(p k_{i}^{(j)}\right)_{i, j}, p k_{k+1}, \kappa\right) \\ & \alpha \leftarrow \mathcal{K}_{k} \\ & \left(\left(r_{i}\right)_{i \in[k+1]}, K\right) \leftarrow(\mathcal{V} \\ & \beta \leftarrow\left(\left(r_{i}\right)_{i \in[k+1]}, K\right) \\ & \widetilde{c} \leftarrow \operatorname{SEnc}(\alpha, \beta) \end{aligned}$ |  | $\begin{aligned} & h^{*}=h \text { then return } \perp . \\ & \text { ew } h^{*} \text { as }\left(h_{1}^{*}\\|\ldots\\| h_{k}^{*}\right) \in\{0,1\}^{k} . \\ & \text { ew } h \text { as }\left(h_{1}\\|\ldots\\| h_{k}\right) \in\{0,1\}^{k} . \\ & -\min \left\{i \in[k]: h_{i}^{*} \neq h_{i}\right\} \end{aligned}$ |
| $\begin{aligned} & c_{k+1} \leftarrow \operatorname{Enc}\left(p k_{k}\right. \\ & h \leftarrow \mathrm{H}_{\kappa}\left(c_{k+1} \\| \widetilde{c}\right) \end{aligned}$ <br> View $h$ as $\left(h_{1} \\|\right.$ <br> $\forall i \in[k]: c_{i} \leftarrow \mathrm{E}$ <br> $C \leftarrow\left(h,\left(c_{i}\right)_{i}, \widetilde{c}\right)$ <br> Return $(C, K)$. |  |  |

Fig. 4. The PKEM $\widehat{\Gamma}$ based on a SNCE scheme $\Pi$ and a SKE scheme $E$. In the figure, " $\left(r_{i}\right)_{i}$ " and " $\left(p k_{i}^{(j)}\right)_{i, j}$ " are the abbreviations


Here, we explain high-level proof sketches for each lemma.
Regarding strong decapsulation soundness (Lemma 4), recall that in the sDSND experiment, in order for a ciphertext $C^{\prime}=\left(h^{\prime},\left(c_{i}^{\prime}\right)_{i}, \widetilde{c}^{\prime}\right)$ to violate (strong) decapsulation soundness, it must satisfy $\widehat{\mathrm{F}}\left(P K, C^{*}, C^{\prime}\right)=1$ (which implies $h^{*}=h^{\prime}$ ), $C^{\prime} \neq C^{*}$, and $\widehat{\operatorname{Decap}}\left(S K, C^{\prime}\right) \neq \perp$, which (among other conditions) implies $h^{*}=\mathrm{H}_{\kappa}\left(c_{k+1}^{*} \| \widetilde{c}^{*}\right)=\mathrm{H}_{\kappa}\left(c_{k+1}^{\prime} \| \widetilde{c}^{\prime}\right)=h^{\prime}$, where the values with asterisk are those related to the challenge ciphertext $C^{*}=\left(h^{*},\left(c_{i}^{*}\right)_{i}, \widetilde{c}^{*}\right)$ and $c_{k+1}^{\prime}$ is the intermediate value calculated during the computation of $\widehat{\text { Decap }}\left(S K, C^{\prime}\right)$. On the other hand, a simple observation shows that the above conditions also imply another condition $\left(c_{k+1}^{*}, \widetilde{c}^{*}\right) \neq\left(c_{k+1}^{\prime}, \widetilde{c}^{\prime}\right)$. This means that a successful ciphertext that violates (strong) decapsulation soundness leads to a collision for the UOWHF $\mathcal{H}$, which is hard to find by the security of the UOWHF $\mathcal{H}$.

Regarding punctured decapsulation soundness (Lemma 5), we show that for any (possibly invalid) ciphertext $C^{\prime}=\left(h^{\prime},\left(c_{i}^{\prime}\right)_{i}, \widetilde{c}^{\prime}\right)$, if $h^{\prime} \neq h^{*}$, then it always holds that $\widehat{\operatorname{Decap}}\left(S K, C^{\prime}\right)=\widehat{\operatorname{PDecap}}\left(\widehat{S K}_{C^{*}}, C^{\prime}\right)$. This can be shown due to the correctness of the building block SNCE scheme $\Pi$ and the validity check by re-encryption performed at the last step of $\widehat{\text { Decap }}$ and $\widehat{\text { PDecap. In particular, the validity check by re- }}$ encryption works like a non-interactive proof with perfect soundness in the DDN construction, and hence for any adversary, its sPDSND advantage is zero.

Finally, we explain how the eCPA security (Lemma 6) is proved. Let $\mathcal{A}$ be any eCPA adversary. Consider the following sequence of games:

Game 1: This is the eCPA experiment itself. To make it easier to define the subsequent games, we change the ordering of the operations as follows (note that this does not change $\mathcal{A}$ 's view):

```
Game 1:
    \(\alpha^{*} \leftarrow \mathcal{K}_{k} ;\)
    For \(i \in[k+1]\) :
        \(\left(p k_{i}^{\prime}, s k_{i}^{\prime}\right) \leftarrow \operatorname{PKG}\left(1^{k}\right) ;\)
        \(r_{i}^{*} \leftarrow \mathcal{R}_{k} ;\)
        \(c_{i}^{*} \leftarrow \operatorname{Enc}\left(p k_{i}^{\prime}, \alpha^{*} ; r_{i}^{*}\right) ;\)
    End For
    \(K_{1}^{*} \leftarrow\{0,1\}^{k}\);
    (Continue to the center column \(\nearrow\) )!
```

```
\beta*}\leftarrow((\mp@subsup{r}{i}{*}\mp@subsup{)}{i\in[k+1]}{},\mp@subsup{K}{1}{*})
c}\mp@subsup{\widetilde{c}}{}{*}\leftarrow\operatorname{SEnc}(\mp@subsup{\alpha}{}{*},\mp@subsup{\beta}{}{*})
\kappa\leftarrow HKG(1 (1);
h*}=(\mp@subsup{h}{1}{*}|\ldots|\mp@subsup{h}{k}{*})\leftarrow\mp@subsup{\textrm{H}}{\kappa}{}(\mp@subsup{c}{k+1}{*}||\mp@subsup{\widetilde{c}}{}{*});'
For }i\in[k]
    pki
    (p\mp@subsup{k}{i}{(1-\mp@subsup{h}{i}{*})},s\mp@subsup{k}{i}{(1-\mp@subsup{h}{i}{*})})\leftarrow\operatorname{PKG}(\mp@subsup{1}{}{k});''
End For
(Continue to the right column }\nearrow\mathrm{ ) '
PK}\leftarrow((p\mp@subsup{k}{i}{(j)}\mp@subsup{)}{i,j}{},p\mp@subsup{k}{k+1}{\prime},\kappa)
C*}\leftarrow(\mp@subsup{h}{}{*},(\mp@subsup{c}{i}{*}\mp@subsup{)}{i}{},\mp@subsup{\widetilde{c}}{}{*})
\widehat{SK}
K
b}\leftarrow{0,1}
b
```

Game 2: Same as Game 1, except that we generate each tuple $\left(p k_{i}^{\left(h_{i}^{*}\right)}, c_{i}^{*}, r_{i}^{*}\right)$ and $\left(p k_{k+1}, c_{k+1}^{*}, r_{k+1}^{*}\right)$ by using the simulation algorithms Fake and Explain of the SNCE scheme $\Pi$. More precisely, in this game, the step with the underline in Game 1 is replaced with: " $\left(p k_{i}^{\prime}, c_{i}^{*}, \omega_{i}^{*}\right) \leftarrow \operatorname{Fake}\left(1^{k}\right) ; r_{i}^{*} \leftarrow$ Explain $\left(\omega_{i}^{*}, \alpha^{*}\right)$."
Game 3: Same as Game 2, except that the information of $\beta^{*}=\left(\left(r_{i}^{*}\right)_{i \in k+1}, K_{1}^{*}\right)$ is erased from $\widetilde{c}^{*}$. More precisely, in this game, the step " $\widetilde{c}^{*} \leftarrow \operatorname{SEnc}\left(\alpha^{*}, \beta^{*}\right)$ " in Game 2 is replaced with the steps " $\beta^{\prime} \leftarrow$ $\mathcal{M}_{k} ; \widetilde{c}^{*} \leftarrow \operatorname{SEnc}\left(\alpha^{*}, \beta^{\prime}\right) . "$

For $i \in[3]$, let $\mathrm{Succ}_{i}$ be the event that $\mathcal{A}$ succeeds in guessing the challenge bit (i.e. $b^{\prime}=b$ occurs). We will show that $\left|\operatorname{Pr}\left[\operatorname{Succ}_{i}\right]-\operatorname{Pr}\left[\operatorname{Succ}_{i+1}\right]\right|$ is negligible for each $i \in[2]$, and that $\operatorname{Pr}\left[\operatorname{Succ}_{3}\right]=1 / 2$, which proves the eCPA security of the PKEM $\widehat{\Gamma}$.

Firstly, we can show that $\left|\operatorname{Pr}\left[\mathrm{Succ}_{1}\right]-\operatorname{Pr}\left[\mathrm{Succ}_{2}\right]\right|$ is negligible due to the SNC security of the $(k+1)$ repetition construction $\Pi^{k+1}$, which in turn follows from the SNC security of the underlying SNCE scheme $\Pi$ by a standard hybrid argument (see Lemma 10 in Appendix B.1).

Secondly, we can show that $\left|\operatorname{Pr}\left[\mathrm{Succ}_{2}\right]-\operatorname{Pr}\left[\mathrm{Succ}_{3}\right]\right|$ is negligible due to the $\mathcal{F}$-OTKDM security of the SKE scheme $E$. Here, the key idea in this proof is that we view the plaintext $\beta^{*}=\left(\left(r_{i}^{*}\right)_{i \in[k+1]}, K_{1}^{*}\right)=$ ( $\left(\operatorname{Explain}\left(\omega_{i}^{*}, \alpha^{*}\right)_{i \in[k+1]}, K^{*}\right)$ which will be encrypted under the key $\alpha^{*}$ as a "key-dependent message" of the key $\alpha^{*}$. More specifically, in the full proof we show how to construct a OTKDM adversary $\mathcal{B}_{\mathrm{e}}$ that uses the KDM function $f \in \mathcal{F}_{k}$ defined by $f\left(\alpha^{*}\right)=\left(\left(\operatorname{Explain}\left(\omega_{i}^{*}, \alpha^{*}\right)_{i \in[k+1]}, K^{*}\right)\left(\right.\right.$ where $\left(\omega_{i}^{*}\right)_{i \in[k+1]}$ and $K_{1}^{*}$ are viewed as fixed parameters hard-coded in $f$ ) for the challenge KDM query, and depending on $\mathcal{B}_{\mathrm{e}}$ 's challenge bit, $\mathcal{B}_{\mathrm{e}}$ simulates Game 2 or Game 3 perfectly for $\mathcal{A}$ so that $\operatorname{Adv}_{E, \mathcal{F}, \mathcal{\mathcal { B } _ { e }}}^{0 \text { KDM }}(k)=\left|\operatorname{Pr}\left[\operatorname{Succ}_{2}\right]-\operatorname{Pr}\left[\operatorname{Succ}_{3}\right]\right|$.

Finally, observe that in Game 3, the challenge ciphertext $C^{*}$ is independent of $K_{1}^{*}$, and the input ( $P K$, $\left.\widehat{S K}_{C^{*}}, C^{*}, K_{b}^{*}\right)$ to $\mathcal{A}$ is distributed identically for both $b \in\{0,1\}$. This implies $\operatorname{Pr}\left[\mathrm{Succ}_{3}\right]=1 / 2$.

Our construction of the PKEM $\widehat{\Gamma}$, and the combination of Lemmas 4 to 6 and Theorem 1 lead to our main result in this paper:

Theorem 3. If there exist a SNC secure SNCE scheme and a SKE scheme that is OTKDM secure with respect to efficiently computable functions, then there exist a CCA secure PKE scheme/KEM.

Finally, it would be worth noting that our construction of a CCA secure PKE (via a PKEM) is blackbox, in the sense that the construction uses the building blocks in a black-box manner, while our security reductions of the eCPA security is non-black-box, in the sense that our reduction algorithm needs to use the description of the Explain algorithm as a KDM encryption query. Such a situation was encountered in [55, 26] where these constructions use the building block PKE scheme in a black-box manner, while the security proof (reduction) is non-black-box because they need to rely on its plaintext awareness. Specifically, in the security proofs of $[55,26]$, reduction algorithms need to use a "(plaintext) extractor" that is dependent on the description of a CCA adversary (and the building block PKE scheme for which plaintext awareness is assumed).

## 5 Dolev-Dwork-Naor KEM Revisited

In this section, we show that the eCPA security of the DDN-PKEM $\Gamma_{\text {DDN }}$ (Fig. 5) that we reviewed in Section 3.4 can be shown from different assumptions on the PKE scheme $\Pi$ and the non-interactive argument system $\mathcal{P}$. More specifically, we show that if $\Pi$ is a SNC secure SNCE scheme and $\mathcal{P}$ is WI secure, then we can still show that the PKEM $\Gamma_{\mathrm{DDN}}$ is eCPA secure. We emphasize that this change of assumptions does not affect the other assumptions used for decapsulation soundness and punctured decapsulation soundness, and thus we see that this result is a concrete evidence of the usefulness of "breaking down" the steps in a security proof into small separate steps. By Theorem 1, we obtain a new CCA security proof for the DDN-KEM based on a SNCE scheme and a non-interactive witness indistinguishable argument system (in the common reference string model).

We believe this new proof for the classical construction with different set of assumptions to be theoretically interesting, and another qualitative evidence of the usefulness of SNCE in the context of constructing CCA secure PKE/KEM. In particular, compared with the original DDN-KEM, our result here shows a tradeoff among assumptions on building blocks: a stronger assumption on a PKE scheme and instead a weaker assumption on a non-interactive argument system. Our result shows that the difference between a CPA secure PKE scheme and a SNC secure SNCE scheme is as large/small as the difference between the ZK security and WI security of a non-interactive argument system.

Lemma 7. If $\Pi$ is a SNC secure SNCE scheme and the non-interactive argument system $\mathcal{P}$ is WI secure, then the PKEM $\Gamma_{\mathrm{DDN}}$ is eCPA secure.

The formal proof is given in Appendix D.8. Here, we explain some intuition on the proof of Lemma 7.
Recall that in the proof based on the CPA security of $\Pi$ and the ZK security of $\mathcal{P}$, we first use the ZK security of $\mathcal{P}$ to "cut" the relation between the components $\left(c_{i}^{*}\right)_{i}$ and the proof $\pi^{*}$, and then use the CPA security of the $k$-repetition construction $\Pi^{k}$ (which in turn follows from the CPA security of $\Pi$ ) to "hide" the information of the challenge bit. The proof of Lemma 7 in Appendix D. 8 uses the properties of the building blocks in the reversed order: we first use the SNC security of the $k$-repetition construction $\Pi^{k}$ to generate each tuple ( $p k_{i}^{\left(h_{i}^{*}\right)}, c_{i}^{*}, r_{i}^{*}$ ) using the simulation algorithms Fake and Explain of the SNCE scheme $\Pi$. Because now each $c_{i}^{*}$ can be explained as an encryption of not just $K_{1}^{*}$ but any plaintext due to the simulation algorithms Fake and Explain, this change "cut" the relation between the components $\left(c_{i}^{*}\right)_{i}$ and the proof $\pi^{*}$. Furthermore, due to the SNC security, an eCPA adversary cannot notice this difference from the original eCPA experiment. Then, we use the WI security of the non-interactive argument system $\mathcal{P}$ to "erase" the information of the challenge bit $b$. That each $c_{i}^{*}$ can be explained as an encryption of any plaintext means that there are many witnesses for the statement $x^{*}=\left(\left(p k_{i}^{\left(h_{i}^{*}\right)}\right)_{i},\left(c_{i}^{*}\right)_{i}\right) \in L_{k}$, and hence the WI security suffices to "hide" the information on $b$. For more formal details, see Appendix D.8.
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## A Basic Cryptographic Primitives

## A. 1 Public Key Encryption

A public key encryption (PKE) scheme $\Pi$ consists of the following three PPTAs (PKG, Enc, Dec):
PKG: The key generation algorithm that takes $1^{k}$ as input, and outputs a public/secret key pair $(p k, s k)$.
Enc: The encryption algorithm that takes $p k$ and a plaintext $m$ as input, and outputs a ciphertext $c$.
Dec: The (deterministic) decryption algorithm that takes $s k$ and $c$ as input, and outputs a plaintext $m$ which could be the special symbol $\perp$ meaning " $c$ is invalid under $(p k, s k)$."

Correctness. We require for all $k \in \mathbb{N}$, all $(p k, s k)$ output by $\operatorname{PKG}\left(1^{k}\right)$, and all plaintexts $m$, it holds that $\operatorname{Dec}(s k, \operatorname{Enc}(p k, m))=m$.

CPA Security. For a PKE scheme $\Pi=($ PKG, Enc, Dec $)$ and an adversary $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$, we define the CPA experiment $\operatorname{Expt}_{I T, \mathcal{A}}^{\mathrm{CPA}}(k)$ as follows:

$$
\begin{aligned}
\operatorname{Expt}_{I T, \mathcal{A}}^{\mathrm{CPA}}(k):\left[(p k, s k) \leftarrow \operatorname{PKG}\left(1^{k}\right) ;\left(m_{0}, m_{1}, \text { st }\right) \leftarrow \mathcal{A}_{1}(p k) ; b\right. & \leftarrow\{0,1\} ; c^{*} \leftarrow \operatorname{Enc}\left(p k, m_{b}\right) ; \\
b^{\prime} & \left.\leftarrow \mathcal{A}_{2}\left(\mathrm{st}, c^{*}\right) ; \operatorname{Return}\left(b^{\prime} \stackrel{?}{=} b\right)\right],
\end{aligned}
$$

where it is required that $\left|m_{0}\right|=\left|m_{1}\right|$.
Definition 6. We say that a PKE scheme $\Pi$ is CPA secure iffor all PPTAs $\mathcal{A}$, the advantage $\operatorname{Adv}_{\Pi, \mathcal{A}}^{\mathrm{CPA}}(k):=$ $2 \cdot\left|\operatorname{Pr}\left[\operatorname{Expt}{ }_{\Pi, \mathcal{A}}^{\mathrm{ATK}}(k)=1\right]-1 / 2\right|$ is negligible.

## A. 2 (Detectable) Key Encapsulation Mechanisms

A key encapsulation mechanism (KEM) $\Gamma$ consists of the following three PPTAs (KKG, Encap, Decap): KKG: The key generation algorithm that takes $1^{k}$ as input, and outputs a public/secret key pair ( $p k, s k$ ).
Encap: The encapsulation algorithm that takes $p k$ as input, and outputs a ciphertext/session-key pair $(c, K)$.
Decap: The decapsulation algorithm that takes $s k$ and $c$ as input, and outputs a session-key $K$ which could be the special symbol $\perp$ meaning that " $c$ is invalid under $(p k, s k)$."

For simplicity but without loss of generality, in this paper the session-key space of a KEM is assumed to be $\{0,1\}^{k}$ when Encap and Decap are used with keys $(p k, s k)$ output from $\operatorname{KKG}\left(1^{k}\right)$.

Correctness. We require for all $k \in \mathbb{N}$, all $(p k, s k)$ output by $\operatorname{KKG}\left(1^{k}\right)$, and all $(c, K)$ output by $\operatorname{Encap}(p k)$, it holds that $\operatorname{Decap}(s k, c)=K$.

Detectable KEM. In this paper, we will treat the KEM-analogue of a detectable PKE scheme [43], and thus we introduce it here.

A tuple of PPTAs $\Gamma=(\mathrm{KKG}$, Encap, Decap, F ) is said to be a detectable KEM if the tuple (KKG, Encap, Decap) constitutes a KEM, and F is a predicate that takes a public key $p k$ and two ciphertexts $c, c^{\prime}$ as input and outputs either 0 or 1 . (The interface is exactly the same as that of the predicate F of a PKEM introduced in Section 3.) The predicate F is used to define the security notions (detectable CCA security and unpredictability) for a detectable KEM.

As in the case of a PKEM, intuitively, the predicate $\mathrm{F}\left(p k, c^{*}, \cdot\right)$ divides the ciphertext space into two classes: ciphertexts that are "close" from $c^{*}$ and those that are "far" from $c^{*}$. In the spirit of [43], the predicate F indicates whether the decapsulation of ciphertexts $c$ is "dangerous": Namely, the decapsulation of a close ciphertext $c$ (such that $\mathrm{F}\left(p k, c^{*}, c\right)=1$ ) may help an adversary to obtain some useful information about (the decapsulation of) the challenge ciphertext $c^{*}$.

CPA/DCCA/CCA Security. For a (detectable) KEM $\Gamma=($ KKG, Encap, Decap) and an adversary $\mathcal{A}$, we define the CCA experiment $\operatorname{Expt}_{\Gamma, \mathcal{A}}^{\mathrm{CCA}}(k)$ as in Fig. 5 (left), where in the experiment, $\mathcal{A}$ is not allowed to submit $c^{*}$ to the oracle. We define the DCCA experiment $\operatorname{Expt}_{\Gamma, \mathcal{A}}^{\mathrm{DCCA}}(k)$ in the same way as the CCA experiment, except that $\mathcal{A}$ is not allowed to submit a query $c$ satisfying $\mathrm{F}\left(p k, c^{*}, c\right)=1$. Furthermore, the CPA experiment $\operatorname{Expt}_{\Gamma, \mathcal{A}}^{\mathrm{CPA}}(k)$ is also defined similarly to the CCA experiment, except that $\mathcal{A}$ is not allowed to submit any query.
Definition 7. Let ATK $\in\{\mathrm{CPA}, ~ D C C A, ~ C C A\}$. We say that a (detectable) KEM $\Gamma$ is ATK secure iffor all PPTAs $\mathcal{A}$, the advantage $\operatorname{Adv}_{\Gamma, \mathcal{A}}^{\mathrm{ATK}}(k):=2 \cdot\left|\operatorname{Pr}\left[\operatorname{Expt}_{\Gamma, \mathcal{A}}^{\mathrm{ATK}}(k)=1\right]-1 / 2\right|$ is negligible.

Unpredictability of a Detectable KEM. Here, we recall the definition of unpredictability and strong unpredictability of a detectable KEM, which are straightforward KEM-analogues of those of a detectable PKE scheme defined by Hohenberger et al. [43]. (The ordinary (i.e. non-strong) version of unpredictability of a detectable KEM was also defined in [50].) Informally, this security notion requires that it is hard to find a ciphertext $c^{\prime}$ such that it is "close" to any unseen ciphertext $c^{*}$ (i.e. $\mathrm{F}\left(p k, c^{*}, c^{\prime}\right)=1$ ).

Formally, for a detectable KEM $\Gamma$ and an adversary $\mathcal{A}$, consider the UNP experiment $\operatorname{Expt}_{\Gamma, \mathcal{A}}^{\mathrm{UNP}}(k)$ and the sUNP experiment $\operatorname{Expt}_{\Gamma, \mathcal{A}}^{\mathrm{sUNP}}(k)$ as in Fig. 5 (center and right, respectively).
Definition 8. We say that a detectable KEM $\Gamma$ satisfies unpredictability (resp. strong unpredictability) if for all PPTAs $\mathcal{A}$, the advantage $\operatorname{Adv}_{\Gamma, \mathcal{A}}^{\mathrm{UNP}}(k):=\operatorname{Pr}\left[\operatorname{Expt}_{\Gamma, \mathcal{A}}^{\mathrm{UNP}}(k)=1\right]\left(\right.$ resp. $\left.\operatorname{Adv}_{\Gamma, \mathcal{A}}^{\mathrm{sUNP}}(k):=\operatorname{Pr}\left[\operatorname{Expt}_{\Gamma, \mathcal{A}}^{\mathrm{sUNP}}(k)=1\right]\right)$ is negligible.

Like the security notions of a PKEM, in order to use a detectable KEM as a building block to construct fully CCA secure PKE/KEM via the constructions of [43,50], the ordinary unpredictability suffices. However, the strong version is usually easier to work with.

## A. 3 Signature

A signature scheme $\Sigma$ consists of the following three PPTAs (SKG, Sign, SVer):
SKG: The key generation algorithm that takes $1^{k}$ as input, and outputs a verification/signing key pair (vk, sigk).
Sign: The signing algorithm that takes sigk and a message $m$ as input, and outputs a signature $\sigma$.
SVer: The verification algorithm that takes $v k$ and a message/signature pair $(m, \sigma)$ as input, and outputs either $T$ (meaning "accept") or $\perp$ (meaning "reject").


Fig. 5. Security experiments for a (detectable/ordinary) KEM.

Correctness. We require for all $k \in \mathbb{N}$, all $(v k, \operatorname{sigk})$ output by $\operatorname{SKG}\left(1^{k}\right)$, and all messages $m$, it holds that $\operatorname{SVer}(v k, m, \operatorname{Sign}(\operatorname{sig} k, m))=\mathrm{T}$.

Strong One-time Unforgeability. Here we recall the strong unforgeability under one-time chosen message attacks (SOT security, for short).

Definition 9. We say that a signature scheme $\Sigma=$ (SKG, Sign, SVer) is strongly unforgeable under onetime chosen message attacks (SOT secure, for short), if for all PPTAs $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$, the advantage $\operatorname{Adv}_{\Sigma, \mathcal{A}}^{\text {SOT }}(k):=\operatorname{Pr}\left[\operatorname{Expt}_{\Sigma, \mathcal{A}}^{\mathrm{SOT}}(k)=1\right]$ is negligible, where the experiment $\operatorname{Expt}_{\Sigma, \mathcal{A}}^{\mathrm{SOT}}(k)$ is defined as follows:

$$
\begin{aligned}
& \operatorname{Expt}_{\Sigma, \mathcal{A}}^{\mathrm{SoT}}(k):\left[(v k, \operatorname{sigk}) \leftarrow \mathrm{SKG}\left(1^{k}\right) ;(m, \mathrm{st}) \leftarrow \mathcal{A}_{1}(v k) ; \sigma \leftarrow \operatorname{Sign}(\text { sigk, } m)\right. \\
& \left.\quad\left(m^{\prime}, \sigma^{\prime}\right) \leftarrow \mathcal{A}_{2}(\mathrm{st}, \sigma) ; \text { Return } 1 \text { iff } \operatorname{SVer}\left(v k, m^{\prime}, \sigma^{\prime}\right)=\mathrm{T} \wedge\left(m^{\prime}, \sigma^{\prime}\right) \neq(m, \sigma)\right]
\end{aligned}
$$

A SOT secure signature scheme can be built from any one-way function [57, 64].

## A. 4 Non-interactive Argument Systems

Let $L=\left\{L_{k}\right\}_{k \in \mathbb{N}}$ be an NP language (for simplicity, we assume that $L$ consists of sets $L_{k}$ parameterized by the security parameter $k$ ). A non-interactive argument system $\mathcal{P}$ for $L$ consists of the following three algorithms (CRSG, Prove, PVer):

CRSG: The common reference string (CRS) generation algorithm that takes $1^{k}$ as input, and outputs a common reference string crs . We assume that $c r s$ implicitly contains the information on $k$, and specifies the set $L_{k}$ of statements whose validity can be proved and verified by the following algorithms.
Prove: The prover algorithm that takes crs, a statement $x \in L_{k}$, and a witness $w$ for the fact that $x \in L_{k}$ as input, and outputs a proof $\pi$.
PVer: The verification algorithm that takes crs , and a statement/proof pair $(x, \pi) \in\{0,1\}^{*} \times\{0,1\}^{*}$ as input, and outputs either $T$ (meaning "accept") or $\perp$ (meaning "reject").

Correctness. We require perfect correctness for non-interactive argument systems: for all $k \in \mathbb{N}$, all crs $\leftarrow$ $\operatorname{CRSG}\left(1^{k}\right)$, and all statement/witness pairs $(x, w) \in L_{k} \times\{0,1\}^{*}$ (where $w$ is a witness for the fact that $\left.x \in L_{k}\right)$, it holds that $\operatorname{PVer}(c r s, x, \operatorname{Prove}(c r s, x, w))=\mathrm{T}$.

Security Definitions of Non-interactive Argument Systems. Here, we recall the basic security definitions for a non-interactive argument system: adaptive soundness, witness indistinguishability, and zero-knowledge.

We first recall the definition of adaptive soundness. We note that in our proposed construction, we need the adaptive soundness in which the (false) statement $x$ output by an adversary can depend on a common reference string crs.


Fig. 6. Security experiments for a non-interactive argument system.

Definition 10. We say that a non-interactive argument system $\mathcal{P}$ for a language $L$ satisfies adaptive soundness iffor all PPTAs $\mathcal{A}$, the advantage $\operatorname{Adv}_{\mathcal{P}, \mathcal{A}}^{\text {Sound }}(k):=\operatorname{Pr}\left[\operatorname{Expt}_{\mathcal{P}, \mathcal{A}}^{\text {Sound }}(k)=1\right]$ is negligible, where the Sound experiment $\mathrm{Expt}_{\mathcal{P}, \mathcal{A}}^{\text {Sound }}(k)$ is defined as in Fig. 6 (leftmost).

We next recall the definition of witness indistinguishability (WI security, for short). We note that unlike soundness, we do not need a version of the WI security in which a statement (and witnesses) may depend on a common reference string.

Definition 11. We say that a non-interactive argument system $\mathcal{P}$ for an NP language $L$ satisfies witness indistinguishability (WI security, for short) if for all PPTAs $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$, the advantage $\operatorname{AdvV}_{\mathcal{P}, \mathcal{A}}^{\mathrm{WI}}(k)$ is negligible, where the WI experiment $\mathrm{Expt}_{\mathcal{P}, \mathcal{A}}^{\mathrm{WI}}(k)$ is defined as in Fig. 6 (second-left), and it is required that $x \in L_{k}$, and both $w_{0}$ and $w_{1}$ are witnesses for the fact that $x \in L_{k}$ in the WI experiment.

Finally, we recall the definition of the zero-knowledge property (ZK security, for short). Again as in WI security, in this paper we do not need "adaptive" version of the ZK security in which a statement (and a witness) dependent on a common reference string is taken into account.

Definition 12. We say that a non-interactive argument system $\mathcal{P}$ for an NP language $L$ satisfies the zeroknowledge property ( ZK secure, for short) if there exists a pair of PPTAs $\mathcal{S}=(\mathrm{SimCRS}, \mathrm{SimPrv}$ ) satisfying the following properties:

- (Syntax:) (SimCRS, SimPrv) has the following interface:

SimCRS: This algorithm is the "simulated common reference string" generation algorithm that takes $1^{k}$ as input, and outputs crs and a corresponding trapdoor $t d$.
SimPrv: This algorithm is the "simulated proof" generation algorithm that takes td (output by SimCRS) and a statement $x \in\{0,1\}^{*}$ (which may not belong to $L_{k}$ ) as input, and outputs a "simulated proof" $\pi$.

- (Zero-Knowledge:) For all PPTAs $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$, the advantage $\operatorname{Adv}_{\mathcal{P}, \mathcal{S}, \mathcal{A}}^{\mathrm{ZK}}(k):=\mid \operatorname{Pr}\left[\operatorname{Expt}_{\mathcal{P}, \mathcal{A}}^{\mathrm{ZK}} \mathrm{Real}^{2}(k)=\right.$ $1]-\operatorname{Pr}\left[\operatorname{Expt} \mathcal{P}_{\mathcal{S}, \mathcal{A}}^{\mathrm{ZK}}-\mathrm{Sim}(k)=1\right] \mid$ is negligible, where the $\mathrm{ZK}-$ Real experiment $\operatorname{Expt}_{\mathcal{P}, \mathcal{A}}^{\mathrm{ZK}-\mathrm{Real}}(k)$ and the ZK-Sim experiment $\operatorname{Expt}_{\mathcal{P}, \mathcal{S}, \mathcal{A}}^{Z \mathrm{~S}}(k)$ are defined as in Fig. 6 (second-right and rightmost, respectively), and furthermore it is required that $x \in L_{k}$ and $w$ is a witness for the fact that $x \in L_{k}$ in both of the experiments.


## A. 5 Universal One-Way Hash Functions

Here, we recall the definition of a universal one-way hash function (UOWHF) [57].
Definition 13. We say that a pair of PPTAs $\mathcal{H}=(\mathrm{HKG}, \mathrm{H})$ is a universal one-way hash function (UOWHF) if the following two properties are satisfied:

- (Syntax:) On input $1^{k}$, HKG outputs a hash-key $\kappa$. For any hash-key $\kappa$ output from $\mathrm{HKG}\left(1^{k}\right), \mathrm{H}$ defines an (efficiently computable) function of the form $\boldsymbol{H}_{\kappa}:\{0,1\}^{*} \rightarrow\{0,1\}^{k}$.
- (Universal One-wayness:) For all PPTAs $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$, the advantage $\operatorname{Adv}_{\mathcal{H}, \mathcal{A}}^{\left.\mathrm{UOW}^{( }\right)}:=\operatorname{Pr}\left[\operatorname{Expt} \mathrm{H}_{\mathcal{H}, \mathcal{A}}^{\mathrm{UOW}}(k)\right.$ $=1]$ is negligible, where the experiment $\operatorname{Expt}_{\mathcal{H}, \mathcal{A}}^{\mathrm{UOW}}(k)$ is defined as follows:

$$
\begin{aligned}
\operatorname{Expt}_{\mathcal{H}, \mathcal{A}}^{\mathrm{UOW}}(k):\left[(m, \text { st }) \leftarrow \mathcal{A}_{1}\left(1^{k}\right) ; \kappa \leftarrow \mathrm{HKG}\left(1^{k}\right) ;\right. & m^{\prime} \leftarrow \mathcal{A}_{2}(\text { st }, \kappa) ; \\
& \text { Return } \left.1 \text { iff } \mathrm{H}_{\kappa}\left(m^{\prime}\right)=\mathrm{H}_{\kappa}(m) \wedge m^{\prime} \neq m\right] .
\end{aligned}
$$

A UOWHF can be built from any one-way function [57, 64].

## B Some Useful Facts

In this section, we review several useful facts used in this paper.

## B. 1 Useful Facts on (Sender Non-committing) Public Key Encryption

Extending the Plaintext Space by Concatenation. The plaintext space of a SNCE scheme can be extended by considering a simple contatenation.

Formally, let $\Pi=$ (PKG, Enc, Dec, Fake, Explain) be a SNCE scheme whose plaintext space is $\{0,1\}$ and whose randomness space (of Enc for security parameter $k$ ) is $\mathcal{R}_{k}$, and let $n=n(k)$ be a positive polynomial. Then a simple $n$-wise "concatenation" construction $\Pi^{\| n}=\left(\right.$ PKG $^{\| n}$, Enc ${ }^{\| n}$, Ded ${ }^{\| n}$, Fake ${ }^{\| n}$, Explain ${ }^{\| n}$ ) given in Fig. 7 (left) is a SNCE scheme whose plaintext space is $\{0,1\}^{n}$.

The security of the $n$-wise concatenation construction is guaranteed by the following lemmas (which can be proved by applying a standard hybrid argument, and thus omitted).
Lemma 8. Let $n$ be a positive polynomial. If the SNCE scheme $\Pi$ is SNC secure, then so is the $n$-wise concatenation construction $\Pi^{\| n}$. In particular, for any positive polynomial $n$ and any PPTA $\mathcal{A}$, there exists a PPTA $\mathcal{B}$ such that $\operatorname{Adv}_{\Pi \Pi \| n, \mathcal{A}}^{\mathrm{SNC}}(k) \leq n \cdot \operatorname{Adv}_{I I, \mathcal{B}}^{\mathrm{SNC}}(k)$.

Repetition Construction. It is a well-known fact that the CPA security of a PKE scheme is preserved even if we encrypt a same plaintext under multiple independently generated public keys. Similarly, the SNC security of a SNCE scheme is preserved even if we encrypt a same plaintext under multiple independently generated public keys.

Formally, let $\Pi=$ (PKG, Enc, Dec, Fake, Explain) be a SNCE scheme whose randomness space (of Enc for security parameter $k$ ) is $\mathcal{R}_{k}$, and let $n=n(k)$ be a positive polynomial. Then the $n$-repetition construction $\Pi^{n}=\left(\mathrm{PKG}^{n}\right.$, Enc $^{n}$, Dec ${ }^{n}$, Fake $^{n}$, Explain $\left.{ }^{n}\right)$ based on $\Pi$ is as in Fig. 7 (right). (For an ordinary PKE scheme, we do not consider simulation algorithms Fake and Explain.)

The security of the $n$-repetition construction is formally stated by the following lemmas (which can be proved by applying a standard hybrid argument, and thus omitted).

Lemma 9. Let $n$ be a positive polynomial. If $\Pi$ is a CPA secure PKE scheme, then so is the $n$-repetition construction $\Pi^{n}$. In particular, for any positive polynomial $n$ and any PPTA $\mathcal{A}$, there exists a PPTA $\mathcal{B}$ such that $\operatorname{Adv}_{\Pi^{n}, \mathcal{A}}^{\mathrm{CPA}}(k) \leq n \cdot \operatorname{Adv}_{\Pi, \mathcal{B}}^{\mathrm{CPA}}(k)$.

Lemma 10. Let $n$ be a positive polynomial. If $\Pi$ is a SNC secure $S N C E$ scheme, then so is the $n$-repetition construction $\Pi^{n}$. In particular, for any positive polynomial $n$ and any PPTA $\mathcal{A}$, there exists a PPTA $\mathcal{B}$ such that $\operatorname{Adv}_{\Pi^{n}, \mathcal{A}}^{\mathrm{SNC}}(k) \leq n \cdot \operatorname{Adv}_{\Pi, \mathcal{B}}^{\mathrm{SNC}}(k)$.

| PKG ${ }^{\\| n}\left(1^{k}\right)$ |  |
| :---: | :---: |
| $\forall i \in[n]:\left(p k_{i}, s k_{i}\right) \leftarrow \operatorname{PKG}\left(1^{k}\right)$ | $\begin{aligned} & \mathrm{PKG}^{n}\left(1^{k}\right): \\ & \quad \forall i \in[n]:\left(p k_{i}, s k_{i}\right) \leftarrow \operatorname{PKG}\left(1^{k}\right) \end{aligned}$ |
| $P K \leftarrow\left(p k_{i}\right)_{i \in[n]}$ |  |
| $S K \leftarrow\left(s k_{i}\right)_{i \in[n]}$ | $P K \leftarrow\left(p k_{i}\right)_{i \in[n]}$ |
| Return ( $P K, S K$ ). | $S K \leftarrow\left(s k_{i}\right)_{i \in[n]}$ |
| $\operatorname{Enc}^{\\| n}(P K, m ; R)$ | Return ( $P K, S K$ ). |
| $\left(p k_{i}\right)_{i \in[n]} \leftarrow P$ | $\operatorname{Enc}^{n}(P K, m ; R):$ |
| Parse $m$ as $\left(m_{1}, \ldots, m_{n}\right) \in\{0,1\}^{n}$ | $\left(p k_{i}\right)_{i \in[n]} \leftarrow P K$ |
| Parse $R$ as $\left(r_{1}, \ldots, r_{n}\right) \in\left(\mathcal{R}_{k}\right)^{n}$. | Parse $R$ as $\left(r_{1}, \ldots, r_{n}\right) \in\left(\mathcal{R}_{k}\right)^{n}$ <br> $\forall i \in[n]: c_{i} \leftarrow \operatorname{Enc}\left(p k_{i}, m ; r_{i}\right)$ |
| $\forall i \in[n]: c_{i} \leftarrow \operatorname{Enc}\left(p k_{i}, m_{i} ; r_{i}\right)$ |  |
| Return $C \leftarrow\left(c_{i}\right)_{i \in[n]}$. | Return $C \leftarrow\left(c_{i}\right)_{i \in[n]}$. |
| $\mathrm{Dec}^{\\| n}(S K, C)$ | - $(S K, C)$ |
| $\left({ }_{i}\right)_{i \in[n]} \leftarrow S$ | $\left(s k_{i}\right)_{i \in[n]} \leftarrow S K$ |
| $\left(c_{i}\right)_{i \in[n]} \leftarrow C$ | $\left(c_{i}\right)_{i \in[n]} \leftarrow C$ |
| $\forall i \in[n]: m_{i} \leftarrow \operatorname{Dec}\left(s k_{i}, c_{i}\right)$ | $\forall i \in[n]: m_{i} \leftarrow \operatorname{Dec}\left(s k_{i}, c_{i}\right)$ |
| $\exists i$ s.t. $m_{i}=\perp$ then return $\perp$. | If $m_{1}=\cdots=m_{k}$ |
| Return $m \leftarrow\left(m_{1}\\|\ldots\\| m_{n}\right)$. | then return $m_{1}$ else return $\perp$. |
| Fake ${ }^{\\| n}\left(1^{k}\right)$ | Fake $^{n}\left(1^{k}\right)$ : |
| $\forall i \in[n]:\left(p k_{i}, c_{i}, \omega_{i}\right) \leftarrow$ Fake $\left(1^{k}\right)$ | $\forall i \in[n]:\left(p k_{i}, c_{i}, \omega_{i}\right) \leftarrow \operatorname{Fake}\left(1^{k}\right)$ |
| $P K \leftarrow\left(p k_{i}\right)_{i \in[n]}$ | $P K \leftarrow\left(p k_{i}\right)_{i \in[n]}$ |
| $C \leftarrow\left(c_{i}\right)_{i \in[n]}$ | $C \leftarrow\left(c_{i}\right)_{i \in[n]}$ |
| $W \leftarrow\left(\omega_{i}\right)_{i \in[n]}$ | $W \leftarrow\left(\omega_{i}\right)_{i \in[n]}$ |
| Return ( $P K, C, W$ ). | Return ( $P K, C, W$ ). |
| Explain ${ }^{\\| n}(W, m)$ : | $\operatorname{Explain}^{n}(W, m)$ |
| $\left(\omega_{i}\right)_{i \in[n]} \leftarrow W$ | $\left(\omega_{i}\right)_{i \in[n]} \leftarrow W$ |
| Parse $m$ as $\left(m_{1}, \ldots, m_{n}\right) \in\{0,1\}^{n}$ | $\forall i \in[n]: r_{i} \leftarrow \operatorname{Explain}\left(\omega_{i}, m\right)$ |
| $\forall i \in[n]: r_{i} \leftarrow \operatorname{Explain}\left(\omega_{i}, m_{i}\right)$ | Return $R \leftarrow\left(r_{i}\right)_{i \in[n]}$ |

Fig. 7. The $n$-wise concatenation construction $\Pi^{\| n}$ (left) and the $n$-repetition construction $\Pi^{n}$ (right) of a PKE/SNCE scheme based on a base PKE/SNCE scheme $\Pi$.

## B. 2 Statistical Properties of Basic Primitives

To show the strong unpredictability of the PKEMs in Appendix E, we use the following simple statistical properties of a SOT signature scheme and a UOWHF (where the formal definitions of these primitives and their security can be found in Appendices A. 3 and A.5, respectively).

Statistical Property of a SOT Secure Signature Scheme. The following lemma states that if a signature scheme is SOT secure, then it is information-theoretically hard to guess an "unseen" verification key.

Lemma 11. Let $\Sigma=(\mathrm{SKG}, \mathrm{Sign}, \mathrm{SVer})$ be a SOT secure signature scheme. Then, the following quantity (which we call the smoothness of verification keys of $\Sigma$ ):

$$
\operatorname{Smth}_{\Sigma}(k):=\max _{h \in\{0,1\}^{*}} \operatorname{Pr}\left[(v k, \operatorname{sigk}) \leftarrow \operatorname{SKG}\left(1^{k}\right): v k=h\right]
$$

is negligible.
Proof of Lemma 11. For $k \in \mathbb{N}$ and a string $h \in\{0,1\}^{*}$, let $P_{k}(h)=\operatorname{Pr}\left[(v k, \operatorname{sigk}) \leftarrow \operatorname{SKG}\left(1^{k}\right): v k=h\right]$. Furthermore, let $h_{k}^{*}$ be a string such that $P_{k}\left(h_{k}^{*}\right) \geq P_{k}(h)$ for any string $h \in\{0,1\}^{*}$. (If there are more than one such $h_{k}^{*}$, then choose the lexicographically smallest.) Note that $\operatorname{Smth}_{\Sigma}(k)=P_{k}\left(h_{k}^{*}\right)$.

Consider a SOT adversary $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ against $\Sigma$ that is defined as follows:
$\mathcal{A}_{1}(v k): \mathcal{A}_{1}$ picks any message $m$, and runs $\left(v k^{\prime}, \operatorname{sigk} k^{\prime}\right) \leftarrow \operatorname{SKG}\left(1^{k}\right)$. If $v k^{\prime}=v k$, then $\mathcal{A}_{1}$ sets st $\leftarrow$ $\left(\mathcal{A}_{1}\right.$ 's entire view). Otherwise (i.e. $\left.v k^{\prime} \neq v k\right)$, then $\mathcal{A}_{1}$ prepares a state information st that tells $\mathcal{A}_{2}$ that $\mathcal{A}_{1}$ has given up. Finally, $\mathcal{A}_{1}$ terminates with output ( $m, \mathrm{st}$ ).
$\mathcal{A}_{2}(\mathrm{st}, \sigma): \mathcal{A}_{2}$ first checks whether $\mathcal{A}_{1}$ has given up by looking at st, and aborts if this is the case. Otherwise, $\mathcal{A}_{2}$ picks any message $m^{\prime} \neq m$, runs $\sigma^{\prime} \leftarrow \operatorname{Sign}\left(s i g k^{\prime}, m^{\prime}\right)$, and terminates with output ( $m^{\prime}, \sigma^{\prime}$ ).

The above completes the description of $\mathcal{A}$. Note that $\mathcal{A}$ is a PPTA, and if (and only if) $v k^{\prime}=v k$ occurs $\mathcal{A}$ succeeds in outputting a forged message/signature pair due to the correctness of the signature scheme $\Sigma$. Therefore, $\mathcal{A}$ 's SOT advantage can be calculated as follows:

$$
\begin{aligned}
\operatorname{Adv}_{\Sigma, \mathcal{A}}^{\mathrm{SOT}}(k) & =\operatorname{Pr}\left[(v k, \operatorname{sigk}),\left(v k^{\prime}, \operatorname{sigk}^{\prime}\right) \leftarrow \operatorname{SKG}\left(1^{k}\right): v k^{\prime}=v k\right] \\
& \geq \operatorname{Pr}\left[(v k, \operatorname{sigk}),\left(v k^{\prime}, \operatorname{sigk}^{\prime}\right) \leftarrow \operatorname{SKG}\left(1^{k}\right): v k=h_{k}^{*} \wedge v k^{\prime}=h_{k}^{*}\right] \\
& =\left(\operatorname{Pr}\left[(v k, \operatorname{sigk}) \leftarrow \operatorname{SKG}\left(1^{k}\right): v k=h_{k}^{*}\right]\right)^{2} \\
& =P_{k}\left(h_{k}^{*}\right)^{2}=\operatorname{Smth}_{\Sigma}(k)^{2},
\end{aligned}
$$

Therefore, we have

$$
\operatorname{Smth}_{\Sigma}(k) \leq \sqrt{\operatorname{Adv}_{\Sigma, \mathcal{A}}^{\mathrm{SOT}}(k)}
$$

Since $\mathcal{A}$ is a PPTA and $\Sigma$ is SOT secure, the right hand side of the above inequality is negligible. This completes the proof of Lemma 11.

Statistical Property of a UOWHF. The following lemma says that if the input of a UOWHF is chosen according to a distribution with high min-entropy, then it is information-theoretically hard to guess the evaluation result, even if a hash index is given in advance.

Lemma 12. Let $\mathcal{H}=(\mathrm{HKG}, \mathrm{H})$ be a UOWHF, and let $X$ be an efficiently samplable distribution such that $\mathbf{H}_{\infty}(X) \in \omega(\log k)$. Let $\mathcal{F}_{k}$ be the set of all functions of the form $F:\left[\operatorname{HKG}\left(1^{k}\right)\right] \rightarrow\{0,1\}^{k}$ (where " $\left[\operatorname{HKG}\left(1^{k}\right)\right]$ " denotes the support of $\mathrm{HKG}\left(1^{k}\right)$ and $F$ may not be efficiently computable). Then, the following quantity (which we call the smoothness of $\mathcal{H}$ )

$$
\operatorname{Smth}_{\mathcal{H}}(k):=\max _{F \in \mathcal{F}_{k}} \operatorname{Pr}\left[\kappa \leftarrow \operatorname{HKG}\left(1^{k}\right) ; x \leftarrow X: \mathrm{H}_{\kappa}(x)=F(\kappa)\right]
$$

is negligible. (Here, two functions in $\mathcal{F}_{k}$ having the same input-output behavior are identified as a single function.)

Proof of Lemma 12. For each $k \in \mathbb{N}$ and $F \in \mathcal{F}_{k}$, let $P_{k}(F)=\operatorname{Pr}\left[\kappa \leftarrow \operatorname{HKG}\left(1^{k}\right) ; x \leftarrow X: \mathrm{H}_{\kappa}(x)=\right.$ $F(\kappa)]$. Furthermore, let $F_{k}^{*} \in \mathcal{F}_{k}$ be a function such that $P_{k}\left(F_{k}^{*}\right) \geq P_{k}(F)$ for any function $F \in \mathcal{F}_{k}$. (If there are multiple such functions that maximize $P_{k}\left(F_{k}\right)$, choose the "first" one in some canonical ordering of the functions in $\mathcal{F}_{k}$.) Note that $\operatorname{Smth}_{\mathcal{H}}(k)=P_{k}\left(F_{k}^{*}\right)$.

Consider a UOW adversary $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ against $\mathcal{H}$ such that each $\mathcal{A}_{i}$ picks $x_{i} \leftarrow X$ and simply outputs $x_{i}$. Since $X$ is efficiently samplable, $\mathcal{A}$ is a PPTA. Then, $\mathcal{A}$ 's UOW advantage can be calculated as follows:

$$
\begin{aligned}
& \operatorname{Adv}_{\mathcal{H}, \mathcal{A}}^{\mathrm{UOW}}(k)=\operatorname{Pr}\left[x_{1}, x_{2} \leftarrow X ; \kappa \leftarrow \operatorname{HKG}\left(1^{k}\right): \mathrm{H}_{\kappa}\left(x_{1}\right)=\mathrm{H}_{\kappa}\left(x_{2}\right) \wedge x_{1} \neq x_{2}\right] \\
& =\operatorname{Pr}\left[x_{1}, x_{2} \leftarrow X ; \kappa \leftarrow \operatorname{HKG}\left(1^{k}\right): \mathrm{H}_{\kappa}\left(x_{1}\right)=\mathrm{H}_{\kappa}\left(x_{2}\right)\right]-\operatorname{Pr}\left[x_{1}, x_{2} \leftarrow X: x_{1}=x_{2}\right] \\
& \geq \operatorname{Pr}\left[x_{1}, x_{2} \leftarrow X ; \kappa \leftarrow \operatorname{HKG}\left(1^{k}\right): \mathrm{H}_{\kappa}\left(x_{1}\right)=\mathrm{H}_{\kappa}\left(x_{2}\right)\right]-2^{-\mathbf{H}_{\infty}(X)} \\
& \geq \operatorname{Pr}\left[x_{1}, x_{2} \leftarrow X ; \kappa \leftarrow \operatorname{HKG}\left(1^{k}\right): \mathrm{H}_{\kappa}\left(x_{1}\right)=F_{k}^{*}(\kappa) \wedge \mathrm{H}_{\kappa}\left(x_{2}\right)=F_{k}^{*}(\kappa)\right]-2^{-\mathbf{H}_{\infty}(X)} \\
& =\underset{\kappa \leftarrow \mathrm{HKG}\left(1^{k}\right)}{\mathbf{E}}\left[\operatorname{Pr}\left[x_{1}, x_{2} \leftarrow X: \mathrm{H}_{\kappa}\left(x_{1}\right)=F_{k}^{*}(\kappa) \wedge \mathrm{H}_{\kappa}\left(x_{2}\right)=F_{k}^{*}(\kappa)\right]\right]-2^{-\mathbf{H}_{\infty}(X)} \\
& \stackrel{(*)}{=} \underset{\kappa \leftarrow \mathbf{H K G}\left(1^{k}\right)}{\mathbf{E}}\left[\left(\operatorname{Pr}\left[x \leftarrow X: \mathrm{H}_{\kappa}(x)=F_{k}^{*}(\kappa)\right]\right)^{2}\right]-2^{-\mathbf{H}_{\infty}(X)} \\
& \stackrel{(\dagger)}{\geq}\left(\underset{\kappa \leftarrow \mathbf{H K G}\left(1^{k}\right)}{\mathbf{E}}\left[\operatorname{Pr}\left[x \leftarrow X: \mathbf{H}_{\kappa}(x)=F_{k}^{*}(\kappa)\right]\right]\right)^{2}-2^{-\mathbf{H}_{\infty}(X)} \\
& =\left(\operatorname{Pr}\left[\kappa \leftarrow \operatorname{HKG}\left(1^{k}\right) ; x \leftarrow X: \mathrm{H}_{\kappa}(x)=F_{k}^{*}(\kappa)\right]\right)^{2}-2^{-\mathbf{H}_{\infty}(X)} \\
& =P_{k}\left(F_{k}^{*}\right)^{2}-2^{-\mathbf{H}_{\infty}(X)} \\
& =\operatorname{Smth}_{\mathcal{H}}(k)^{2}-2^{-\mathbf{H}_{\infty}(X)},
\end{aligned}
$$

where the inequality $\left({ }^{*}\right)$ follows from the fact that the events " $\mathrm{H}_{\kappa}\left(x_{1}\right)=F_{k}^{*}(\kappa)$ " and " $\mathrm{H}_{\kappa}\left(x_{2}\right)=F_{k}^{*}(\kappa)$ " become independent once $\kappa$ is fixed, and the inequality ( $\dagger$ ) is due to the Jensen's inequality ${ }^{4}$. Therefore, we have

$$
\operatorname{Smth}_{\mathcal{H}}(k) \leq \sqrt{\operatorname{Adv}_{\mathcal{H}, \mathcal{A}}^{\mathrm{UOW}}(k)+2^{-\mathbf{H}_{\infty}(X)}}
$$

Since $\mathcal{H}$ is a UOWHF, $\mathcal{A}$ is a PPTA, and $\mathbf{H}_{\infty}(X) \in \omega(\log k)$, the right hand side of the above inequality is negligible. This completes the proof of Lemma 12.

## C On Capturing ABO-XHPS-Based KEMs via Puncturable KEM

Recall that an ABO-XHPS [67] is a special kind of a designated-verifier zero-knowledge proof of knowledge system for a family of "one-way" relations (one-way relation family) $\mathcal{R}$ defined over some set $\mathcal{U} \times \mathcal{S}$ such that given $u \in \mathcal{U}$, it is hard to find $s \in \mathcal{S}$ (where we can generate a proof such that "I know the answer $s$ to the problem $u$ "). Proofs produced from ABO-XHPS are "tag-based." An ABO-XHPS has a normal mode (called "extraction mode" in [67]) and a simulation mode (called "all-but-one" mode in [67]), where the former is used for normal operations of a KEM and the latter is used in the security proof, and each mode has its own key generation to generate a public/secret key pair. A normal key pair $(p k, s k)$ can be generated if one knows a private parameter of a one-way relation family with which ABO-XHPS is associated. Given $s k$, an instance $u$ of a one-way relation, and a valid proof $\pi$ that proves that "I know the answer $s$ corresponding to $u$ ", one can extract $s$. (In the ABO-XHPS-based KEM [67], a ciphertext consists of $u$ and $\pi$, and $s$ is used as a "seed" of a session-key.) Even if one does not know a private parameter of a one-way relation family, one can generate a "simulated" public/secret key pair ( $p k, \widehat{s k}_{\operatorname{tag}^{*}}$ ) for any tag tag*, so that $p k$ is statistically indistinguishable from one in the normal mode. The simulation secret key $\widehat{s k}_{\text {tag }}$ can be used to extract an answer $s$ from an instance/proof pair $(u, \pi)$, except that it cannot extract $s$ from proofs generated under

[^3]tag*, while $\widehat{s k}_{\text {tag }}$ can be used to generate a fake proof $\pi^{*}$ which looks like a valid proof under tag* for any instance $u$.

In [67], Wee showed how to use an ABO-XHPS and its associated one-way relation to construct a CCA secure KEM. The security proof in [67] (and the other proof with slightly different assumptions on one-way relation family and ABO-XHPS in [51]) follows a line very similar to the security proof of a CCA security of a PKEM.

Here, the obstacle that prevents Wee's KEM to be interpreted as a PKEM is that two different modes in an ABO-XHPS, namely the normal mode and the simulation mode, have separate setups. Thus, if an ABO-XHPS has the additional property that enables us to generate a simulation secret key $\widehat{s k}_{\text {tag* }}$ for any tag tag* from a normal secret key $s k$ in such a way that (1) the public key $p k$ corresponding to $s k$ is not changed, and (2) $\widehat{s k}_{\text {tag* }}$ generated from $s k$ and that generated by the "conventional" simulation set up as defined in the original ABO-XHPS are statistically close, and if ABO-XHPS has the computational security property called computational soundness (defined in [51]), then we can capture an ABO-XHPS-based KEM and its CCA security as a PKEM having the three properties introduced in Section 3.2. (Specifically, strong decapsulation soundness will follow from the security of a building block UOWHF (or, equivalently, the security of a target collision resistant hash function), the (ordinary) decapsulation soundness will follow from the computational soundness of an ABO-XHPS (with the above mentioned additional property), and the eCPA security will follow from the security of a one-way relation family.) Interestingly, as far as we know, all existing ABO-XHPS defined/explained in [67,51] with computational soundness have (or can be modified to have) the above mentioned additional property, and hence we believe that this property is quite natural.

Formalizing the above discussion requires some effort and is beyond our scope (the main purpose in this paper is to show new generic constructions of CCA secure KEMs from general cryptographic assumptions), and hence we would like to leave it as our future work.

## D Postponed Proofs

## D. 1 Proof of Theorem 1: CCA Security of a PKEM

In the following we show the first part of the proof of Theorem 1 (i.e. the equation (1)). The proof for the second part (i.e. the tight version in the equation (2) using strong punctured decapsulation soundness) is almost the same as that of the first part, and thus we only explain the difference at the end of this subsection.

Let $\mathcal{A}$ be any PPTA adversary that attacks the CCA security of the KEM $\Gamma^{*}$ and makes in total $Q=$ $Q(k)(>0)$ decapsulation queries. Then, consider the following sequence of games:
Game 1: This is the experiment $\operatorname{Expt}_{\Gamma^{*}, \mathcal{A}}^{\mathrm{CCA}}(k)$ itself.
Game 2: Same as Game 1, except that all decapsulation queries $c$ satisfying $\mathrm{F}\left(p k, c^{*}, c\right)=1$ are answered with $\perp$.
Game 3: Same as Game 2, except that all decapsulation queries $c$ satisfying $\mathrm{F}\left(p k, c^{*}, c\right)=0$ are answered with $\operatorname{PDecap}\left(\widehat{s k}_{c^{*}}, c\right)$, where $\widehat{s k}_{c^{*}}=\operatorname{Punc}\left(s k, c^{*}\right)$.
For $i \in[3]$, let Succ $_{i}$ denote the event that in Game $i$, $\mathcal{A}$ succeeds in guessing the challenge bit (i.e. $b^{\prime}=b$ occurs). Using the above notation, $\mathcal{A}$ 's CCA advantage can be calculated as follows:

$$
\begin{equation*}
\operatorname{Adv}_{\Gamma^{*}, \mathcal{A}}^{\mathrm{CCA}}(k)=2 \cdot\left|\operatorname{Pr}\left[\operatorname{Succ}_{1}\right]-\frac{1}{2}\right| \leq 2 \cdot \sum_{i \in[2]}\left|\operatorname{Pr}\left[\operatorname{Succ}_{i}\right]-\operatorname{Pr}\left[\operatorname{Succ}_{i+1}\right]\right|+2 \cdot\left|\operatorname{Pr}\left[\operatorname{Succ}_{3}\right]-\frac{1}{2}\right| . \tag{4}
\end{equation*}
$$

In the following, we show an upperbound of each term in the right hand side of the above inequality.

Claim 1 There exists a PPTA $\mathcal{B}_{\mathrm{d}}$ such that $\operatorname{Adv}_{T, \mathcal{B}_{d}}^{\text {DSND }}(k) \geq\left|\operatorname{Pr}\left[\operatorname{Succ}_{1}\right]-\operatorname{Pr}\left[\operatorname{Succ}_{2}\right]\right|$.
Proof of Claim 1. For $i \in\{1,2\}$, let $\operatorname{Valid}_{i}$ be the event that in Game $i, \mathcal{A}$ submits at least one decapsulation query $c$ satisfying $\mathrm{F}\left(p k, c^{*}, c\right)=1$ and $\operatorname{Decap}(s k, c) \neq \perp$. Game 1 and Game 2 proceed identically unless $\mathcal{A}$ makes such a query, and hence we have

$$
\mid \operatorname{Pr}\left[\text { Succ }_{1}\right]-\operatorname{Pr}\left[\text { Succ }_{2}\right] \mid \leq \operatorname{Pr}\left[\operatorname{Valid}_{1}\right]=\operatorname{Pr}\left[\text { Valid }_{2}\right] .
$$

Now we show that we can construct a PPTA adversary $\mathcal{B}_{\mathrm{d}}$ that attacks the decapsulation soundness of the PKEM $\Gamma$ with advantage $\operatorname{Adv}_{\Gamma, \mathcal{B}_{d}}^{\text {DSND }}(k)=\operatorname{Pr}\left[\operatorname{Valid}_{1}\right]$, which, combined with the above inequality, proves the claim. The description of $\mathcal{B}_{\mathrm{d}}$ is as follows:
$\mathcal{B}_{\mathrm{d}}^{\text {Decap }(s k, \cdot)}\left(p k, c^{*}, K^{*}\right): \mathcal{B}_{\mathrm{d}}$ sets $K_{1}^{*} \leftarrow K^{*}$, picks $K_{0}^{*} \in\{0,1\}^{k}$ and $b \in\{0,1\}$ uniformly at random, and runs $b^{\prime} \leftarrow \mathcal{A}^{\operatorname{Decap}(s k, \cdot)}\left(p k, c^{*}, K_{b}^{*}\right)$, where $\mathcal{B}_{\mathrm{d}}$ uses $\mathcal{B}_{\mathrm{d}}$ 's own decapsulation oracle to answer to $\mathcal{A}$ 's decapsulation queries. When $\mathcal{A}$ terminates, $\mathcal{B}_{\mathrm{d}}$ checks whether $\mathcal{A}$ has submitted a query $c$ satisfying $\mathrm{F}\left(p k, c^{*}, c\right)=1$ and $\operatorname{Decap}(s k, c) \neq \perp$, which can be checked by $\mathcal{B}_{\mathrm{d}}$ 's oracle and using F . If $\mathcal{A}$ has submitted such a query, then $\mathcal{B}_{\mathrm{d}}$ outputs one of such queries and terminates. Otherwise, $\mathcal{B}_{\mathrm{d}}$ simply gives up and aborts.
The above completes the description of $\mathcal{B}_{\mathrm{d}}$. It is easy to see that $\mathcal{B}_{\mathrm{d}}$ perfectly simulates Game 1 for $\mathcal{A}$. Therefore, the probability that $\mathcal{A}$ submits a decapsulation query $c$ satisfying $\mathrm{F}\left(p k, c^{*}, c\right)=1$ and $\operatorname{Decap}(s k, c) \neq$ $\perp$ is exactly $\operatorname{Pr}\left[\mathrm{Valid}_{1}\right]$. Moreover, recall that $\mathcal{A}$ 's queries $c$ must be different from $c^{*}$ according to the rule of the CCA experiment. Thus, if $\mathcal{A}$ 's query $c$ satisfies the conditions of $V^{\prime}$ Vad $_{1}$, then the query additionally satisfies $c \neq c^{*}$. This means that all conditions that make $\mathcal{B}_{\mathrm{d}}$ 's DSND experiment return 1 are satisfied. Furthermore, whenever $\mathcal{A}$ submits such a query, $\mathcal{B}_{\mathrm{d}}$ can always find such a query by using its oracle and F . Hence, we have $\operatorname{Adv}_{\Gamma, \mathcal{B}_{\mathrm{d}}}^{\text {DSND }}(k)=\operatorname{Pr}\left[\operatorname{Valid}_{1}\right]$. This completes the proof of Claim 1.

Claim 2 There exists a PPTA $\mathcal{B}_{\mathrm{a}}$ such that $\operatorname{Adv}_{\Gamma, \mathcal{B}_{\mathrm{a}}}^{\mathrm{PDSND}}(k) \geq(1 / Q) \cdot\left|\operatorname{Pr}\left[\mathrm{Succ}_{2}\right]-\operatorname{Pr}\left[\mathrm{Succ}_{3}\right]\right|$.
Proof of Claim 2. For $i \in\{2,3\}$, let $\operatorname{Diff}_{i}$ be the event that in Game $i, \mathcal{A}$ submits at least one decapsulation query $c$ satisfying $\mathrm{F}\left(p k, c^{*}, c\right)=0$ and $\operatorname{Decap}(s k, c) \neq \operatorname{PDecap}\left(\widehat{s k_{c}}, c\right)$. Game 2 and Game 3 proceed identically unless $\mathcal{A}$ makes such a query, and hence we have

$$
\mid \operatorname{Pr}\left[\text { Succ }_{2}\right]-\operatorname{Pr}\left[\text { Succ }_{3}\right] \mid \leq \operatorname{Pr}\left[\operatorname{Diff}_{2}\right]=\operatorname{Pr}\left[\text { Diff }_{3}\right] .
$$

Now we show that we can construct a PPTA adversary $\mathcal{B}_{\mathrm{a}}$ that attacks the punctured decapsulation soundness of the PKEM $\Gamma$ with advantage $\operatorname{Adv}_{\Gamma, \mathcal{B}_{\mathfrak{a}}}^{\mathrm{PDSND}}(k) \geq(1 / Q) \cdot \operatorname{Pr}\left[\right.$ Diff $\left._{3}\right]$, which, combined with the above inequality, proves the claim. The description of $\mathcal{B}_{\mathrm{a}}$ is as follows:
 and runs $b^{\prime} \leftarrow \mathcal{A}\left(p k, c^{*}, K_{b}^{*}\right)$, where $\mathcal{B}_{\mathrm{a}}$ answers to $\mathcal{A}^{\prime}$ 's decapsulation queries as Game 3 does, which is possible because $\mathcal{B}_{\mathrm{a}}$ has access to the oracle $\operatorname{PDecap}\left(\widehat{s k}_{c^{*}}, \cdot\right)$ and F is publicly computable. When $\mathcal{A}$ terminates, $\mathcal{B}_{\mathrm{a}}$ picks one of $\mathcal{A}$ 's queries uniformly at random, outputs it, and terminates.
The above completes the description of $\mathcal{B}_{\mathrm{a}}$. Since $\mathcal{B}_{\mathrm{a}}$ perfectly simulates Game 3 for $\mathcal{A}$, the probability that $\mathcal{A}$ submits a decapsulation query $c$ satisfying $\mathrm{F}\left(p k, c^{*}, c\right)=0$ and $\operatorname{Decap}(s k, c) \neq \operatorname{PDecap}\left(\widehat{s k}_{c^{*}}, c\right)$ is exactly $\operatorname{Pr}\left[\operatorname{Diff}_{3}\right]$. Furthermore, since $\mathcal{B}_{\mathrm{a}}$ picks one of $\mathcal{A}$ 's queries randomly, conditioned on the event that $\mathcal{A}$ submits a query satisfying the conditions of Diff $_{3}, \mathcal{B}_{\mathrm{a}}$ can output such a query with probability at least $1 / Q$. Therefore, we have $\operatorname{Adv}_{T, \mathcal{B}_{a}}^{\text {PDSD }}(k) \geq(1 / Q) \cdot \operatorname{Pr}\left[\right.$ Diff $\left._{3}\right]$. This completes the proof of Claim 2.

Claim 3 There exists a PPTA $\mathcal{B}_{\mathrm{e}}$ such that $\operatorname{Adv}_{\Gamma, \mathcal{B}_{\mathrm{e}}}^{\mathrm{ecpA}}(k)=2 \cdot\left|\operatorname{Pr}\left[\operatorname{Succ}_{3}\right]-1 / 2\right|$.
Proof of Claim 3. We show how to construct a PPTA adversary $\mathcal{B}_{\mathrm{e}}$ that attacks the eCPA security of the PKEM $\Gamma$ with the claimed advantage. The description of $\mathcal{B}_{\mathrm{e}}$ is as follows:
$\mathcal{B}_{\mathrm{e}}\left(p k, \widehat{s k}_{c^{*}}, c^{*}, K_{b}^{*}\right): \mathcal{B}_{\mathrm{e}}$ runs $b^{\prime} \leftarrow \mathcal{A}\left(p k, c^{*}, K_{b}^{*}\right)$, where $\mathcal{B}_{\mathrm{e}}$ answers to $\mathcal{A}$ 's decapsulation queries as Game 3 does, which is possible because $\mathcal{B}_{\mathrm{e}}$ possesses $\widehat{s k}_{c^{*}}$ and F is publicly computable. Finally, $\mathcal{B}_{\mathrm{e}}$ outputs $b^{\prime}$ and terminates.

The above completes the description of $\mathcal{B}_{\mathrm{e}}$. Note that $\mathcal{B}_{\mathrm{e}}$ perfectly simulates Game 3 for $\mathcal{A}$ so that $\mathcal{A}$ 's challenge bit is that of $\mathcal{B}_{\mathrm{e}}$ 's. Since $\mathcal{B}_{\mathrm{e}}$ outputs $\mathcal{A}$ 's output as it is, the probability that $b^{\prime}=b$ occurs is exactly $\operatorname{Pr}\left[\operatorname{Succ}_{3}\right]$. Therefore, we have $\operatorname{Adv}_{\Gamma, \mathcal{B}_{e}}^{e \mathrm{CPA}}(k)=2 \cdot\left|\operatorname{Pr}\left[b^{\prime}=b\right]-1 / 2\right|=2 \cdot\left|\operatorname{Pr}\left[\mathrm{Succ}_{3}\right]-1 / 2\right|$. This completes the proof of Claim 3.

Claims 1 to 3 and the inequality (4) guarantee that there exist PPTAs $\mathcal{B}_{\mathrm{d}}, \mathcal{B}_{\mathrm{a}}$, and $\mathcal{B}_{\mathrm{e}}$ satisfying the inequality (1), as required.

Tight Reduction with Strong Punctured Decapsulation Soundness. In the equation (1), the reason why we have the factor $Q$ (the number of a CCA adversary $\mathcal{A}$ 's decapsulation queries) in front of the advantage $\operatorname{Adv}_{\Gamma, \mathcal{B}_{\mathrm{a}}}^{\mathrm{PDSND}}(k)$ of the reduction algorithm $\mathcal{B}_{\mathrm{a}}$ attacking punctured decapsulation soundness, is that the reduction algorithm $\mathcal{B}_{\mathrm{a}}$ cannot check whether a ciphertext $c^{\prime}$ satisfies the condition (b) of violating punctured decapsulation soundness, i.e. the condition $\operatorname{Decap}\left(s k, c^{\prime}\right) \neq \operatorname{PDecap}\left(\widehat{s k_{c}}, c^{\prime}\right)$. However, if we instead use a PKEM with strong punctured decapsulation soundness, then, when proving security, a reduction algorithm attacking strong punctured decapsulation soundness is given the secret key $s k$ as input, which enables it to check whether the condition $\operatorname{Decap}\left(s k, c^{\prime}\right) \neq \operatorname{PDecap}\left(\widehat{s k}_{c^{*}}, c^{\prime}\right)$ is satisfied. Therefore, the reduction algorithm need not pick one of the decapsulation queries randomly, but can find a ciphertext $c^{\prime}$ that violates the conditions of strong punctured decapsulation soundness whenever the adversary $\mathcal{A}$ asks such a ciphertext as a decapsulation query. A bit more formally, we can construct a reduction algorithm $\mathcal{B}_{\mathrm{a}}^{\prime}$ such that $\operatorname{Adv}_{\Gamma, \mathcal{B}_{a}^{\prime}}^{\text {sPDND }}(k) \geq\left|\operatorname{Pr}\left[\operatorname{Succ}_{2}\right]-\operatorname{Pr}\left[\operatorname{Succ}_{3}\right]\right|$ and use this as an alternative of Claim 2. Since the description of $\mathcal{B}_{a}^{\prime}$ is easily inferred from the explanation here, we do not write down it.

This completes the proof of Theorem 1.

## D. 2 Proof of Lemma 1: Strong Decapsulation Soundness of $\Gamma_{\mathrm{DDN}}$

Let $\mathcal{A}$ be a PPTA sDSND adversary. Let $\left(P K, S K, C^{*}, K^{*}\right)$ be a tuple that is input to $\mathcal{A}$ in the sDSND experiment, where $P K=\left(\left(p k_{i}^{(j)}\right)_{i, j}, c r s, \kappa\right), S K=\left(\left(s k_{i}^{(j)}\right)_{i, j}, P K\right)$, and $C^{*}=\left(v k^{*},\left(c_{i}^{*}\right)_{i}, \pi^{*}, \sigma^{*}\right)$.

Let us call $\mathcal{A}$ 's output $C^{\prime}=\left(v k^{\prime},\left(c_{i}^{\prime}\right), \pi^{\prime}, \sigma^{\prime}\right)$ in the sDSND experiment successful if $C^{\prime}$ satisfies the conditions that violate the strong decapsulation soundness of $\Gamma_{\mathrm{DDN}}$, i.e. (a) $\mathrm{F}_{\mathrm{DDN}}\left(P K, C^{*}, C^{\prime}\right)=1$, (b) $C^{\prime} \neq C^{*}$, and (c) $\operatorname{Decap}_{\mathrm{DDN}}\left(S K, C^{\prime}\right) \neq \perp$. Note that the condition (a) implies $\mathrm{H}_{\kappa}\left(v k^{\prime}\right)=\mathrm{H}_{\kappa}\left(v k^{*}\right)$. Furthermore, the condition (c) implies $\operatorname{SVer}\left(v k^{\prime},\left(\left(c_{i}^{\prime}\right)_{i}, \pi^{\prime}\right), \sigma^{\prime}\right)=\mathrm{T}$. Therefore, taking into account the conditions (a) to (c) and additionally whether $v k^{\prime}=v k^{*}$ holds or not, any successful ciphertext $C^{\prime}$ can be classified into the following two types:

Type 1: $v k^{\prime} \neq v k^{*} \wedge \mathrm{H}_{\kappa}\left(v k^{\prime}\right)=\mathrm{H}_{\kappa}\left(v k^{*}\right)$
Type 2: $v k^{\prime}=v k^{*} \wedge \operatorname{SVer}\left(v k^{\prime},\left(\left(c_{i}^{\prime}\right)_{i}, \pi^{\prime}\right), \sigma^{\prime}\right)=\top \wedge\left(\left(c_{i}^{\prime}\right)_{i}, \pi^{\prime}, \sigma^{\prime}\right) \neq\left(\left(c_{i}^{*}\right)_{i}, \pi^{*}, \sigma^{*}\right)$

It is easy to see that the probability that $\mathcal{A}$ succeeds in outputting a ciphertext of type 1 is negligible due to the security of the UOWHF $\mathcal{H}$, and the probability that $\mathcal{A}$ succeeds in outputting a ciphertext of type 2 is negligible due to the SOT security of the signature scheme $\Sigma$. We can easily describe reduction algorithms for both cases, and we omit them because they are straightforward. This completes the proof of Lemma 1.

## D. 3 Proof of Lemma 2: Strong Punctured Decapsulation Soundness of $\Gamma_{\text {DDN }}$

Let $\mathcal{A}$ be a PPTA sPDSND adversary. Let $\left(P K, S K, C^{*}, K^{*}\right)$ be the tuple input to $\mathcal{A}$ in the sPDSND experiment, where $P K=\left(\left(p k_{i}^{(j)}\right)_{i, j}, c r s, \kappa\right), S K=\left(\left(s k_{i}^{(j)}\right)_{i, j}, P K\right)$, and $C^{*}=\left(v k^{*},\left(c_{i}^{*}\right)_{i}, \pi^{*}, \sigma^{*}\right)$. Furthermore, let $\widehat{S K}_{C^{*}}=\left(h^{*},\left(s k_{i}^{\left(1-h_{i}^{*}\right)}\right)_{i}, P K\right)=$ Punc $_{\text {DDN }}\left(S K, C^{*}\right)$, where $h^{*}=\left(h_{1}^{*}\|\ldots\| h_{k}^{*}\right)=\mathrm{H}_{\kappa}\left(v k^{*}\right)$.

Let us call $\mathcal{A}$ 's output $C^{\prime}=\left(v k^{\prime},\left(c_{i}^{\prime}\right)_{i}, \pi^{\prime}, \sigma^{\prime}\right)$ in the sPDSND experiment successful if $C^{\prime}$ satisfies the conditions that violate the strong punctured decapsulation soundness of $\Gamma_{\mathrm{DDN}}$, namely (a) $\mathrm{F}_{\mathrm{DDN}}\left(P K, C^{*}, C^{\prime}\right)$ $=0\left(\right.$ which implies $\left.h^{*} \neq h^{\prime}=\left(h_{1}^{\prime}\|\ldots\| h_{k}^{\prime}\right)=\mathrm{H}_{\kappa}\left(v k^{\prime}\right)\right)$ and (b) $\operatorname{Decap}_{\mathrm{DDN}}\left(S K, C^{\prime}\right) \neq \operatorname{PDecap}_{\mathrm{DDN}}\left(\widehat{S K}_{C^{*}}, C^{\prime}\right)$.

We first confirm that if $\mathcal{A}$ 's output is successful, then it must be the case that $\operatorname{SVer}\left(v k^{\prime},\left(\left(c_{i}^{\prime}\right)_{i}, \pi^{\prime}\right), \sigma^{\prime}\right)$ $=\top$, PVer $\left(\right.$ crs $\left., x^{\prime}, \pi^{\prime}\right)=\top$, and $x^{\prime} \notin L_{k}$ where $x^{\prime}=\left(\left(p k_{i}^{\left(h_{i}^{\prime}\right)}\right)_{i},\left(c_{i}^{\prime}\right)_{i}\right)$. To see this, consider the opposite: $\operatorname{SVer}\left(v k^{\prime},\left(\left(c_{i}^{\prime}\right) i, \pi^{\prime}\right), \sigma^{\prime}\right)=\perp$, $\operatorname{PVer}\left(\right.$ crs $\left., x^{\prime}, \pi^{\prime}\right)=\perp$, or $x^{\prime} \in L_{k}$. Either of the first two conditions makes both Decap DDN and PDecap ${ }_{\text {DDN }}$ output $\perp$, which contradicts the condition $\operatorname{Decap}_{\text {DDN }}\left(S K, C^{\prime}\right) \neq$ PDecap $_{\text {DDN }}\left(\widehat{S K}_{C^{*}}, C^{\prime}\right)$. Moreover, if $\operatorname{SVer}\left(v k^{\prime},\left(\left(c_{i}^{\prime}\right)_{i}, \pi^{\prime}\right), \sigma^{\prime}\right)=\top$ and $\operatorname{PVer}\left(c r s, x^{\prime}, \pi^{\prime}\right)=\top$ hold, then we have that $\operatorname{Decap}_{\mathrm{DDN}}\left(S K, C^{\prime}\right)=\operatorname{Dec}\left(s k_{1}^{\left(h_{1}^{\prime}\right)}, c_{1}^{\prime}\right)$ and $\operatorname{PDecap}_{\mathrm{DDN}}\left(\widehat{S K}_{C^{*}}, C^{\prime}\right)=\operatorname{Dec}\left(s k_{\ell}^{\left(1-h_{\ell}^{*}\right)}, c_{\ell}^{\prime}\right)=$ $\operatorname{Dec}\left(s k_{\ell}^{\left(h_{\ell}^{\prime}\right)}, c_{\ell}^{\prime}\right)$, where the latter equality is because $h_{\ell}^{\prime}=1-h_{\ell}^{*}$. However, if $x^{\prime} \in L_{k}$, then every component $c_{i}^{\prime}$ is an honestly generated ciphertext of a same plaintext $K^{\prime} \in\{0,1\}^{k}$, and thus $\operatorname{Dec}\left(s k_{1}^{\left(h_{1}^{\prime}\right)}, c_{1}^{\prime}\right)=$ $\operatorname{Dec}\left(s k_{\ell}^{\left(h_{\ell}^{\prime}\right)}, c_{\ell}^{\prime}\right)$ holds, but this again contradicts the condition of $\operatorname{Decap}_{\mathrm{DDN}}\left(S K, C^{\prime}\right) \neq \operatorname{PDecap}_{\mathrm{DDN}}\left(\widehat{S K}_{C^{*}}, C^{\prime}\right)$.

Now, we have seen that if $\mathcal{A}$ 's output is successful, then it holds that $\mathrm{PVer}\left(\right.$ crs $\left., x^{\prime}, \pi^{\prime}\right)=\mathrm{\top}$ and $x^{\prime} \notin L_{k}$. However, this is exactly the conditions that violate the adaptive soundness of the non-interactive argument system $\mathcal{P}$. More specifically, using an adversary $\mathcal{A}$ that outputs a successful ciphertext with non-negligible advantage in the sPDSND experiment, we can construct another adversary $\mathcal{B}_{\mathrm{s}}$ that has non-negligible advantage in breaking the adaptive soundness of the non-interactive argument system $\mathcal{P}$. Since the reduction algorithm is straightforward (which runs $\mathcal{A}$ using a crs that it receives, and checks whether $\mathcal{A}$ outputs a successful ciphertext), we omit the details. This completes the proof of Lemma 2.

## D. 4 Proof of Lemma 3: eCPA Security of $\Gamma_{\mathrm{DDN}}$

Let $\mathcal{S}=(\operatorname{SimCRS}, \operatorname{SimPrv})$ be the simulation algorithms for the non-interactive argument system $\mathcal{P}$ guaranteed by its ZK security.

Let $\mathcal{A}$ be any PPTA adversary that attacks the eCPA security of $\Gamma_{\mathrm{DDN}}$. Consider the following sequence of games:

Game 1: This is the eCPA experiment itself.
Game 2: Same as Game 1, except that we use the simulation algorithms SimCRS and SimPrv to generate crs and $\pi^{*}$, respectively. More precisely, in this game, the steps "crs $\leftarrow \operatorname{CRSG}\left(1^{k}\right)$ " and " $\pi^{*} \leftarrow$ $\operatorname{Prove}\left(c r s, x^{*}, w^{*}\right)$ " in Game 1 are replaced with the steps " $($ crs,$t d) \leftarrow \operatorname{SimCRS}\left(1^{k}\right)$ " and " $\pi^{*} \leftarrow$ $\operatorname{SimPrv}\left(t d, x^{*}\right)$, , respectively.

Game 3: Same as Game 2, except that the information of $K_{1}^{*}$ is erased from the ciphertexts $\left(c_{i}^{*}\right)_{i}$. More precisely, in this game, each step " $c_{i}^{*} \leftarrow \operatorname{Enc}\left(p k_{i}^{\left(h_{i}^{*}\right)}, K_{1}^{*} ; r_{i}^{*}\right)$ " in Game 2 is replaced with the step $" c_{i}^{*} \leftarrow \operatorname{Enc}\left(p k_{i}^{\left(h_{i}^{*}\right)}, 0^{k} ; r_{i}^{*}\right)$."

For $i \in[3]$, let $\operatorname{Succ}_{i}$ be the event that $\mathcal{A}$ succeeds in guessing the challenge bit (i.e. $b^{\prime}=b$ occurs) in Game $i$. By definition, $\mathcal{A}$ 's eCPA advantage can be calculated as follows:

$$
\begin{equation*}
\operatorname{Adv}_{\Gamma_{\text {DDN }}, \mathcal{A}}^{\mathrm{eCPA}}(k)=2 \cdot\left|\operatorname{Pr}\left[\operatorname{Succ}_{1}\right]-\frac{1}{2}\right| \leq 2 \cdot \sum_{i \in[2]}\left|\operatorname{Pr}\left[\operatorname{Succ}_{i}\right]-\operatorname{Pr}\left[\operatorname{Succ}_{i+1}\right]\right|+2 \cdot\left|\operatorname{Pr}\left[\operatorname{Succ}_{3}\right]-\frac{1}{2}\right| . \tag{5}
\end{equation*}
$$

In the following we upperbound each term in the right hand side of the above inequality.
Claim 4 There exists a PPTA $\mathcal{B}_{\mathbf{z}}$ such that $\operatorname{Adv}_{\mathcal{P}, \mathcal{S}, \mathcal{B}_{\mathbf{z}}}^{Z K}(k)=\left|\operatorname{Pr}\left[\operatorname{Succ}_{1}\right]-\operatorname{Pr}\left[\mathrm{Succ}_{2}\right]\right|$.
Proof of Claim 4. We show how to construct a PPTA adversary $\mathcal{B}_{z}$ that attacks the ZK security of the non-interactive argument system $\mathcal{P}$ with the claimed advantage. The description of $\mathcal{B}_{\mathrm{z}}=\left(\mathcal{B}_{\mathrm{z} 1}, \mathcal{B}_{\mathrm{z} 2}\right)$ as follows:
$\mathcal{B}_{\mathrm{z} 1}\left(1^{k}\right):$ For every $(i, j) \in[k] \times\{0,1\}, \mathcal{B}_{\mathrm{z} 1}$ runs $\left(p k_{i}^{(j)}, s k_{i}^{(j)}\right) \leftarrow \operatorname{PKG}\left(1^{k}\right) . \mathrm{Next}, \mathcal{B}_{\mathrm{z} 1}$ picks $K_{1}^{*} \in\{0,1\}^{k}$ and $\left(r_{i}^{*}\right)_{i} \in\left(\mathcal{R}_{k}\right)^{k}$ uniformly at random. $\mathcal{B}_{\mathrm{z} 1}$ then executes $\left(v k^{*}, \operatorname{sig} k^{*}\right) \leftarrow \operatorname{SKG}\left(1^{k}\right), \kappa \leftarrow \operatorname{HKG}\left(1^{k}\right)$, and $h^{*}=\left(h_{1}^{*}\|\ldots\| h_{k}^{*}\right) \leftarrow \mathbf{H}_{\kappa}\left(v k^{*}\right)$. Then, for every $i \in[k], \mathcal{B}_{\mathrm{z} 1}$ runs $c_{i}^{*} \leftarrow \operatorname{Enc}\left(p k_{i}^{\left(h_{i}^{*}\right)}, K_{1}^{*} ; r_{i}^{*}\right)$. Finally, $\mathcal{B}_{\mathrm{z} 1}$ sets $x^{*} \leftarrow\left(\left(p k_{i}^{\left(h_{i}^{*}\right)}\right)_{i},\left(c_{i}^{*}\right)_{i}\right), w^{*} \leftarrow\left(\left(r_{i}^{*}\right)_{i}, K_{1}^{*}\right)$, and st $\mathcal{B}_{\mathcal{B}} \leftarrow\left(\mathcal{B}_{\mathrm{z} 1}\right.$ 's entire view $)$, and terminates with output $\left(x^{*}, w^{*}\right.$, st $\left._{\mathcal{B}}\right)$.
$\mathcal{B}_{\mathrm{z} 2}\left(\mathrm{st}_{\mathcal{B}}, c r s, \pi^{*}\right): \mathcal{B}_{\mathrm{z} 2}$ first runs $\sigma^{*} \leftarrow \operatorname{Sign}\left(s i g k^{*},\left(\left(c_{i}^{*}\right)_{i}, \pi^{*}\right)\right)$, and sets $P K \leftarrow\left(\left(p k_{i}^{(j)}\right)_{i, j}, c r s, \kappa\right), C^{*} \leftarrow$ $\left(v k^{*},\left(c_{i}^{*}\right)_{i}, \pi^{*}, \sigma^{*}\right)$, and $\widehat{S K}_{C^{*}} \leftarrow\left(h^{*},\left(s k_{i}^{\left(1-h_{i}^{*}\right)}\right)_{i}, P K\right)$. Then $\mathcal{B}_{z 2}$ picks $K_{0}^{*} \in\{0,1\}^{k}$ and $b \in\{0,1\}$ uniformly at random, runs $b^{\prime} \leftarrow \mathcal{A}\left(P K, \widehat{S K}_{C^{*}}, C^{*}, K_{b}^{*}\right)$, and terminates with output $\gamma^{\prime} \leftarrow\left(b^{\prime} \stackrel{?}{=} b\right)$.

The above completes the description of $\mathcal{B}_{\mathrm{z}}$. Note that $\mathcal{B}_{\mathrm{z} 2}$ outputs 1 only when $b^{\prime}=b$ occurs. $\mathcal{B}_{\mathrm{z}}{ }^{\prime}$ 's ZK advantage can be estimated as follows:

$$
\begin{aligned}
\operatorname{Adv}_{\mathcal{P}, \mathcal{S}, \mathcal{B}_{\mathbf{z}}}^{\mathrm{ZK}}(k) & =\left|\operatorname{Pr}\left[\operatorname{Expt}_{\mathcal{P}, \mathcal{B}_{z}}^{\mathrm{ZK}-\operatorname{Real}}(k)=1\right]-\operatorname{Pr}\left[\operatorname{Expt} \operatorname{ExS}_{\mathcal{P}, \mathcal{S}, \mathcal{B}_{z}}^{\mathrm{ZK}-\operatorname{Sim}}(k)=1\right]\right| \\
& =\left|\operatorname{Pr}\left[\operatorname{Expt}_{\mathcal{P}, \mathcal{B}_{z}}^{\text {KRal }}(k): b^{\prime}=b\right]-\operatorname{Pr}\left[\operatorname{Expt}_{\mathcal{P}, \mathcal{S}, \mathcal{B}_{z}}^{\mathrm{K}, \mathcal{B}_{z}}(k): b^{\prime}=b\right]\right| .
\end{aligned}
$$

Consider the case when $\mathcal{B}_{\mathrm{z}}$ runs in $\operatorname{Expt}_{\mathcal{P}, \mathcal{B}_{z}}^{\mathrm{ZK}-\mathrm{Real}}(k)$. It is easy to see that in this case, $\mathcal{B}_{\mathrm{z}}$ perfectly simulates Game 1 for $\mathcal{A}$. In particular, the common reference string crs and the proof $\pi^{*}$ are generated from CRSG and Prove, respectively, which is exacly how they are generated in Game 1. Under this situation, the probability that $b^{\prime}=b$ occurs is exactly the same as the probability that $\mathcal{A}$ succeeds in guessing its challenge bit in Game 1, i.e., $\operatorname{Pr}\left[\operatorname{Expt}_{\mathcal{P}, \mathcal{B}_{z}}^{\text {ZK-Real }}(k): b^{\prime}=b\right]=\operatorname{Pr}\left[\operatorname{Succ}_{1}\right]$.

When $\mathcal{B}_{\mathrm{z}}$ runs in $\operatorname{Expt} \underset{\mathcal{P}, \mathcal{S}, \mathcal{B}_{\mathbf{z}}}{\mathrm{ZK}-\mathrm{Sim}}(k)$, on the other hand, $c r s$ and $\pi^{*}$ are genearted from SimCRS and SimPrv, respectively, as done in Game 2. Since this is the only change from the above, with a similar argument to the above, we have $\operatorname{Pr}\left[\operatorname{Expt}_{\mathcal{P}, \mathcal{S}, \mathcal{B}_{\mathbf{Z}}}^{\mathrm{ZK}-\operatorname{Sim}}(k): b^{\prime}=b\right]=\operatorname{Pr}\left[\operatorname{Succ}_{2}\right]$.

In summary, we have $\operatorname{Adv}_{\mathcal{P}, \mathcal{S}, \mathcal{B}_{\mathbf{z}}}^{Z \mathrm{Z}}(k)=\left|\operatorname{Pr}\left[\operatorname{Succ}_{1}\right]-\operatorname{Pr}\left[\mathrm{Succ}_{2}\right]\right|$. This completes the proof of Claim 4.

Claim 5 There exists a PPTA $\mathcal{B}_{\mathrm{p}}$ such that $\operatorname{Adv}_{\Pi^{k}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{PPA}}(k)=\left|\operatorname{Pr}\left[\operatorname{Succ}_{2}\right]-\operatorname{Pr}\left[\mathrm{Succ}_{3}\right]\right|$.

Proof of Claim 5. We show how to construct a PPTA adversary $\mathcal{B}_{p}$ that attacks the CPA security of the $k$-repetition construction $\Pi^{k}$ with the claimed advantage. The description of $\mathcal{B}_{\mathrm{p}}=\left(\mathcal{B}_{\mathrm{p} 1}, \mathcal{B}_{\mathrm{p} 2}\right)$ is as follows:
$\mathcal{B}_{\mathrm{p} 1}\left(P K^{\prime}=\left(p k_{i}^{\prime}\right)_{i}\right): \mathcal{B}_{\mathrm{p} 1}$ picks $K_{1}^{*} \in\{0,1\}^{k}$ uniformly at random, sets $\left(M_{0}, M_{1}\right) \leftarrow\left(0^{k}, K_{1}^{*}\right)$ and st $\mathcal{B} \leftarrow$ ( $\mathcal{B}_{\mathrm{p} 1}$ 's entire view), and terminates with output $\left(M_{0}, M_{1}, \mathrm{st}_{\mathcal{B}}\right)$.
$\mathcal{B}_{\mathrm{p} 2}\left(\operatorname{st}_{\mathcal{B}}, C^{*}=\left(c_{i}^{*}\right)_{i}\right): \mathcal{B}_{\mathrm{p} 2}$ runs $\left(v k^{*}, \operatorname{sig} k^{*}\right) \leftarrow \operatorname{SKG}\left(1^{k}\right), \kappa \leftarrow \operatorname{HKG}\left(1^{k}\right)$, and $h^{*}=\left(h_{1}^{*}\|\ldots\| h_{k}^{*}\right) \leftarrow$ $\mathrm{H}_{\kappa}\left(v k^{*}\right)$. Next, for every $i \in[k], \mathcal{B}_{\mathrm{p} 2}$ sets $p k_{i}^{\left(h_{i}^{*}\right)} \leftarrow p k_{i}^{\prime}$ and runs $\left(p k_{i}^{\left(1-h_{i}^{*}\right)}, s k_{i}^{\left(1-h_{i}^{*}\right)}\right) \leftarrow \operatorname{PKG}\left(1^{k}\right)$. $\mathcal{B}_{\mathrm{p} 2}$ then sets $x^{*} \leftarrow\left(\left(p k_{i}^{\left(h_{i}^{*}\right)}\right)_{i},\left(c_{i}^{*}\right)_{i}\right)$, runs $(c r s, t d) \leftarrow \operatorname{SimCRS}\left(1^{k}\right), \pi^{*} \leftarrow \operatorname{SimPrv}\left(t d, x^{*}\right)$, and $\sigma^{*} \leftarrow \operatorname{Sign}\left(\operatorname{sig} k^{*},\left(\left(c_{i}^{*}\right)_{i}, \pi^{*}\right)\right)$. Then, $\mathcal{B}_{\mathrm{p} 2}$ sets $P K \leftarrow\left(\left(p k_{i}^{(j)}\right)_{i, j}, c r s, \kappa\right), C^{*} \leftarrow\left(v k^{*},\left(c_{i}^{*}\right)_{i}, \pi^{*}, \sigma^{*}\right)$, and $\widehat{S K}_{C^{*}} \leftarrow\left(h^{*},\left(s k_{i}^{\left(1-h_{i}^{*}\right)}\right)_{i}, P K\right)$. Finally, $\mathcal{B}_{\mathrm{p} 2}$ picks $K_{0}^{*} \in\{0,1\}^{k}$ and $b \in\{0,1\}$ uniformly at random, runs $b^{\prime} \leftarrow \mathcal{A}\left(P K, \widehat{S K}_{C^{*}}, C^{*}, K_{b}^{*}\right)$, and terminates with output $\gamma^{\prime} \leftarrow\left(b^{\prime} \stackrel{?}{=} b\right)$.

The above completes the description of $\mathcal{B}_{\mathrm{p}}$. Let $\gamma \in\{0,1\}$ be $\mathcal{B}_{\mathrm{p}}$ 's challenge bit. $\mathcal{B}_{\mathrm{p}}$ 's CPA advantage is estimated as follows:

$$
\begin{aligned}
\operatorname{Adv}_{\Pi^{k}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{CPA}}(k) & =2 \cdot\left|\operatorname{Pr}\left[\gamma^{\prime}=\gamma\right]-\frac{1}{2}\right|=\left|\operatorname{Pr}\left[\gamma^{\prime}=1 \mid \gamma=1\right]-\operatorname{Pr}\left[\gamma^{\prime}=1 \mid \gamma=0\right]\right| \\
& =\left|\operatorname{Pr}\left[b^{\prime}=b \mid \gamma=1\right]-\operatorname{Pr}\left[b^{\prime}=b \mid \gamma=0\right]\right|
\end{aligned}
$$

Consider the case when $\gamma=1$, i.e. each $c_{i}^{*}$ is an encryption of $M_{1}=K_{1}^{*}$. It is easy to see that in this case, the challenge ciphertext $C^{*}$ is generated in exactly the same way as that in Game 2 , and $\mathcal{B}_{\mathrm{p}}$ simulates Game 2 perfectly for $\mathcal{A}$. Under this situation, the probability that $b^{\prime}=b$ occurs is exactly the same as the probability that $\mathcal{A}$ succeeds in guessing the challenge bit in Game 2, i.e. $\operatorname{Pr}\left[b^{\prime}=b \mid \gamma=1\right]=\operatorname{Pr}\left[\mathrm{Succ}_{2}\right]$.

Next, consider the case when $\gamma=0$. In this case, each $c_{i}^{*}$ is an encryption of $0^{k}$, which is exactly how it is generated in Game 3. Since this is the only change from the above, with a similar discussion, we have $\operatorname{Pr}\left[b^{\prime}=b \mid \gamma=0\right]=\operatorname{Pr}\left[\mathrm{Succ}_{3}\right]$.

In summary, we have $\operatorname{Adv}_{\Pi^{k}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{CPA}}(k)=\left|\operatorname{Pr}\left[\mathrm{Succ}_{2}\right]-\operatorname{Pr}\left[\mathrm{Succ}_{3}\right]\right|$. This completes the proof of Claim 5.

Claim $6 \operatorname{Pr}\left[\mathrm{Succ}_{3}\right]=1 / 2$.
Proof of Claim 6. In Game 3, $C^{*}$ is independent of $K_{1}^{*}$. In particular, each of the components $c_{i}^{*}$ in $C^{*}$ is an encryption of $0^{k}$. Since both $K_{1}^{*}$ and $K_{0}^{*}$ are chosen uniformly at random, $\mathcal{A}$ 's view is identically distributed regardless of the challenge bit $b \in\{0,1\}$. This must mean that the probability that $\mathcal{A}$ succeeds in guessing the challenge bit $b$ is exactly $1 / 2$. This completes the proof of Claim 6.

Claims 4 to 6 and the inequality (5) guarantee that there exist PPTAs $\mathcal{B}_{\mathrm{z}}$ and $\mathcal{B}_{\mathrm{p}}$ such that

$$
\operatorname{Adv}_{\Gamma_{\mathrm{DDN}}, \mathcal{A}}^{\mathrm{eCPA}}(k) \leq 2 \cdot\left(\operatorname{Adv}_{\mathcal{P}, \mathcal{S}, \mathcal{B}_{\mathbf{z}}}^{\mathrm{ZK}}(k)+\operatorname{Adv}_{\Pi^{k}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{CPA}}(k)\right)
$$

which, due to our assumptions on the building blocks and Lemma 9 (see Appendix B.1), implies that $\operatorname{Adv}_{\Gamma_{\mathrm{DDN}}, \mathcal{A}}^{\mathrm{eCPA}}(k)$ is negligible. Recall that the choice of the PPTA eCPA adversary $\mathcal{A}$ was arbitrarily, and thus for any PPTA eCPA adversary $\mathcal{A}$ we can show a negligible upperbound for $\operatorname{Adv}_{\Gamma_{\mathrm{DDN}}, \mathcal{A}}^{\mathrm{eCPA}}(k)$ as above. Hence, the PKEM $\Gamma_{\mathrm{DDN}}$ is eCPA secure. This completes the proof of Lemma 3.

## D. 5 Proof of Lemma 4: Strong Decapsulation Soundness of $\widehat{\Gamma}$

Let $\mathcal{A}$ be a PPTA sDSND adversary. Let $\left(P K, S K, C^{*}, K^{*}\right)$ be a tuple that is input to $\mathcal{A}$ in the sDSND experiment, where $P K=\left(\left(p k_{i}^{(j)}\right)_{i, j}, p k_{k+1}, \kappa\right), S K=\left(\left(s k_{i}^{(j)}\right)_{i, j}, P K\right)$, and $C^{*}=\left(h^{*},\left(c_{i}^{*}\right)_{i}, \widetilde{c}^{*}\right)$.

Let us call $\mathcal{A}$ 's output $C^{\prime}=\left(h^{\prime},\left(c_{i}^{\prime}\right)_{i}, \widetilde{c}^{\prime}\right)$ in the sDSND experiment successful if $C^{\prime}$ satisfies the conditions that make the experiment output 1 , i.e. $\widehat{\mathrm{F}}\left(P K, C^{*}, C^{\prime}\right)=1$ (which is equivalent to $h^{\prime}=h^{*}$ ), $C^{\prime} \neq C^{*}$, and $\widehat{\operatorname{Decap}}\left(S K, C^{\prime}\right) \neq \perp$. Below, we use asterisk $\left(^{*}\right)$ to denote the values generated/chosen during the generation of $C^{*}$, and prime $\left({ }^{\prime}\right)$ to denote the values generated during the calculation of $\widehat{\operatorname{Decap}}\left(S K, C^{\prime}\right)$.

We first confirm that a successful ciphertext $C^{\prime}$ must additionally satisfy $\left(c_{k+1}^{\prime}, \widetilde{c}^{\prime}\right) \neq\left(c_{k+1}^{*}, \widetilde{c}^{*}\right)$. To see this, assume the opposite, i.e. $\left(c_{k+1}^{\prime}, \widetilde{c}^{\prime}\right)=\left(c_{k+1}^{*}, \widetilde{c}^{*}\right)$. Here, $c_{k+1}^{\prime}=c_{k+1}^{*}$ implies $\alpha^{\prime}=\alpha^{*}$ (due to the correctness of the SNCE scheme $\Pi$ ). This and $\widetilde{c}=\widetilde{c}^{*}$ imply $\left(r_{i}^{\prime}\right)_{i \in[k+1]}=\left(r_{i}^{*}\right)_{i \in[k+1]}$ (due to the correctness of the SKE scheme $E$ ), which in turn implies $\left(c_{i}^{\prime}\right)_{i}=\left(c_{i}^{*}\right)_{i}$. Hence, it holds that $C^{\prime}=\left(h^{\prime},\left(c_{i}^{\prime}\right)_{i}, \widetilde{c}^{\prime}\right)=$ $\left(h^{*},\left(c_{i}^{*}\right)_{i}, \widetilde{c}^{*}\right)=C^{*}$, but this contradicts $C^{\prime} \neq C^{*}$.

So far, we have seen that a successful ciphertext $C^{\prime}$ must satisfy $\mathrm{H}_{\kappa}\left(c_{k+1}^{\prime} \| \widetilde{c}^{\prime}\right)=h^{\prime}=h^{*}=\mathrm{H}_{\kappa}\left(c_{k+1}^{*} \| \widetilde{c}^{*}\right)$ and $\left(c_{k+1}^{\prime}, \widetilde{c}^{\prime}\right) \neq\left(c_{k+1}^{*}, \widetilde{c}^{*}\right)$, which means that $\left(c_{k+1}^{\prime} \| \widetilde{c}^{\prime}\right)$ and $\left(c_{k+1}^{*} \| \widetilde{c}^{*}\right)$ constitute a collision pair for $\mathrm{H}_{k}$. Using this fact, we now show that we can construct a PPTA $\mathcal{B}_{\mathrm{h}}$ whose advantage in the UOW experiment regarding $\mathcal{H}$ is exactly the probability that $\mathcal{A}$ outputs a successful ciphertext in the sDSND experiment, which combined with the security of the UOWHF $\mathcal{H}$, proves the lemma.

The description of $\mathcal{B}_{\mathrm{h}}=\left(\mathcal{B}_{\mathrm{h} 1}, \mathcal{B}_{\mathrm{h} 2}\right)$ is as follows.
$\mathcal{B}_{\mathrm{h} 1}\left(1^{k}\right): \mathcal{B}_{\mathrm{h} 1}$ picks $\alpha^{*} \in \mathcal{K}_{k}$ and $\beta^{*}=\left(\left(r_{i}^{*}\right)_{i \in[k+1]}, K^{*}\right) \in\left(\mathcal{R}_{k}\right)^{k+1} \times\{0,1\}^{k}$ uniformly at random, and runs $\left(p k_{k+1}, s k_{k+1}\right) \leftarrow \operatorname{PKG}\left(1^{k}\right), c_{k+1}^{*} \leftarrow \operatorname{Enc}\left(p k_{k+1}, \alpha^{*} ; r_{k+1}^{*}\right)$, and $\widetilde{c}^{*} \leftarrow \operatorname{SEnc}\left(\alpha^{*}, \beta^{*}\right)$. Then $\mathcal{B}_{\mathrm{h} 1}$ sets st $\mathcal{B}_{\mathcal{B}} \leftarrow\left(\mathcal{B}_{\mathrm{h} 1}\right.$ 's entire view $)$, and terminates with output $\left(\left(c_{k+1}^{*} \| \widetilde{c}^{*}\right)\right.$, $\left.\mathrm{st}_{\mathcal{B}}\right)$.
$\mathcal{B}_{\mathrm{h} 2}(\mathrm{st}, \kappa): \mathcal{B}_{\mathrm{h} 2}$ runs $\left(p k_{i}^{(j)}, s k_{i}^{(j)}\right) \leftarrow \operatorname{PKG}\left(1^{k}\right)$ for every $(i, j) \in[k] \times\{0,1\}$, and then sets $P K \leftarrow$ $\left(\left(p k_{i}^{(j)}\right)_{i, j}, p k_{k+1}, \kappa\right)$ and $S K \leftarrow\left(\left(s k_{i}^{(j)}\right)_{i, j}, P K\right)$. Then $\mathcal{B}_{\mathrm{h} 2}$ executes $h^{*}=\left(h_{1}^{*}\|\ldots\| h_{k}^{*}\right) \leftarrow \mathrm{H}_{\kappa}\left(c_{k+1}^{*} \| \widetilde{c}^{*}\right)$ and $c_{i}^{*} \leftarrow \operatorname{Enc}\left(p k_{i}^{\left(h_{i}^{*}\right)}, \alpha^{*} ; r_{i}^{*}\right)$ for every $i \in[k]$, sets $C^{*} \leftarrow\left(h^{*},\left(c_{i}^{*}\right)_{i}, \widetilde{c}^{*}\right)$, and runs $C^{\prime}=\left(h^{\prime},\left(c_{i}^{\prime}\right)_{i}, \widetilde{c}^{\prime}\right)$ $\leftarrow \mathcal{A}\left(P K, S K, C^{*}, K^{*}\right)$. Then $\mathcal{B}_{\mathrm{h} 2}$ executes $\widehat{\operatorname{Decap}}\left(S K, C^{\prime}\right)$ until it calculates $c_{k+1}^{\prime}$. If $\widehat{\operatorname{Decap}}\left(S K, C^{\prime}\right)$ returns $\perp$ before it calculates $c_{k+1}^{\prime}$, then $\mathcal{B}_{\mathrm{h} 2}$ simply gives up and aborts. Otherwise, $\mathcal{B}_{\mathrm{h} 2}$ terminates with output ( $\left.c_{k+1}^{\prime} \| \widetilde{c}\right)$.
The above completes the description of $\mathcal{B}_{\mathrm{h}}$. It is easy to see that $\mathcal{B}_{\mathrm{h}}$ simulates the sDSND experiment perfectly for $\mathcal{A}$, and thus $\mathcal{B}_{\mathrm{h}}^{\prime}$ 's advantage in the UOW expriment for $\mathcal{H}$ is exactly the probabality that $\mathcal{A}$ outputs a successful ciphertext, as required. This completes the proof of Lemma 4.

## D. 6 Proof of Lemma 5: Strong Punctured Decapsulation Soundness of $\widehat{\boldsymbol{\Gamma}}$

Let $(P K, S K)$ be the key pair output by $\widehat{\mathrm{KKG}}\left(1^{k}\right)$, where $P K=\left(\left(p k_{i}^{(j)}\right)_{i, j}, p k_{k+1}, \kappa\right)$ and $S K=\left(\left(s k_{i}^{(j)}\right)_{i, j}\right.$, $P K)$. Let $C^{*}=\left(h^{*},\left(c_{i}^{*}\right)_{i}, \widetilde{c}^{*}\right)$ be a ciphertext output by $\widehat{\text { Encap }}(P K)$, and let $\widehat{S K}_{C^{*}}=\left(h^{*},\left(s k_{i}^{\left(1-h_{i}^{*}\right)}\right)_{i}, P K\right)$ be the punctured secret key generated by $\widehat{\operatorname{Punc}}\left(S K, C^{*}\right)$. We show that for any ciphertext $C=\left(h,\left(c_{i}\right)_{i}, \widetilde{c}\right)$ (which might be outside the range of $\widehat{\operatorname{Encap}}(P K)$ ) satisfying $\widehat{\mathrm{F}}\left(P K, C^{*}, C\right)=0$ (i.e. $h \neq h^{*}$ ), it holds that $\widehat{\operatorname{Decap}}(S K, C)=\widehat{\mathrm{PDecap}}\left(\widehat{S K}_{C^{*}}, C\right)$. Note that this implies that there exists no ciphertext that violates (strong) punctured decapsulation soundness of the PKEM $\widehat{\Gamma}$, and thus for any (even computationally unbounded) sPDSND adversary $\mathcal{A}, \operatorname{Adv}_{\tilde{\Gamma}, \mathcal{A}}^{\operatorname{sPDSND}}(k)=0$, which will prove the lemma.

To show the above, fix arbitrarily a ciphertext $C=\left(h,\left(c_{i}\right)_{i}, \widetilde{c}\right)$ satisfying $\widehat{\mathrm{F}}\left(P K, C^{*}, C\right)=0$ (and hence $h^{*} \neq h$ ) and let $\ell=\min \left\{i \in[k]: h_{i}^{*} \neq h_{i}\right\}$, where each of $h_{i}$ and $h_{i}^{*}$ are the $i$-th bit of $h$
and $h^{*}$, respectively. For notational convenience, let $\alpha_{1}=\operatorname{Dec}\left(s k_{1}^{\left(h_{1}\right)}, c_{1}\right)$ and $\alpha_{\ell}=\operatorname{Dec}\left(s k_{\ell}^{\left(1-h_{\ell}^{*}\right)}, c_{\ell}\right)=$ $\operatorname{Dec}\left(s k_{\ell}^{\left(h_{\ell}\right)}, c_{\ell}\right)$, where the latter equality is because $h_{\ell}^{*} \neq h_{\ell}$ implies $1-h_{\ell}^{*}=h_{\ell}$. We consider the following two cases, and show that the results from both of the algorithms Decap and PDecap always agree.

Case $\alpha_{1}=\alpha_{\ell}$ : Both $\widehat{\text { Decap }}$ and PDecap proceed identically after they respectively compute $\alpha_{1}$ and $\alpha_{\ell}$, and thus the outputs from these algorithms agree.
Case $\alpha_{1} \neq \alpha_{\ell}$ : In this case, both Decap and PDecap return $\perp$. Specifically, $\alpha_{1} \neq \alpha_{\ell}$ and the correctness of the SNCE scheme $\Pi$ imply that there does not exist $r_{\ell}$ such that $\operatorname{Enc}\left(p k_{\ell}^{\left(h_{\ell}\right)}, \alpha_{1} ; r_{\ell}\right)=c_{\ell}$, and thus
 Symmetrically, there does not exist $r_{1}$ such that $\operatorname{Enc}\left(p k_{1}^{\left(h_{1}\right)}, \alpha_{\ell} ; r_{1}\right)=c_{1}$, and thus PDecap returns $\perp$ in its last step at the latest (it may return $\perp$ earlier as above).

This completes the proof of Lemma 5.

## D. 7 Proof of Lemma 6: eCPA Security of $\widehat{\Gamma}$

Let $\mathcal{A}$ be any PPTA adversary that attacks the eCPA security of $\widehat{\Gamma}$. Consider the following sequence of games:

Game 1: This is the eCPA experiment itself. To make it easier to define the subsequent games, we change the ordering of the operations as follows (note that this does not change $\mathcal{A}$ 's view):

```
Game 1:
    \(\alpha^{*} \leftarrow \mathcal{K}_{k} ;\)
    For \(i \in[k+1]\) :
        \(\left(p k_{i}^{\prime}, s k_{i}^{\prime}\right) \leftarrow \operatorname{PKG}\left(1^{k}\right) ;\)
        \(\frac{r_{i}^{*} \leftarrow \mathcal{R}_{k} ;}{c_{i}^{*} \leftarrow \operatorname{Enc}\left(p k_{i}^{\prime}, \alpha^{*} ; r_{i}^{*}\right) ;}\)
    End For
    \(K_{1}^{*} \leftarrow\{0,1\}^{k}\);
    (Continue to the center column \(\nearrow\) ) ',
```

```
\(\beta^{*} \leftarrow\left(\left(r_{i}^{*}\right)_{i \in[k+1]}, K_{1}^{*}\right) ;\)
```

$\beta^{*} \leftarrow\left(\left(r_{i}^{*}\right)_{i \in[k+1]}, K_{1}^{*}\right) ;$
$\tilde{c}^{*} \leftarrow \operatorname{SEnc}\left(\alpha^{*}, \beta^{*}\right) ;$
$\tilde{c}^{*} \leftarrow \operatorname{SEnc}\left(\alpha^{*}, \beta^{*}\right) ;$
$\begin{array}{l:l}\kappa \leftarrow \operatorname{HKG}\left(1^{k}\right) ; & \widehat{S K}_{C^{*}} \leftarrow\left(h^{*},\left(s k_{i}^{\left(1-h_{i}^{*}\right)}\right)_{i}, P K\right) ;\end{array}$
$\begin{array}{l:l}\kappa \leftarrow \operatorname{HKG}\left(1^{k}\right) ; & \widehat{S K}_{C^{*}} \leftarrow\left(h^{*},\left(s k_{i}^{\left(1-h_{i}^{*}\right)}\right)_{i}, P K\right) ;\end{array}$
$h^{*}=\left(h_{1}^{*}\|\ldots\| h_{k}^{*}\right) \leftarrow \mathbf{H}_{\kappa}\left(c_{k+1}^{*} \| \widetilde{c}^{*}\right) ; \quad K_{0}^{*} \leftarrow\{0,1\}^{k}$;
$h^{*}=\left(h_{1}^{*}\|\ldots\| h_{k}^{*}\right) \leftarrow \mathbf{H}_{\kappa}\left(c_{k+1}^{*} \| \widetilde{c}^{*}\right) ; \quad K_{0}^{*} \leftarrow\{0,1\}^{k}$;
$\begin{array}{l:l}\text { For } i \in[k]: & b \leftarrow\{0,1\} ;\end{array}$
$\begin{array}{l:l}\text { For } i \in[k]: & b \leftarrow\{0,1\} ;\end{array}$
$p k_{i}^{\left(h_{i}^{*}\right)} \leftarrow p k_{i}^{\prime} ;{ }^{\left(1-h_{i}^{*}\right)}, b^{\prime} \leftarrow \mathcal{A}\left(P K, \widehat{S K}_{C^{*}}, C^{*}, K_{b}^{*}\right)$
$p k_{i}^{\left(h_{i}^{*}\right)} \leftarrow p k_{i}^{\prime} ;{ }^{\left(1-h_{i}^{*}\right)}, b^{\prime} \leftarrow \mathcal{A}\left(P K, \widehat{S K}_{C^{*}}, C^{*}, K_{b}^{*}\right)$
$\left(p k_{i}^{\left(1-h_{i}^{*}\right)}, s k_{i}^{\left(1-h_{i}^{*}\right)}\right) \leftarrow \operatorname{PKG}\left(1^{k}\right) ;$
$\left(p k_{i}^{\left(1-h_{i}^{*}\right)}, s k_{i}^{\left(1-h_{i}^{*}\right)}\right) \leftarrow \operatorname{PKG}\left(1^{k}\right) ;$
End For
End For
(Continue to the right column $\nearrow$ ) :

```
(Continue to the right column \(\nearrow\) ) :
```

Game 2: Same as Game 1, except that we generate each tuple $\left(p k_{i}^{\left(h_{i}^{*}\right)}, c_{i}^{*}, r_{i}^{*}\right)$ and $\left(p k_{k+1}, c_{k+1}^{*}, r_{k+1}^{*}\right)$ by using the simulation algorithms Fake and Explain of the SNCE scheme $\Pi$. More precisely, in this game, the step with the underline in Game 1 is replaced with: " $\left(p k_{i}^{\prime}, c_{i}^{*}, \omega_{i}^{*}\right) \leftarrow \operatorname{Fake}\left(1^{k}\right) ; r_{i}^{*} \leftarrow$ Explain $\left(\omega_{i}^{*}, \alpha^{*}\right)$."
Game 3: Same as Game 2, except that the information of $\beta^{*}=\left(\left(r_{i}^{*}\right)_{i \in k+1}, K_{1}^{*}\right)$ is erased from $\widetilde{c}^{*}$. More precisely, in this game, the step " $\widetilde{c}^{*} \leftarrow \operatorname{SEnc}\left(\alpha^{*}, \beta^{*}\right)$ " in Game 2 is replaced with the steps " $\beta^{\prime} \leftarrow$ $\mathcal{M}_{k} ; \widetilde{c}^{*} \leftarrow \operatorname{SEnc}\left(\alpha^{*}, \beta^{\prime}\right)$."
For $i \in[3]$, let $\operatorname{Succ}_{i}$ be the event that $\mathcal{A}$ succeeds in guessing the challenge bit (i.e. $b^{\prime}=b$ occurs). By definition, $\mathcal{A}$ 's eCPA advantage can be calculated as follows:

$$
\begin{equation*}
\left.\operatorname{Adv}_{\widehat{\Gamma}, \mathcal{A}}^{\text {ecPA }}(k)=2 \cdot \left\lvert\, \operatorname{Pr}\left[\text { Succ }_{1}\right]-\frac{1}{2}\left|\leq 2 \cdot \sum_{i \in[2]}\right| \operatorname{Pr}\left[\text { Succ }_{i}\right]-\operatorname{Pr}\left[\text { Succ }_{i+1}\right]|+2 \cdot| \operatorname{Pr}\left[\text { Succ }_{3}\right]-\frac{1}{2}\right. \right\rvert\, . \tag{6}
\end{equation*}
$$

In the following we upperbound each term in the right hand side of the above inequality.
Claim 7 There exists a PPTA $\mathcal{B}_{\mathrm{p}}$ such that $\operatorname{Adv}_{\Pi^{k+1}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{SNC}}(k)=\left|\operatorname{Pr}\left[\operatorname{Succ}_{1}\right]-\operatorname{Pr}\left[\operatorname{Succ}_{2}\right]\right|$.

Proof of Claim 7. We show how to construct a PPTA adversary $\mathcal{B}_{\mathrm{p}}$ that attacks the SNC security of the $(k+1)$-repetition construction $\Pi^{k+1}$ of the SNCE scheme with the claimed advantage. The description of $\mathcal{B}_{\mathrm{p}}=\left(\mathcal{B}_{\mathrm{p} 1}, \mathcal{B}_{\mathrm{p} 2}\right)$ as follows:
$\mathcal{B}_{\mathrm{p} 1}\left(1^{k}\right): \mathcal{B}_{\mathrm{p} 1}$ picks $\alpha^{*} \in \mathcal{K}_{k}$ uniformly at random. Then $\mathcal{B}_{\mathrm{p} 1}$ sets $\mathrm{st}_{\mathcal{B}} \leftarrow\left(\mathcal{B}_{\mathrm{p} 1}\right.$ 's entire view $)$, and terminates with output ( $\alpha^{*}$, st $\mathcal{B}_{\mathcal{B}}$ ) (where $\alpha^{*}$ is regarded as $\mathcal{B}_{\mathrm{p}}$ 's challenge message).
$\mathcal{B}_{\mathrm{p} 2}\left(\mathrm{st}_{\mathcal{B}}, P K^{\prime}=\left(p k_{i}^{\prime}\right)_{i \in[k+1]}, C^{* *}=\left(c_{i}^{*}\right)_{i \in[k+1]}, R^{\prime *}=\left(r_{i}^{*}\right)_{i \in[k+1]}\right): \mathcal{B}_{\mathrm{p} 2}$ picks $K_{1}^{*} \leftarrow\{0,1\}^{k}$ uniformly at random, sets $\beta^{*} \leftarrow\left(\left(r_{i}^{*}\right)_{i \in[k+1]}, K_{1}^{*}\right)$, and runs $\widetilde{c}^{*} \leftarrow \operatorname{SEnc}\left(\alpha^{*}, \beta^{*}\right), \kappa \leftarrow \operatorname{HKG}\left(1^{k}\right)$, and $h^{*}=$ $\left(h_{1}^{*}\|\ldots\| h_{k}^{*}\right) \leftarrow \mathrm{H}_{\kappa}\left(c_{k+1}^{*} \| \widetilde{c}^{*}\right)$. For each $i \in[k], \mathcal{B}_{\mathrm{p} 2}$ sets $p k_{i}^{\left(h_{i}^{*}\right)} \leftarrow p k_{i}^{\prime}$ and runs $\left(p k_{i}^{\left(1-h_{i}^{*}\right)}, s k_{i}^{\left(1-h_{i}^{*}\right)}\right)$ $\leftarrow \operatorname{PKG}\left(1^{k}\right)$. Next $\mathcal{B}_{\mathrm{p} 2}$ sets $P K \leftarrow\left(\left(p k_{i}^{(j)}\right)_{i, j}, p k_{k+1}^{\prime}, \kappa\right), C^{*} \leftarrow\left(h^{*},\left(c_{i}^{*}\right)_{i}, \widetilde{c}^{*}\right)$, and $\widehat{S K}_{C^{*}} \leftarrow\left(h^{*}\right.$, $\left.\left(s k_{i}^{\left(1-h_{i}^{*}\right)}\right)_{i}, P K\right)$. Then $\mathcal{B}_{\mathrm{p} 2}$ picks $K_{0}^{*} \in\{0,1\}^{k}$ and $b \in\{0,1\}$ uniformly at random, runs $b^{\prime} \leftarrow$ $\mathcal{A}\left(P K, \widehat{S K}_{C^{*}}, C^{*}, K_{b}^{*}\right)$, and terminates with output $\left(b^{\prime} \stackrel{?}{=} b\right)$.

The above completes the description of $\mathcal{B}_{\mathrm{p}}$. Note that $\mathcal{B}_{\mathrm{p} 2}$ outputs 1 only when $b^{\prime}=b$ occurs. $\mathcal{B}_{\mathrm{p}}$ 's SNC advantage can be estimated as follows:

$$
\begin{aligned}
& \operatorname{Adv}_{\Pi^{k+1}, \mathcal{B}_{\mathfrak{p}}}^{\mathrm{SNC}}(k)=\left|\operatorname{Pr}\left[\operatorname{Expt}_{\Pi^{k+1}, \mathcal{B}_{\mathfrak{p}}}^{\mathrm{SNC}-\mathrm{Req}}(k)=1\right]-\operatorname{Pr}\left[\operatorname{Expt}_{\Pi^{k+1}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{SNC}-\text { Sim }}(k)=1\right]\right| \\
& =\left|\operatorname{Pr}\left[\operatorname{Expt}_{\Pi^{k+1}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{SNC} C-\operatorname{Real}}(k): b^{\prime}=b\right]-\operatorname{Pr}\left[\operatorname{Expt}_{\Pi^{k+1}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{SNC} \text { (Sim }}(k): b^{\prime}=b\right]\right| \text {. }
\end{aligned}
$$

Consider the case when $\mathcal{B}_{\mathrm{p}}$ runs in $\operatorname{Expt}_{\Pi^{k+1}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{SNC}-\mathrm{Real}}(k)$. It is easy to see that in this case, $\mathcal{B}_{\mathrm{p}}$ perfectly simulates Game 1 for $\mathcal{A}$. In particular, every $p k_{i}^{(j)}$ and $p k_{k+1}$ in $P K$ are generated honestly by running $\operatorname{PKG}\left(1^{k}\right)$, and every $c_{i}^{*}$ in $C^{*}$ is generated as $c_{i}^{*} \leftarrow \operatorname{Enc}\left(p k_{i}^{\left(h_{i}^{*}\right)}, \alpha^{*} ; r_{i}^{*}\right)$ where $\alpha^{*} \in \mathcal{K}_{k}$ and each of $r_{i}^{*} \in$ $\mathcal{R}_{k}$ are chosen uniformly at random, as done in Game 1. Under this situation, the probability that $b^{\prime}=b$ occurs is exactly the same as the probability that $\mathcal{A}$ succeeds in guessing its challenge bit in Game 1, i.e., $\operatorname{Pr}\left[\operatorname{Expt}_{\Pi^{k+1}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{SNC}-\mathrm{Real}}(k): b^{\prime}=b\right]=\operatorname{Pr}\left[\operatorname{Succ}_{1}\right]$.

When $\mathcal{B}_{\mathrm{p}}$ runs in $\operatorname{Expt} \Pi_{I^{k+1}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{SNC}-\mathrm{B}_{\mathrm{p}}}(k)$, on the other hand, each of pairs $\left(p k_{i}^{\left(h_{i}^{*}\right)}, c_{i}^{*}\right)$ and each $r_{i}^{*}$ are generated by using the simulation algorithms Fake and Explain of the underlying SNCE scheme $\Pi$, in such a way that the plaintext corresponding to $c_{i}^{*}$ is "explained" as $\alpha^{*} \in \mathcal{K}_{k}$ that is chosen uniformly at random, as done in Game 2 . The rest of the procedures remains unchanged from the above case. Therefore, the probability that $b^{\prime}=b$ occurs is exactly the same as the probability that $\mathcal{A}$ succeeds in guessing its challenge bit in Game 2 , i.e., $\operatorname{Pr}\left[\operatorname{Expt}_{\Pi^{k+1}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{SNC}-\text { Sim }}(k): b^{\prime}=b\right]=\operatorname{Pr}\left[\mathrm{Succ}_{2}\right]$.

In summary, we have $\operatorname{Adv}_{\Pi^{k+1}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{SNC}}(k)=\left|\operatorname{Pr}\left[\operatorname{Succ}_{1}\right]-\operatorname{Pr}\left[\operatorname{Succ}_{2}\right]\right|$. This completes the proof of Claim 7.

Claim 8 There exists a PPTA $\mathcal{B}_{\mathrm{e}}$ such that $\operatorname{Adv}_{E, F, \mathcal{B}_{\mathfrak{e}}}^{0 \text { ORKM }}(k)=\mid \operatorname{Pr}\left[\operatorname{Succ}_{2}\right]-\operatorname{Pr}\left[\right.$ Succ $\left._{3}\right] \mid$.
Proof of Claim 8. We show how to construct a PPTA adversary $\mathcal{B}_{\mathrm{e}}$ that attacks the $\mathcal{F}$-OTKDM security of the underlying SKE scheme $E$ with the claimed advantage. The description of $\mathcal{B}_{\mathrm{e}}=\left(\mathcal{B}_{\mathrm{e} 1}, \mathcal{B}_{\mathrm{e} 2}\right)$ is as follows:
$\mathcal{B}_{\mathrm{e} 1}\left(1^{k}\right):$ For every $i \in[k+1], \mathcal{B}_{\mathrm{e}}$ runs $\left(p k_{i}^{\prime}, c_{i}^{*}, \omega_{i}^{*}\right) \leftarrow \operatorname{Fake}\left(1^{k}\right)$. Then, $\mathcal{B}_{\mathrm{e} 1}$ picks $K_{1}^{*} \in\{0,1\}^{k}$ uniformly at random. Next, $\mathcal{B}_{\text {e1 }}$ specifies the function $f: \mathcal{K}_{k} \rightarrow \mathcal{M}_{k}$ which is used as an encryption query in the OTKDM experiment, defined by: $\alpha \stackrel{f}{\mapsto}\left(\operatorname{Explain}\left(\omega_{i}^{*}, \alpha\right)_{i \in[k+1]}, K_{1}^{*}\right)$, where each $\omega_{i}^{*}$ and $K_{1}^{*}$ are treated as fixed parameters hard-coded in $f$. (Note that $f \in \mathcal{F}_{k}$.) Finally, $\mathcal{B}_{\mathrm{e} 1}$ sets $\mathrm{st}_{\mathcal{B}} \leftarrow\left(\mathcal{B}_{\mathrm{e} 1}\right.$ 's entire view), and terminates with output $\left(f, \mathrm{st}_{\mathcal{B}}\right)$.
$\mathcal{B}_{\mathrm{e} 2}\left(\mathrm{st}_{\mathcal{B}}, \widetilde{c}^{*}\right): \mathcal{B}_{\mathrm{e} 2}$ runs $\kappa \leftarrow \operatorname{HKG}\left(1^{k}\right)$ and $h^{*}=\left(h_{1}^{*}\|\ldots\| h_{k}^{*}\right) \leftarrow \mathrm{H}_{\kappa}\left(c_{k+1}^{*} \| \widetilde{c}^{*}\right)$. Next, for every $i \in[k], \mathcal{B}_{\mathrm{e} 2}$ sets $p k_{i}^{\left(h_{i}^{*}\right)} \leftarrow p k_{i}^{\prime}$ and runs $\left(p k_{i}^{\left(1-h_{i}^{*}\right)}, s k_{i}^{\left(1-h_{i}^{*}\right)}\right) \leftarrow \operatorname{PKG}\left(1^{k}\right)$. Then, $\mathcal{B}_{\mathrm{e} 2}$ sets $P K \leftarrow\left(\left(p k_{i}^{(j)}\right)_{i, j}, p k_{k+1}^{\prime}, \kappa\right)$, $C^{*} \leftarrow\left(h^{*},\left(c_{i}^{*}\right)_{i}, \widetilde{c}^{*}\right)$, and $\widehat{S K}_{C^{*}} \leftarrow\left(h^{*},\left(s k_{i}^{\left(1-h_{i}^{*}\right)}\right)_{i}, P K\right) . \mathcal{B}_{\mathrm{e} 2}$ picks $K_{0}^{*} \in\{0,1\}^{k}$ and $b \in\{0,1\}$ uniformly at random, runs $b^{\prime} \leftarrow \mathcal{A}\left(P K, \widehat{S K}_{C^{*}}, C^{*}, K_{b}^{*}\right)$, and terminates with output $\gamma^{\prime} \leftarrow\left(b^{\prime} \stackrel{?}{=} b\right)$.

The above completes the description of $\mathcal{B}_{\mathrm{e}}$. Let $\gamma \in\{0,1\}$ be $\mathcal{B}_{\mathrm{e}}$ 's challenge bit. $\mathcal{B}_{\mathrm{e}}$ 's $\mathcal{F}$-OTKDM advantage is estimate as follows:

$$
\begin{aligned}
\operatorname{Adv}_{E, \mathcal{F}, \mathcal{B}_{e}}^{\mathrm{OKRDM}}(k) & =2 \cdot\left|\operatorname{Pr}\left[\gamma^{\prime}=\gamma\right]-\frac{1}{2}\right|=\left|\operatorname{Pr}\left[\gamma^{\prime}=1 \mid \gamma=1\right]-\operatorname{Pr}\left[\gamma^{\prime}=1 \mid \gamma=0\right]\right| \\
& =\left|\operatorname{Pr}\left[b^{\prime}=b \mid \gamma=1\right]-\operatorname{Pr}\left[b^{\prime}=b \mid \gamma=0\right]\right| .
\end{aligned}
$$

Let $\alpha^{*} \in \mathcal{K}_{k}$ be the key, and $M_{1}=f\left(\alpha^{*}\right)$ and $M_{0} \in \mathcal{M}_{k}$ be the plaintexts calculated/chosen in $\mathcal{B}_{\mathrm{e}}$ 's OTKDM experiment. Consider the case when $\gamma=1$, i.e. $\widetilde{c}^{*}$ is an encryption of $M_{1}=f\left(\alpha^{*}\right)=$ $\left(\left(r_{i}^{*}\right)_{i \in[k+1]}, K_{1}^{*}\right)$. Note that by the definition of the experiment $\operatorname{Expt}_{E, \mathcal{F}, \mathcal{B}_{\mathrm{e}}}^{0 \text { TKXM }}(k)$, if we regard the key $\alpha^{*} \in$ $\mathcal{K}_{k}$ and $M_{1}^{*}=f\left(\alpha^{*}\right)$ in $\operatorname{Expt}_{E, \mathcal{F}, \mathcal{B}_{e}}^{0 \mathrm{OTDM}}(k)$ as $\alpha^{*}$ and $\beta^{*}$ in Game 2, then each $r_{i}^{*}$ is generated by $r_{i}^{*} \leftarrow$ $\operatorname{Explain}\left(\omega_{i}^{*}, \alpha^{*}\right)$, so that the plaintext corresponding to each $c_{i}^{*}$ is $\alpha^{*}$, which is how these values are generated in Game 2. Moreover, the public key $P K$, the values $\left(c_{i}^{*}\right)_{i \in[k+1]}$ used in the challenge ciphertext $C^{*}$, and the punctured secret key $\widehat{S K}_{C^{*}}$ are distributed identically to those in Game 2 . Hence, $\mathcal{B}_{\mathrm{e}}$ simulates Game 2 perfectly for $\mathcal{A}$. Under this situation, the probability that $b^{\prime}=b$ occurs is exactly the same as the probability that $\mathcal{A}$ succeeds in guessing the challenge bit in Game 2, i.e. $\operatorname{Pr}\left[b^{\prime}=b \mid \gamma=1\right]=\operatorname{Pr}\left[\operatorname{Succ}_{2}\right]$.

Next, consider the case when $\gamma=0$. In this case, $\widetilde{c}^{*}$ is an encryption of a random message $M_{0} \in \mathcal{M}_{k}$ that is independent of any other values. Then, if we regard the key $\alpha^{*}$ and the random message $M_{0}$ in $\operatorname{Expt}_{E, \mathcal{B}_{e}}^{\text {OTRM }}(k)$ as $\alpha^{*}$ and $\beta^{\prime}$ in Game 3, respectively, then $\mathcal{A}$ 's challenge ciphertext $C^{*}$ is generated in such a way that they are distributed identically to those in Game 3 , and thus $\mathcal{B}_{\mathrm{e}}$ simulates Game 3 perfectly for $\mathcal{A}$. Therefore, with a similar argument to the above, we have $\operatorname{Pr}\left[b^{\prime}=b \mid \gamma=0\right]=\operatorname{Pr}\left[\operatorname{Succ}_{3}\right]$.

In summary, we have $\operatorname{Adv}_{E, F, \mathcal{B}_{e}}^{0 \text { TKKM }}(k)=\left|\operatorname{Pr}\left[\operatorname{Succ}_{2}\right]-\operatorname{Pr}\left[\mathrm{Succ}_{3}\right]\right|$. This completes the proof of Claim 8.

Claim $9 \operatorname{Pr}\left[\mathrm{Succ}_{3}\right]=1 / 2$.
Proof of Claim 9. In Game 3, the challenge ciphertext $C^{*}$ is made independent of the "real" session key $K_{1}^{*}$, and both $K_{1}^{*}$ and $K_{0}^{*}$ are distributed identically (uniformly at random in $\{0,1\}^{k}$ ). Hence, the challenge bit $b$ is information-theoretically hidden from the view of $\mathcal{A}$. This means that the probability that $\mathcal{A}$ succeeds in guessing the challenge bit is exactly $1 / 2$ (even if $\mathcal{A}$ is computationally unbounded). This completes the proof of Claim 9 .

Claims 7 to 9 and the inequality (6) guarantee that there exist PPTAs $\mathcal{B}_{\mathrm{p}}$ and $\mathcal{B}_{\mathrm{e}}$ such that

$$
\operatorname{Adv}_{\widehat{\Gamma}, \mathcal{A}}^{\mathrm{eCPA}}(k) \leq 2 \cdot\left(\cdot \operatorname{Adv}_{\Pi^{k+1}, \mathcal{B}_{\mathfrak{p}}}^{\mathrm{SNC}}(k)+\operatorname{Adv}_{E, \mathcal{F}, \mathcal{B}_{\mathrm{e}}}^{\text {OTKMM }}(k)\right),
$$

which, due to our assumptions on the building blocks and Lemma 10 , implies that $\operatorname{Adv}_{\Gamma}^{\mathrm{C} P \mathcal{A}}(k)$ is negligible. Recall that the choice of the PPTA eCPA adversary $\mathcal{A}$ was arbitrarily, and thus for any PPTA eCPA adversary $\mathcal{A}$ we can show a negligible upperbound for $\operatorname{Adv}_{\widehat{\Gamma}, \mathcal{A}}^{\mathrm{ecPA}}(k)$ as above. Hence, the PKEM $\widehat{\Gamma}$ is eCPA secure. This completes the proof of Lemma 6.

## D. 8 Proof of Lemma 7: eCPA Security of $\boldsymbol{\Gamma}_{\mathrm{DDN}}$ from Different Assumptions

Let $\mathcal{A}$ be any PPTA adversary that attacks the eCPA security of $\Gamma_{\mathrm{DDN}}$. Consider the following sequence of games:

Game 1: This is the eCPA experiment itself. To make it easier to define the subsequent games, we change the ordering of the operations as follows (note that this does not change $\mathcal{A}$ 's view):

```
Game 1:
    \(K_{1}^{*} \leftarrow\{0,1\}^{k}\);
    For \(i \in[k]:\)
        \(\frac{\left(p k_{i}^{\prime}, s k_{i}^{\prime}\right) \leftarrow \operatorname{PKG}\left(1^{k}\right) ;}{r_{i}^{*} \leftarrow \mathcal{R}_{k} ;}\)
\(c_{i}^{*} \leftarrow \operatorname{Enc}\left(p k_{i}^{\prime}, K_{1}^{*} ; r_{i}^{*}\right) ;\)
    End For
\(c r s \leftarrow \operatorname{CRSG}\left(1^{k}\right) ;\)
\(\pi^{*} \leftarrow \operatorname{Prove}\left(c r s, x^{*}, w^{*}\right) ;\)
\(\left(v k^{*}, s i g k^{*}\right) \leftarrow \operatorname{SKG}\left(1^{k}\right) ;\)
\(\sigma^{*} \leftarrow \operatorname{Sign}\left(\operatorname{sigk}^{*},\left(\left(c_{i}^{*}\right)_{i}, \pi^{*}\right)\right) ; \quad K_{0}^{*} \leftarrow\{0,1\}^{k} ;\)
\(\kappa \leftarrow \operatorname{HKG}\left(1^{k}\right) ;\)
\(h^{*}=\left(h_{1}^{*}\|\ldots\| h_{k}^{*}\right) \leftarrow \mathrm{H}_{\kappa}\left(v k^{*}\right) ;\)
\(\kappa \leftarrow \operatorname{HKG}\left(1^{k}\right) ;\)
\(h^{*}=\left(h_{1}^{*}\|\ldots\| h_{k}^{*}\right) \leftarrow \mathrm{H}_{\kappa}\left(v k^{*}\right) ;\)
For \(i \in[k]:\)
\(\quad p k_{i}^{\left(h_{i}^{*}\right)} \leftarrow p k_{i}^{\prime} ;\)
\(x^{*} \leftarrow\left(\left(p k_{i}^{\prime}\right)_{i},\left(c_{i}^{*}\right)_{i}\right) ;\)
\(w^{*} \leftarrow\left(\left(r_{i}^{*}\right)_{i}, K_{1}^{*}\right) ;\)
(Continue to the center column \(\nearrow\) ) \(!\)
\(P K \leftarrow\left(\left(p k_{i}^{(j)}\right)_{i, j}, c r s, \kappa\right) ;\)
\(P K \leftarrow\left(\left(p k_{i}^{(j)}\right)_{i, j}, c r s, \kappa\right) ;\)
\(C^{*} \leftarrow\left(v k^{*},\left(c_{i}^{*}\right)_{i}, \pi^{*}, \sigma^{*}\right) ;\)
\(\widehat{S K}_{C^{*}} \leftarrow\left(h^{*},\left(s k_{i}^{\left(1-h_{i}^{*}\right)}\right)_{i}, P K\right) ;\)
\(K_{0}^{*} \leftarrow\{0,1\}^{k}\);
\(b \leftarrow\{0,1\} ;\)
    \(p k_{i}^{\left(h_{i}^{*}\right)} \leftarrow p k_{i}^{\prime} ;\)
\(\left(p k_{i}^{\left(1-h_{i}^{*}\right)}, s k_{i}^{\left(1-h_{i}^{*}\right)}\right) \leftarrow \operatorname{PKG}\left(1^{k}\right) ;\)
End For
(Continue to the right column \(\nearrow\) )
```

Game 2: Same as Game 1, except that we generate each tuple $\left(p k_{i}^{\left(h_{i}^{*}\right)}, c_{i}^{*}, r_{i}^{*}\right)$ by using the simulation algorithms Fake and Explain of the SNCE scheme $\Pi$. More precisely, in this game, the step with the underline in Game 1 is replaced with: " $\left(p k_{i}^{\prime}, c_{i}^{*}, \omega_{i}^{*}\right) \leftarrow \operatorname{Fake}\left(1^{k}\right)$ and $r_{i}^{*} \leftarrow \operatorname{Explain}\left(\omega_{i}^{*}, K_{1}^{*}\right)$."
Game 3: Same as Game 2, except that the information of $K_{1}^{*}$ is erased from the witness $w^{*}$. More precisely, in this game, the steps " $r_{i}^{*} \leftarrow \operatorname{Explain}\left(\omega_{i}^{*}, K_{1}^{*}\right)$ " and " $w^{*} \leftarrow\left(\left(r_{i}^{*}\right)_{i}, K_{1}^{*}\right)$ " in Game 2 are replaced with the steps " $r_{i}^{\prime} \leftarrow \operatorname{Explain}\left(\omega_{i}^{*}, 0^{k}\right)$ " and " $w^{\prime} \leftarrow\left(\left(r_{i}^{\prime}\right)_{i}, 0^{k}\right)$," respectively.

For $i \in[3]$, let Succ $_{i}$ be the event that $\mathcal{A}$ succeeds in guessing the challenge bit (i.e. $b^{\prime}=b$ occurs). By definition, $\mathcal{A}$ 's eCPA advantage can be calculated as follows:

$$
\begin{equation*}
\operatorname{Adv}_{\Gamma_{\text {DoN }}, \mathcal{A}}^{\mathrm{eCPA}}(k)=2 \cdot\left|\operatorname{Pr}\left[\operatorname{Succ}_{1}\right]-\frac{1}{2}\right| \leq 2 \cdot \sum_{i \in[2]}\left|\operatorname{Pr}\left[\operatorname{Succ}_{i}\right]-\operatorname{Pr}\left[\operatorname{Succ}_{i+1}\right]\right|+2 \cdot\left|\operatorname{Pr}\left[\operatorname{Succ}_{3}\right]-\frac{1}{2}\right| . \tag{7}
\end{equation*}
$$

In the following we upperbound each term in the right hand side of the above inequality.
Claim 10 There exists a PPTA $\mathcal{B}_{\mathrm{p}}$ such that $\operatorname{Adv}_{\Pi^{k}, \mathcal{B}_{\mathrm{p}}}^{\text {SNC }}(k)=\left|\operatorname{Pr}\left[\operatorname{Succ}_{1}\right]-\operatorname{Pr}\left[\operatorname{Succ}_{2}\right]\right|$.
Proof of Claim 10. We show how to construct a PPTA adversary $\mathcal{B}_{\mathrm{p}}$ that attacks the SNC security of the $k$-repetition construction $\Pi^{k}$ of the SNCE scheme with the claimed advantage. The description of $\mathcal{B}_{\mathrm{p}}=$ $\left(\mathcal{B}_{\mathrm{p} 1}, \mathcal{B}_{\mathrm{p} 2}\right)$ as follows:
$\mathcal{B}_{\mathrm{p} 1}\left(1^{k}\right): \mathcal{B}_{\mathrm{p} 1}$ picks $K_{1}^{*} \in\{0,1\}^{k}$ uniformly at random. Then $\mathcal{B}_{\mathrm{p} 1}$ sets st $\mathcal{B}_{\mathcal{B}} \leftarrow\left(\mathcal{B}_{\mathrm{p} 1}\right.$ 's entire view), and terminates with output ( $K_{1}^{*}$, st $\mathcal{B}_{\mathcal{B}}$ ) (where $K_{1}^{*}$ is regarded as $\mathcal{B}_{\mathrm{p}}$ 's challenge message).
$\mathcal{B}_{\mathrm{p} 2}\left(\mathrm{st}_{\mathcal{B}}, P K^{\prime}=\left(p k_{i}^{\prime}\right)_{i \in[k]}, C^{* *}=\left(c_{i}^{*}\right)_{i \in[k]}, R^{* *}=\left(r_{i}^{*}\right)_{i \in[k]}\right): \mathcal{B}_{\mathrm{p} 2}$ sets $x^{*} \leftarrow\left(\left(p k_{i}^{\prime}\right)_{i},\left(c_{i}^{*}\right)_{i}\right)$ and $w^{*} \leftarrow\left(\left(r_{i}^{*}\right)_{i}\right.$, $\left.K_{1}^{*}\right)$, and runs crs $\leftarrow \operatorname{CRSG}\left(1^{k}\right)$ and $\pi^{*} \leftarrow \operatorname{Prove}\left(c r s, x^{*}, w^{*}\right)$. Next, $\mathcal{B}_{\mathrm{p} 2}$ runs $\left(v k^{*}, \operatorname{sigk} k^{*}\right) \leftarrow$ $\operatorname{SKG}\left(1^{k}\right), \sigma^{*} \leftarrow \operatorname{Sign}\left(\operatorname{sigk} k^{*},\left(\left(c_{i}^{*}\right)_{i}, \pi^{*}\right)\right), \kappa \leftarrow \operatorname{HKG}\left(1^{k}\right)$, and $h^{*}=\left(h_{1}^{*}\|\ldots\| h_{k}^{*}\right) \leftarrow \mathrm{H}_{\kappa}\left(v k^{*}\right)$. For each $i \in[k], \mathcal{B}_{\mathrm{p} 2}$ sets $p k_{i}^{\left(h_{i}^{*}\right)} \leftarrow p k_{i}^{\prime}$ and generates $\left(p k_{i}^{\left(1-h_{i}^{*}\right)}, s k_{i}^{\left(1-h_{i}^{*}\right)}\right) \leftarrow \operatorname{PKG}\left(1^{k}\right)$. Then, $\mathcal{B}_{\mathrm{p} 2}$ sets $P K \leftarrow\left(\left(p k_{i}^{(j)}\right)_{i, j}, c r s, \kappa\right), C^{*} \leftarrow\left(v k^{*},\left(c_{i}^{*}\right)_{i}, \pi^{*}, \sigma^{*}\right)$, and $\widehat{S K}_{C^{*}} \leftarrow\left(h^{*},\left(s k_{i}^{\left(1-h_{i}^{*}\right)}\right)_{i}, P K\right)$. Finally, $\mathcal{B}_{\mathrm{p} 2}$ picks $K_{0}^{*} \in\{0,1\}^{k}$ and $b \in\{0,1\}$ uniformly at random, runs $b^{\prime} \leftarrow \mathcal{A}\left(P K, \widehat{S K}_{C^{*}}, C^{*}, K_{b}^{*}\right)$, and terminates with output $\gamma^{\prime} \leftarrow\left(b^{\prime} \stackrel{?}{=} b\right)$.

The above completes the description of $\mathcal{B}_{\mathrm{p}}$. Note that $\mathcal{B}_{\mathrm{p} 2}$ outputs 1 only when $b^{\prime}=b$ occurs. $\mathcal{B}_{\mathrm{p}}$ 's SNC advantage can be estimated as follows:

$$
\begin{aligned}
\operatorname{Adv}_{\Pi^{k}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{SNC}}(k) & =\left|\operatorname{Pr}\left[\operatorname{Expt}_{\Pi^{k}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{SNC}}(k)=1\right]-\operatorname{Pr}\left[\operatorname{Expt}_{\Pi^{k}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{SNC}-\operatorname{Sim}}(k)=1\right]\right| \\
& =\left|\operatorname{Pr}\left[\operatorname{Expt}_{\Pi^{k}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{SNCal}}(k): b^{\prime}=b\right]-\operatorname{Pr}\left[\operatorname{Expt}_{\Pi^{k}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{Sim}}(k): b^{\prime}=b\right]\right| .
\end{aligned}
$$

Consider the case when $\mathcal{B}_{\mathrm{p}}$ runs in $\operatorname{Expt}_{\Pi^{k}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{SNC} \text {-Real }}(k)$. It is easy to see that in this case, $\mathcal{B}_{\mathrm{p}}$ perfectly simulates Game 1 for $\mathcal{A}$. In particular, every $p k_{i}^{(j)}$ in $P K$ is generated honestly by running $\operatorname{PKG}\left(1^{k}\right)$, and every $c_{i}^{*}$ in $C^{*}$ is generated as $c_{i}^{*} \leftarrow \operatorname{Enc}\left(p k_{i}^{\left(h_{i}^{*}\right)}, K_{1}^{*} ; r_{i}^{*}\right)$ where $K_{1}^{*} \in\{0,1\}^{k}$ and each of $r_{i}^{*} \in$ $\mathcal{R}_{k}$ are chosen uniformly at random, as done in Game 1 . Under this situation, the probability that $b^{\prime}=b$ occurs is exactly the same as the probability that $\mathcal{A}$ succeeds in guessing its challenge bit in Game 1, i.e., $\operatorname{Pr}\left[\operatorname{Expt}_{\Pi^{k}, \mathcal{B}_{\mathrm{p}}}^{\text {SNR-Real }}(k): b^{\prime}=b\right]=\operatorname{Pr}\left[\operatorname{Succ}_{1}\right]$.

When $\mathcal{B}_{\mathrm{p}}$ runs in $\operatorname{Expt} \Pi_{\Pi^{k}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{SNC}}(k)$, on the other hand, each of pairs $\left(p k_{i}^{\left(h_{i}^{*}\right)}, c_{i}^{*}\right)$ and each $r_{i}^{*}$ are generated by using the simulation algorithms Fake and Explain of the underlying SNCE scheme $\Pi$, in such a way that the plaintext corresponding to $c_{i}^{*}$ is $K_{1}^{*} \in\{0,1\}^{k}$ that is chosen uniformly at random, as done in Game 2. The rest of the procedures remains unchanged from the above case. Therefore, the probability that $b^{\prime}=b$ occurs is exactly the same as the probability that $\mathcal{A}$ succeeds in guessing its challenge bit in Game 2 , i.e., $\operatorname{Pr}\left[\operatorname{Expt}_{\Pi^{k}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{SNC}-\mathrm{Sim}}(k): b^{\prime}=b\right]=\operatorname{Pr}\left[\mathrm{Succ}_{2}\right]$.

In summary, we have $\operatorname{Adv}_{I^{k}, \mathcal{B}_{\mathrm{p}}}^{\operatorname{SNC}}(k)=\left|\operatorname{Pr}\left[\operatorname{Succ}_{1}\right]-\operatorname{Pr}\left[\operatorname{Succ}_{2}\right]\right|$. This completes the proof of Claim 10.

Claim 11 There exists a PPTA $\mathcal{B}_{\mathfrak{w}}$ such that $\operatorname{Adv}_{\mathcal{P}, \mathcal{B}_{\mathfrak{w}}}^{\mathrm{WI}}(k)=\left|\operatorname{Pr}\left[\operatorname{Succ}_{2}\right]-\operatorname{Pr}\left[\operatorname{Succ}_{3}\right]\right|$.
Proof of Claim 11. We show how to construct a PPTA adversary $\mathcal{B}_{\mathrm{w}}$ that attacks the WI security of the underlying non-interactive argument system $\mathcal{P}$ with the claimed advantage. The description of $\mathcal{B}_{\mathrm{w}}=\left(\mathcal{B}_{\mathrm{w} 1}, \mathcal{B}_{\mathrm{w} 2}\right)$ is as follows:
$\mathcal{B}_{\mathrm{w} 1}\left(1^{k}\right)$ : For every $i \in[k], \mathcal{B}_{\mathrm{w}}$ runs $\left(p k_{i}^{\prime}, c_{i}^{*}, \omega_{i}^{*}\right) \leftarrow \operatorname{Fake}\left(1^{k}\right)$. Next, $\mathcal{B}_{\mathrm{w} 1}$ picks $K_{1}^{*} \in\{0,1\}^{k}$ uniformly at random, and for every $i \in[k], \mathcal{B}_{\mathrm{w} 1}$ computes $r_{i}^{*} \leftarrow \operatorname{Explain}\left(\omega_{i}^{*}, K_{1}^{*}\right)$ and $r_{i}^{\prime} \leftarrow \operatorname{Explain}\left(\omega_{i}^{*}, 0^{k}\right)$. Then, $\mathcal{B}_{\mathrm{w} 1}$ sets $x^{*} \leftarrow\left(\left(p k_{i}^{\prime}\right)_{i},\left(c_{i}^{*}\right)_{i}\right), w_{1} \leftarrow\left(\left(r_{i}^{*}\right)_{i}, K_{1}^{*}\right)$, and $w_{0} \leftarrow\left(\left(r_{i}^{\prime}\right)_{i}, 0^{k}\right)$. Note that both $w_{0}$ and $w_{1}$ are witnesses to the fact that $x^{*} \in L_{k}$. Finally, $\mathcal{B}_{\mathrm{w} 1}$ sets st $\boldsymbol{\mathcal { B }}_{\mathcal{B}} \leftarrow\left(\mathcal{B}_{\mathrm{w} 1}\right.$ 's entire view $)$, and terminates with output $\left(x^{*}, w_{0}, w_{1}, \mathrm{st}_{\mathcal{B}}\right)$.
$\mathcal{B}_{\mathrm{w} 2}\left(\mathrm{st}_{\mathcal{B}}, c r s, \pi^{*}\right): \mathcal{B}_{\mathrm{w} 2}$ runs $\left(v k^{*}, \operatorname{sig}^{*}\right) \leftarrow \operatorname{SKG}\left(1^{k}\right), \sigma^{*} \leftarrow \operatorname{Sign}\left(\operatorname{sig} k^{*},\left(\left(c_{i}^{*}\right)_{i}, \pi^{*}\right)\right), \kappa \leftarrow \operatorname{HKG}\left(1^{k}\right)$, and $h^{*}=\left(h_{1}^{*}\|\ldots\| h_{k}^{*}\right) \leftarrow \mathrm{H}_{\kappa}\left(v k^{*}\right)$. Next, for each $i \in[k]$, $\mathcal{B}_{\mathrm{w} 2}$ sets $p k_{i}^{\left(h_{i}^{*}\right)} \leftarrow p k_{i}^{\prime}$ and generates $\left(p k_{i}^{\left(1-h_{i}^{*}\right)}, s k_{i}^{\left(1-h_{i}^{*}\right)}\right) \leftarrow \operatorname{PKG}\left(1^{k}\right) . \mathcal{B}_{\text {w2 }}$ then sets $P K \leftarrow\left(\left(p k_{i}^{(j)}\right)_{i, j}, c r s, \kappa\right), C^{*} \leftarrow\left(v k^{*},\left(c_{i}^{*}\right)_{i}, \pi^{*}, \sigma^{*}\right)$, and $\widehat{S K}_{C^{*}} \leftarrow\left(h^{*},\left(s k_{i}^{\left(1-h_{i}^{*}\right)}\right)_{i}, P K\right) . \mathcal{B}_{\text {w2 }}$ picks $K_{0}^{*} \in\{0,1\}^{k}$ and $b \in\{0,1\}$ uniformly at random, runs $b^{\prime} \leftarrow \mathcal{A}\left(P K, \widehat{S K}_{C^{*}}, C^{*}, K_{b}^{*}\right)$, and terminates with output $\gamma^{\prime} \leftarrow\left(b^{\prime} \stackrel{?}{=} b\right)$.
The above completes the description of $\mathcal{B}_{\mathrm{w}}$. Let $\gamma \in\{0,1\}$ be $\mathcal{B}_{\mathrm{w}}$ 's challenge bit. $\mathcal{B}_{\mathrm{w}}$ 's WI advantage is estimated as follows:

$$
\begin{aligned}
\operatorname{Adv}_{\mathcal{P}, \mathcal{B}_{\mathbf{w}}}^{\mathrm{WI}}(k) & =2 \cdot\left|\operatorname{Pr}\left[\gamma^{\prime}=\gamma\right]-\frac{1}{2}\right|=\left|\operatorname{Pr}\left[\gamma^{\prime}=1 \mid \gamma=1\right]-\operatorname{Pr}\left[\gamma^{\prime}=1 \mid \gamma=0\right]\right| \\
& =\left|\operatorname{Pr}\left[b^{\prime}=b \mid \gamma=1\right]-\operatorname{Pr}\left[b^{\prime}=b \mid \gamma=0\right]\right| .
\end{aligned}
$$

Consider the case when $\gamma=1$, i.e. $w_{1}=\left(\left(r_{i}^{*}\right)_{i}, K_{1}^{*}\right)$ is used as a witness for generating $\pi^{*}$. It is easy to see that in this case, the value $C^{*}$ is generated in exactly the same way as that in Game 2 , and $\mathcal{B}_{\mathrm{w}}$ simulates Game 2 perfectly for $\mathcal{A}$. Under this situation, the probability that $b^{\prime}=b$ occurs is exactly the same as the probability that $\mathcal{A}$ succeeds in guessing the challenge bit in Game 2, i.e. $\operatorname{Pr}\left[b^{\prime}=b \mid \gamma=1\right]=\operatorname{Pr}\left[\operatorname{Succ}_{2}\right]$.

Next, consider the case when $\gamma=0$. In this case, $w_{0}=\left(\left(r_{i}^{\prime}\right)_{i}, 0^{k}\right)$ is used as a witness for generating $\pi^{*}$, which is exactly how it is generated in Game 3. Since this is the only change from the above, with a similar discussion, we have $\operatorname{Pr}\left[b^{\prime}=b \mid \gamma=0\right]=\operatorname{Pr}\left[\mathrm{Succ}_{3}\right]$.

In summary, we have $\operatorname{Adv} v_{\mathcal{P}, \mathcal{B}_{\mathrm{w}}}^{\mathrm{WI}}(k)=\left|\operatorname{Pr}\left[\mathrm{Succ}_{2}\right]-\operatorname{Pr}\left[\mathrm{Succ}_{3}\right]\right|$. This completes the proof of Claim 11.

Claim $12 \operatorname{Pr}\left[\mathrm{Succ}_{3}\right]=1 / 2$.
Proof of Claim 12. In Game 3, $C^{*}$ is independent of $K_{1}^{*}$. (In particular, $\pi^{*}$ is generated by using a witness $\left(\left(r_{i}^{\prime *}\right)_{i}, 0^{k}\right)$, and each $r_{i}^{\prime}$ is generated by $r_{i}^{\prime *} \leftarrow \operatorname{Explain}\left(\omega_{i}^{*}, 0^{k}\right)$.) Since both $K_{1}^{*}$ and $K_{0}^{*}$ are chosen uniformly at random, $\mathcal{A}$ 's view is identically distributed regardless of the challenge bit $b \in\{0,1\}$. This must mean that the probability that $\mathcal{A}$ succeeds in guessing the challenge bit $b$ is exactly $1 / 2$. This completes the proof of Claim 12.

Claims 10 to 12 and the inequality (7) guarantee that there exist PPTAs $\mathcal{B}_{\mathrm{p}}$ and $\mathcal{B}_{\mathrm{w}}$ such that

$$
\operatorname{Adv}_{\Gamma_{\mathrm{DDN}}, \mathcal{A}}^{\mathrm{eCPA}}(k) \leq 2 \cdot\left(\operatorname{Adv}_{\Pi^{k}, \mathcal{B}_{\mathrm{p}}}^{\mathrm{SNC}}(k)+\operatorname{Adv}_{\mathcal{P}, \mathcal{B}_{\mathrm{w}}}^{\mathrm{WI}}(k)\right)
$$

which, due to our assumptions on the building blocks and Lemma 10, implies that $\operatorname{Adv}_{\Gamma_{\mathrm{DDN}}, \mathcal{A}}^{\mathrm{eCPA}}(k)$ is negligible. Recall that the choice of the PPTA eCPA adversary $\mathcal{A}$ was arbitrarily, and thus for any PPTA eCPA adversary $\mathcal{A}$ we can show a negligible upperbound for $\operatorname{Adv}_{\Gamma_{\mathrm{DDN}}, \mathcal{A}}^{\mathrm{eCPA}}(k)$ as above. Hence, the PKEM $\Gamma_{\mathrm{DDN}}$ is eCPA secure. This completes the proof of Lemma 7.

## E Unpredictability of the Proposed PKEMs

## E. 1 Strong Unpredictability of $\boldsymbol{\Gamma}_{\text {DDN }}$

Lemma 13. If the signature scheme $\Sigma$ is SOT secure and $\mathcal{H}$ is a UOWHF, then the detectable KEM $\Gamma_{\mathrm{DDN}}^{\dagger}=$ $\left(K_{K G}{ }_{\text {DN }}\right.$, Encap $_{\text {DDN }}$, Decap $\left._{\text {DDN }}, \mathrm{F}_{\mathrm{DDN}}\right)$ (which is obtained naturally from the PKEM $\Gamma_{\mathrm{DDN}}$ in Fig. 3) satisfies strong unpredictability.

Proof of Lemma 13. Let $\mathcal{A}$ be a PPTA adversary that attacks the strong unpredictability of the detectable $\operatorname{KEM} \Gamma_{\mathrm{DDN}}^{\dagger}$. Let $\left(P K=\left(\left(p k_{i}^{(j)}\right)_{i, j}, c r s, \kappa\right), S K\right)$ be a key pair input to $\mathcal{A}, C^{\prime}=\left(v k^{\prime},\left(c_{i}^{\prime}\right)_{i}, \pi^{\prime}, \sigma^{\prime}\right)$ be $\mathcal{A}$ 's output, and $C^{*}=\left(v k^{*},\left(c_{i}^{*}\right)_{i}, \pi^{*}, \sigma^{*}\right)$ be a ciphertext computed in the sUNP experiment.

Let us call $\mathcal{A}$ 's output ciphertext $C^{\prime}$ successful if $C^{\prime}$ makes the sUNP experiment output 1, i.e. it holds that $\mathrm{F}_{\mathrm{DDN}}\left(P K, C^{*}, C^{\prime}\right)=1$, which implies $\mathrm{H}_{\kappa}\left(v k^{*}\right)=\mathrm{H}_{\kappa}\left(v k^{\prime}\right)$. Consider two cases $v k^{*} \neq v k^{\prime}$ and $v k^{*}=v k^{\prime}$. It is easy to see that an adversary $\mathcal{A}$ which outputs a successful ciphertext $C^{\prime}$ with $v k^{*} \neq v k^{\prime}$ can be used to attack the UOWHF $\mathcal{H}$. (Since this is trivial to see, we omit describing a reduction algorithm). Furthermore, with an information-theoretic argument, we can bound the probability of the adversary $\mathcal{A}$ outputting a (even unsuccessful) ciphertext $C^{\prime}$ containing $v k^{*}$ to be negligible by the SOT security of $\Sigma$ and Lemma 11 (in Appendix B.2), because it corresponds to guessing an "unseen" verification key $v k^{*}$. This completes the proof of Lemma 13.

## E. 2 Strong Unpredictability of $\widehat{\Gamma}$

Lemma 14. If $\mathcal{H}$ is a UOWHF, then the detectable $K E M ~ \widehat{\Gamma} \widehat{\Gamma}^{\dagger}=(\widehat{\mathrm{KKG}}, \widehat{\text { Encap }}, \widehat{\text { Decap }}, \widehat{\mathrm{F}})$ (which is obtained naturally from the PKEM $\widehat{\Gamma}$ in Fig. 4) satisfies strong unpredictability (even against computationally unbounded adversaries).

Proof of Lemma 14. Let $\mathcal{A}$ be any (possibly computationally unbounded) adversary that attacks the strong unpredictability of the detectable KEM $\widehat{\Gamma}^{\dagger}$. Fix all randomness in the sUNP experiment except for $\kappa$ and $K^{*}$, so that they maximize $\mathcal{A}$ 's sUNP advantage. Let $r_{\mathcal{A}}$ be $\mathcal{A}$ 's random coin fixed in this step.

Let $F:\left[\operatorname{HKG}\left(1^{k}\right)\right] \rightarrow\{0,1\}^{k}$ be the function that takes $\kappa \in\left[\operatorname{HKG}\left(1^{k}\right)\right]$ as input, sets up $(P K, S K)$ using $\kappa$ and the key materials that are already fixed as above, runs $C^{\prime}=\left(h^{\prime},\left(c_{i}^{\prime}\right)_{i}, \widetilde{c}^{\prime}\right) \leftarrow \mathcal{A}\left(P K, S K ; r_{\mathcal{A}}\right)$, and outputs $h^{\prime}$.

Let $X$ be the distribution in which $K^{*} \in\{0,1\}^{k}$ is picked uniformly at random, calculates $\widetilde{c}^{*} \leftarrow$ $\operatorname{SEnc}\left(\alpha^{*},\left(\left(r_{i}^{*}\right)_{i \in[k+1]}, K^{*}\right) ; r^{\prime}\right)$ where $\alpha^{*},\left(r_{i}^{*}\right)_{i \in[k+1]}$, and $r^{\prime}$ are the values that have been already fixed. Then, $X$ outputs ( $c_{k+1}^{*} \| \widetilde{c}^{*}$ ), where $c_{k+1}^{*}=\operatorname{Enc}\left(p k_{k+1}, \alpha^{*} ; r_{i}^{*}\right)$.

Due to the correctness of $E, \operatorname{SEnc}\left(\alpha^{*}, \cdot ; r^{\prime}\right)$ is injective for any $\alpha^{*} \in \mathcal{K}_{k}$ and any randomness $r^{\prime}$, and thus the min-entropy of $X$ is exactly that of $K^{*}$, i.e. $\mathbf{H}_{\infty}(X) \geq k \in \omega(\log k)$. Furthermore, $X$ is efficiently samplable because $S$ Enc is efficient.

Recall that $\widehat{\mathrm{F}}\left(P K, C^{*}, C^{\prime}\right)=1$ if and only if $h^{*}=\mathrm{H}_{\kappa}\left(c_{k+1}^{*} \| \widetilde{c}^{*}\right)=F(\kappa)=h^{\prime}$. Therefore, by the definitions of $F, X$, and the sUNP experiment regarding $\widehat{\Gamma}^{\dagger}$, we have

$$
\operatorname{Adv}_{\widetilde{\Gamma}^{\dagger}, \mathcal{A}}^{\operatorname{sUNP}}(k) \leq \operatorname{Pr}\left[\kappa \leftarrow \operatorname{HKG}\left(1^{k}\right) ;\left(c_{k+1}^{*} \| \widetilde{c}^{*}\right) \leftarrow X: \mathrm{H}_{\kappa}\left(c_{k+1}^{*} \| \widetilde{c}^{*}\right)=F(\kappa)\right] .
$$

Then, by Lemma 12 (in Appendix B.2), $\operatorname{Adv}_{\bar{\Gamma}^{\dagger}, \mathcal{A}}^{\text {sUPP }}(k)$ is negligible. Note that this holds even if $\mathcal{A}$ is computationally unbounded, because Lemma 12 holds also for inefficient functions $F$. This completes the proof of Lemma 14.


[^0]:    * ©IACR 2015. This article is a minor revision of the version that appears in the proceedings of TCC 2015.

[^1]:    ${ }^{1}$ In this paper, for simplicity, we assume that the key space $\mathcal{K}$ and plaintext space $\mathcal{M}$ of a SKE scheme satisfy the following conditions: For each $k \in \mathbb{N}$, (1) every element in $\mathcal{K}_{k}$ has the same length, (2) every element in $\mathcal{M}_{k}$ has the same length, (3) both $\mathcal{K}_{k}$ and $\mathcal{M}_{k}$ are efficiently recognizable, and (4) we can efficiently sample a uniformly random element from both $\mathcal{K}_{k}$ and $\mathcal{M}_{k}$.

[^2]:    ${ }^{2}$ Note that we treat unpredictability and DCCA security of a detectable KEM as separate security notions (as opposed to treat the former as a requirement of the latter [43]), which we believe is more convenient to understand the connection between a PKEM and a detectable KEM.
    ${ }^{3}$ As discussed in [50], it is easy to achieve a detectable PKE scheme with DCCA security and unpredictability from a detectable KEM satisfying the same security notions, by combining the detectable KEM with a one-time secure SKE scheme (i.e. a SKE scheme which is secure under one-time encryption query).

[^3]:    ${ }^{4}$ If $X$ is a random variable and $f$ is a convex function, then $\mathbf{E}[f(X)] \geq f(\mathbf{E}[X])$. We use $f(x)=x^{2}$.

