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Abstract. In this paper, we construct several tools for building and manipulating pools of statistical correlations
in the analysis of RC4. We develop a theory to analyze these correlations in an optimized manner. We leverage
this theory to mount several attacks on IEEE 802.11 wireless communication protocols WEP and WPA. Based
on several partial temporary key recovery attacks, we recover the full 128-bit temporary key of WPA by using
242 packets. It works with complexity 296. Then, we describe a distinguisher for WPA with complexity 242 and
advantage 0.5 which uses 242 packets. Moreover, we report extremely fast and optimized active and passive attacks
against WEP. This was achieved through an extensive amount of theoretical and experimental analysis (capturing
WiFi packets), refinement and optimization of all the former known attacks and methodologies against RC4. Our
theory is supported and verified by a patch on top of Aircrack-ng. Our new attack improves its success probability
drastically. Our active attack, based on ARP injection, requires 22500 packets to gain success probability of 50%
against a 104-bit WEP key, using Aircrack-ng in non-interactive mode. It runs in less than 5 seconds on an off-the-
shelf PC. Using the same number of packets, Aicrack-ng yields around3% success rate. Furthermore, we describe
very fast passive only attacks by eavesdropping TCP/IPv4 packets ina WiFi communication. Our passive attack
requires 27500 packets. This ismuch less than the number of packetsAircrack-ng requires inactive mode(around
37500), which is a significant improvement. We believe that our analysis brings on further insight to the security of
RC4.

1 Introduction

RC4 was designed by Rivest in 1987. It used to be a trade secretuntil it was anonymously disclosed in 1994. At
present, RC4 is widely used in SSL/TLS, Microsoft Lotus, Oracle Secure SQL, Apple OCE, Microsoft Windows and
Wi-Fi which is based on the IEEE 802.11 standard. IEEE 802.11[24] used to be protected by WEP (Wired Equivalent
Privacy) which is now replaced by WPA (Wi-Fi Protected Access), due to security weaknesses.

WEP uses RC4 with a pre-shared key. Each packet is encrypted byXORing it with the RC4 keystream. The RC4
key is a pre-shared key prepended with a 3-byte nonce known astheIV. ThisIV is sent in clear for self-synchronization.
Indeed, the adversary knows that the key is constant except the IV which is known. Nowadays, WEP is considered as
being terribly weak, since passive attacks can recover the full key by assuming that the first bytes of every plaintext
frame is known. This happens to be the case due to the protocolspecifications.

In order to fix this problem, the Wi-Fi Alliance has replaced WEP by WPA [24]. The peer authentication is based
on IEEE 802.1X which accommodates a simple authentication mode based on a pre-shared key (WPA-PSK). The
authentication creates a Temporary Key (TK). TheTK then goes through a temporary key integrity protocol (TKIP)
to derive per-packet keys (PPK). The idea is that theTK is changed into aTKIP-mixed Transmit Address and Key
(TTAK) key to be used for a number of frames, limited to 216. Each frame applies a simple transformation to the
TTAK and a counterTSC to derive the RC4 per-packet keyPPK. Again, the 3 first bytes of the RC4 key are known
(they depend on the counter). In addition to the key derivation, WPA provides a packet integrity protection scheme
MIC [14]. Thus, only passive key recovery attacks can be considered.

⋆ This paper is the full version of our FSE 2013 [64] paper and the corrected version of our paper published at Eurocrypt 2011 [66].



1.1 Related Work

We recall three approaches for the cryptanalysis of RC4: attacks based on the weaknesses of the Key Scheduling Algo-
rithm (KSA), attacks based on the weaknesses of the Pseudorandom Generator Algorithm (PRGA), and the blackbox
analysis [65], which looks at RC4 as a blackbox and discoversweaknesses.

For theKSA, one of the first weaknesses published on RC4 was discovered by Roos [59] in 1995. This correlation
relates the secret key bytes to the initial state of thePRGA. Maitra et al. [37] generalized Roos-type biases and
introduced a related key distinguisher for RC4. Roos [59] and Wagner [81] identified classes of weak keys which
reveal the secret key if the first bytes of the key are known. This property has been widely exploited to break WEP
(see [6,15,21,35,34,65,4,72,79]). Another class of results concerns the inversion problem of theKSA: given the final
state of theKSA, the problem is to recover the secret key [5,55].

Analysis of weaknesses in thePRGA have largely been motivated by distinguishing attacks [16,18,40,42] or initial
state reconstruction from the keystream bytes [19,32,43,76] with complexity 2241 for the best state recovery attack.
Relevant studies of thePRGA reveal biases in the keystream bytes in [41,57]. Mironov recommends in [44] that the
first 512 initial keystream bytes must be discarded to avoid these weaknesses. Recently, Ohigashi et al. [52] showed
that even if these initial bytes are discarded, RC4 can stillbe broken if used in a broadcast scheme.

In 1996, Jenkins published two biases in thePRGA of RC4 on his website [28], which were used in an attack
by Klein later [31]. These biases were generalized by Mantinin his Master’s Thesis [39]. In 2008, Paul, Rathi and
Maitra [56] discovered a bias in the index which generates the first keystream word of RC4. Another bias in thePRGA

was discovered by Maitra and Paul in [36]. Finally, Sepehrdad, Vaudenay and Vuagnoux [65] discovered 48 new
correlations in thePRGA between state bytes, key bytes and the keystream and 9 new correlations between the key
bytes and the keystream.

In practice, key recovery attacks on RC4 need to bind theKSA and thePRGA weaknesses to correlate secret
key words to the keystream words. Some biases in thePRGA [31,56,36] have been successfully bound to the Roos
correlation [59] to provide known plaintext attacks. Another approach is the blackbox analysis [65], which does not
require any binding and can discover a correlation among thekey bytes and the keystream directly. This was exploited
in [65].

RC4 can also be used in broadcast schemes, when the same plaintext is encrypted with different keys. In this mode,
the attacker often tries to find unconditional or conditional biases on the keystream (see [41,38,63,26,1,52] for the most
relevant attacks.).

WEP Related Work. The WEP key recovery process is harder in practice than in theory. Indeed, some bytes of the
keystream may be unknown (see the Appendix of [79] for a description of the known and unknown bytes in ARP
and IP packets). Moreover, the theoretical success probabilities of these attacks have often been miscalculated and
conditions to recover the secret key are not the same. For example, [72,79,4,65] check the most 106 probable keys
instead of the first one as in [15,35,34,31,68,69]. Additionally, the IEEE 802.11 standard does not specify how the
IVs should be chosen. Thus, some attacks consider randomly picked IVs and some consider incrementalIVs (both
little-endian and big-endian encoded). Some implementations specifically avoid some class ofIVs which are weak
with respect to some attacks.

To unify the results, we consider recovering a random 128-bit long secret key with randomIVs. This often corre-
sponds to the defaultIV behavior of the 802.11 GNU/Linux stack. We compare the previous and the new results using
both a theoretical and an experimental approach.

– In [15], Fluhrer, Mantin and Shamir’s (FMS) attack is only theoretically described. The authors postulated that 4
million packets would be sufficient to recover the secret keyof WEP with the success probability of 50% with
incrementalIVs. Stubblefield, Ioannidis and Rubin [68,69] implemented this attack. They showed that between 5
million to 6 million packets are needed to recover the WEP secret key using the FMS attack. Note that in 2001,
almost all wireless cards were using incrementalIVs in big-endian mode.

– There is no proper theoretical analysis of the Korek [34,35] key recovery attacks. Only tools such as Aircrack-ng
[11] use them, with no analysis. Aircrack-ng classifies the most probable secret keys and brute-forces them, to
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reach success probability of 50% with about 100000 packets (randomIVs). Note that the amount of the brute-
forced keys depends on the value of the secret key and the“Fudge” factor (the number of trials on the key), a
parameter chosen by the attacker. By default, between 1000 to 1000000 keys are brute-forced. In this paper, we
improve the conditions of the Korek attacks and prove their success probability.

– The ChopChop attack was introduced in [33,71]. It allows anattacker to interactively decrypt the lastm bytes of
an encrypted packet by sending 128×mpackets in average to the network. The attack does not revealthe key and
is not based on any special property of the RC4 stream cipher.

– In [31], Klein showed theoretically that his attack needs about 25000 packets with randomIVs to recover the WEP
secret key with 50% success probability. Note that there is no practical implementation of the Klein attack, but both
the PTW [72] and theVV07 [79] attacks, which theoretically improve the WEP key recovery process, need more
than 25000 packets. This shows that the theoretical successprobability of the Klein attack was overestimated.
We implemented this attack. Success probability of 50% was achieved for approximately 60000 packets (random
IVs).

– Tews, Weinmann and Pyshkin showed in [72] that the WEP secretkey can be recovered with only 40000 packets
for the same success probability (randomIVs). However, this attack brute-forces the most 106 probable secret
keys. Thus, a comparison with the previous attacks is less obvious. Moreover, there is no theoretical analysis of
this attack, only experimental results are provided by the authors.

– Vaudenay and Vuagnoux [79] presented an improvement to theprevious attacks, where the same success prob-
ability can be reached with approximately 32700 packets with randomIVs. This attack also tests the 106 most
probable secret keys. However, only experimental results are provided by the authors.

– According to [4], Beck and Tews re-implemented the attack in [79] in 2009, obtaining the same success probability
with only 24200 packets using Aircrack-ng in the“interactive mode”. Using this mode, lower number of packets
is required (see Section 9 for more details on sequential distinguishers). No other previous attack used this mode,
and therefore a comparison between this result and other results in the literature is not straightforward. The 106

most probable secret keys are brute-forced. We were not ableto reproduce this result.

– In 2010, Sepehrdad, Vaudenay and Vuagnoux [65] described new key recovery attacks on RC4, which reduce the
amount of packets to 9800 packets. The most 106 probable keys are brute-forced as well. However, theIVs were
not randomly chosen and some attacks such as the FMS were overrepresented.

– In 2011, Sepehrdad, Vaudenay and Vuagnoux [66] introducedan optimized key recovery attack on WEP, obtaining
the same success probability as the previous attacks with only 4000 packets, but they did not provide experimental
verification of their results.

In this paper, we construct a precise theory behind our WEP attack. We show that the analysis in [66], claiming that
success probability of 50% can be obtained with 4000 packetsshould be re-examined. We illustrate that the variance
of some random variables in [66] are not as expected and the assumption of the independence and distribution of a
few random events in [66] are not correct, and thus 4000 is notenough to break WEP in practice. All our analysis
has been precisely checked through extensive experimentation. We show that we can recover a 128-bit long WEP key
using 22500 packets in less than 5 seconds using an ordinary PC. With less number of packets, a successful attack will
require a longer period, because it needs to brute-force more keys.

WPA Related Work. WPA was proposed as a replacement for WEP in 2003 [24]. WPA uses a different secret key for
every encrypted packet. Since 2003, a several cryptanalysis results were published against WPA, but most such attacks
work only if some special features of WPA are enabled (for instance QoS), or if the same plaintext in encrypted under
many different keys (may not be easily achievable). Currently, dictionary attacks [11] and recovering the PIN code of
WPS [80,8] by brute-force (see below) are the main techniquesthat break WPA in practice. If the user chooses a safe
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password and WPS is disabled, we are not aware of any method that can perform a key recovery attack on WPA in a
short period of time. Below, we list the most well-known attacks on WPA in the literature:

– Dictionary Attack: Through eavesdropping the network, the goal of the attacker is to get a WPA handshake [25,11];
the hash of the key is communicated between the client and theAccess Point (AP) when the client begins the
connection. The attacker can wait or launch a deauthenticate-attack against the client. When he gets the hash, he
can try to find the key with a dictionary attack, a rainbow attack [51] or one of the multiple attacks that exist on
hashed keys.

– A flaw in WiFi Protected Setup (WPS) is known from the end of 2011 by Tactical Network Solutions (TNS) [80].
From this exploit, the WPA password can be recovered in 2-10 hours. This attack only works if WPS (PIN method)
is supported and enabled by the AP. Another recent attack by Bongard [8] exploits weak randomization, or the lack
of randomization, in a key used to authenticate hardware PINs on some implementations of WPS, allowing anyone
to quickly collect enough information to guess the PIN usingoffline calculations. By calculating the correct PIN,
rather than attempting to brute-force the numerical password, the new attack circumvents defences instituted by
companies. While the previous attack requires up to 11 000 guesses to find the correct PIN to access the router’s
WPS functionality, the new attack only requires a single guess and a series of offline calculations, which take a
few seconds to finish.

– In 2009, Beck and Tews released an attack on WPA [4]. This is not a key recovery attack, but still exploits
weaknesses in TKIP to allow the attacker to decrypt ARP packets and to inject traffic into a network, even allowing
her to perform a DoS (Denial of Service) attack or an ARP poisoning. In order to be practical, the attack requires
some additional quality of services features (described byIEEE 802.11e) to be enabled.

– The Ohigashi-Morii Attack [53] is an improvement of the Beck-Tews attack on WPA-TKIP. Indeed, this attack is
efficient for all modes of WPA and not just those with QoS features. The time to inject a fake packet is reduced
to approximately 15 minutes to 1 minute at the best. For this attack, a man-in-the-middle attack is superposed to
the Beck-Tews attack, to reduce the execution time of the attack. In [75], the time complexity of Ohigashi-Morii
attack was improved. This new attack focuses on a new vulnerability of QoS packet processing. This attack still
works even if the Access Point (AP) does not support IEEE 802.11e.

– The Hole196 vulnerability was found by Airtight Networks [48] in 2010. The name “Hole196” refers to the page
number in the IEEE 802.11 Standard (Revision, 2007) where the vulnerability is buried. This attack is not a key
recovery attack. The attacker has to be an authorized user ofthe network. All Wi-Fi networks using WPA or
WPA2, regardless of the authentication (PSK or 802.1x) and encryption (AES) they use, are vulnerable.

– An attack against the Michael message integrity code of WPA was presented in [3], that allows an attacker to reset
the internal Message Integrity Check (MIC) state. It concatenates a known message with an unknown message
which keeps the unknown MIC valid for a new packet.

– In 2004, Moen, Raddum and Hole [45] discovered that the recovery of at least two RC4 packet keys in WPA leads
to a full recovery of the temporal key and the message integrity check key. Once from the same segment of 216

consecutive packets two RC4 keys are successfully recovered, the Moen, Raddum and Hole attack can be applied.
This leads to aTK key recovery attack on WPA with complexity 2104 using 2 packets.

– Paterson, et al. [54] observed very large,IV dependant biases in the RC4 keystream when the algorithm is keyed ac-
cording to the WPA specification. They leveraged these biasestogether with similar techniques presented in [1,26]
(used to attack RC4 in TLS), to mount a statistical plaintextrecovery attack on WPA, in the situation where the
same plaintext is encrypted in many different frames, i.e.,RC4 in “broadcast attack” setting. They were able to
recover the first 256 bytes of a frame, using 224− 230 encrypted frames, depending on the success probability.
This attack does not recover theTK of WPA. Later, in [61], Sen Gupta, et al. revisited the correlation of ini-
tial keystream bytes in WPA to the first three bytes of the RC4 key, which are known from theIV. Using these
correlations, they improved the data complexity of the attack in [54] for few keystream bytes.
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– In [27], Ito, et al. focused on the state information and investigated various linear correlations among the unknown
state information, the first three bytes of the RC4 key, and the keystream bytes in both generic RC4 and WPA.
Particularly, those linear correlations are effective forthe state recovery attack since they include the first known
three-byte keys (IV-related) information.

– Recently, Vanhoef, et al. [78] introduced another attack on WPA. Their attack works on RC4 in broadcast scheme
model, i.e., for the attack to work, the same packet needs to be encrypted with different keys. To satisfy this
requirement, they introduced a method to generate a large number of identical packets: If the IP of the victim
is known and incoming connections towards it is not blocked,they can simply send identical packets to the
victim. Otherwise, they induce the victim into opening a TCPconnection to an attacker-controlled server. This
connection is then used to transmit identical packets to thevictim. Next, they use a large number of correlations
in RC4 keystream to decrypt some packets and derive the TKIPMIC value. Given the plaintext data and itsMIC

value, they could efficiently derive theMIC key [77]. It is then explained how theMIC key can be used to inject
and decrypt packets. In practice, the attack can be executedwithin an hour. This attack does not recover the WPA
temporary key (TK).

We extend Moen, Raddum and Hole attack. We first recover several weak bytes of the key and then we apply
Moen, Raddum and Hole attack. As a result, we propose a key recovery attack against WPA with complexity 296 using
242 packets.

1.2 Our Overall Contribution

In this paper, we construct tools and a theory for building and manipulating a pool of statistical correlations in RC4.
With our theory, we analyze several statistical strategiesfor a partial key recovery on WEP and WPA. We apply
them to recover some weak bits of the WPA keyTK by using 242 packets. We then build a full session key recovery
attack against WPA with complexity 296 and using 242 packets. Later, we transform our partial key recovery attack
into a distinguisher for WPA. Our distinguisher was further improved by [60] using another technique. We apply our
analysis to WEP and show experimentally that the best attacksso far can still be improved. We review some errors in
our previous publications [65,66] and verify our results through experiments.

Structure of the Paper. We first present RC4, WEP, WPA and Aircrack-ng in Section 2. Next, the general principle
of the attacks on WEP and WPA is described in Section 3. We then introduce some useful definitions and lemmas in
Section 4. Some weaknesses on RC4 are described in the form oflemmas in Section 5. As an example and for more
clarification, two significant statistical biases in RC4 areelaborated in Section 6 for the target key bytes. Then, we
study key recovery attacks to be able to recover some “weak bits” of the temporary key of WPA in Section 7. Then,
we present a full temporary key recovery attack for WPA in Section 7.4. We also introduce a distinguisher for WPA in
Section 7.5. We present an optimized attack on WEP in Section 8and then we compare our experimental results with
Aircrack-ng 1.1 in Section 9 and finally we conclude in Section 10.

2 Description of the Algorithms and Protocols

2.1 Description of RC4 and Notations

RC4 consists of two algorithms: the Key Scheduling Algorithm (KSA) and the Pseudo Random Generator Algorithm
(PRGA). RC4 has a state defined by two registers (words)i and j and an array (ofN words)Sdefining a permutation
overZN. RC4KSA generates an initial state for thePRGA from a random keyK of L words as described in Fig. 1.

Note that, we define all the operators such as addition, and multiplication in the ring of integers moduloN repre-
sented asZ/NZ, or ZN, whereN = 256 (i.e.wordsarebytes). Thus,x+y should be read as(x+y) modN.

Throughout this paper, we denotēK[i] := K[0]+ · · ·+K[i]. Note that, we recover̄K[i]’s, instead ofK[i]’s, because
this approach increases the success probability of key recovery (see [79] for more details). The variablez denote the
keystream derived from the keyK using RC4. The first bytes of a plaintext frame are often known(see [79]), as well as
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the IV (the first 3 bytes of the keyK). That is, we assume that the adversary can usez and theIV in a known plaintext
attack.

KSA starts with an array{0,1, . . . ,N−1}, whereN = 28 and swapsN pairs, depending on the value of the secret
key K. At the end, we obtain the initial state for thePRGA.

KSA PRGA

1: for i = 0 toN−1 do
2: S[i]← i
3: end for
4: j ← 0
5: for i = 0 toN−1 do
6: j ← j +S[i]+K[i modL]
7: swap(S[i],S[ j])
8: end for

1: i← 0
2: j ← 0
3: loop
4: i← i+1
5: j ← j +S[i]
6: swap(S[i],S[ j])
7: outputzi = S[S[i]+S[ j]]
8: end loop

Fig. 1.TheKSA and thePRGA Algorithms of RC4

The PRGA’s role is to generate a keystream of words of log2N bits, which will be XORed with the plaintext
to obtain the ciphertext. Thus, RC4 computes the loop of thePRGA each time a new keystream wordzi is needed,
according to the algorithm in Fig. 1. Note that each time a word of the keystream is generated, the internal state of
RC4 is updated.

Sometimes, we consider an idealized version RC4⋆(t) of RC4 defined by a parametert as shown in Fig. 2. Namely,
after the roundt, j is assigned randomly. This model has already been used in theliterature, such as in [42,59,55].

KSA⋆(t) PRGA⋆

1: for i = 0 toN−1 do
2: S[i]← i
3: end for
4: j ← 0
5: for i = 0 toN−1 do
6: if i ≤ t then
7: j ← j +S[i]+K[i modL]
8: else
9: j ← random

10: end if
11: swap(S[i],S[ j])
12: end for

1: i← 0
2: j ← 0
3: loop
4: i← i+1
5: j ← random
6: swap(S[i],S[ j])
7: outputzi = S[S[i]+S[ j]]
8: end loop

Fig. 2.TheKSA⋆(t) and thePRGA⋆ algorithms of RC4⋆(t)

Let Si [k] (resp.S′i [k]) denote the value of the permutation defined by arrayS at indexk, after the roundi of the
KSA (resp. thePRGA), whereS−1 := {0,1, . . . ,N−1}. We also denoteSN−1 = S′0. Let j i (resp. j ′i ) be the value ofj
after the roundi of theKSA (resp.PRGA) where the rounds are indexed with respect toi. Thus, theKSA has rounds
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0,1, . . . ,N−1 and thePRGA has rounds 1,2, . . .. RC4KSA andPRGA are defined by

KSA PRGA

j−1 = 0 j ′0 = 0
j i = j i−1+Si−1[i]+K[i modL] j ′i = j ′i−1+S′i−1[i]

S−1[k] = k S′0[k] = SN−1[k]

Si [k] =







Si−1[ j i ] if k= i
Si−1[i] if k= j i
Si−1[k] otherwise

S′i [k] =







S′i−1[ j
′
i ] if k= i

S′i−1[i] if k= j ′i
S′i−1[k] otherwise

zi = S′i [S
′
i [i]+S′i [ j

′
i ]]

In WEP and WPA attacks, the basis of the complexity measurementis the time it takes to compute the key value
which is determined by the biased equation.

2.2 Description of WEP

WEP [22] uses a 3-byteIV concatenated to a secret key of 40 or 104 bits (5 or 13 bytes) asan RC4 key. Thus, the RC4
key size is either 64 or 128 bits. In this paper, we do not consider the 40-bit key variant. So,L = 16. We have

K = K[0]‖K[1]‖K[2]‖K[3]‖· · ·‖K[15] = IV0‖IV1‖IV2‖K[3]‖· · ·‖K[15]

whereIVi represents the(i + 1)-th byte of theIV andK[3]‖...‖K[15] represents the fixed secret part of the key. In
theory, the value of theIV should be random, but in practice it is a counter, mostly in little-endian and is incremented
by one each time a new 802.11b frame is encrypted. Sometimes,some particular values of theIV are skipped to thwart
specific attacks based on the “weakIVs”. Thus, each packet uses a slightly different key.

To protect the integrity of the data, a 32-bit long CRC32 checksum calledICV is appended to the data. Similar to
other stream ciphers, the resulting stream is XORed with theRC4 keystream and it is sent through the communication
channel together with theIV in clear. On the receiver’s end, the ciphertext is again XORed with the shared key and the
plaintext is recovered. The receiver checks the linear error correcting code and it either accepts the data or declines it.

It is well known [58,72,79] that a some portion of the plaintext is practically constant and that some other bytes can
be predicted. They correspond to the LLC header and the SNAP header and some bytes of the TCP/IP encapsulated
frame. For example, by XORing the first byte of the ciphertextwith the constant value0xAA, we obtain the first byte
of the keystream. Thus, even if these attacks are called known plaintext attacks, they are ciphertext only in practice
(see the Appendix of [79] for the structure of ARP and TCP/IPv4 packets).

2.3 Description of WPA

WPA includes a key hashing function [20] to defend against theFluhrer, Mantin and Shamir attack [15], a Message
Integrity Code(MIC) [14] and a key management scheme based on 802.1X [23] to avoidthe key reuse and to ease the
key distribution.

The 128-bit Temporal Key(TK) is a per-session key. It is derived from the key management scheme during
authentication and is given as an input to thephase1 key hashing function (key mixing algorithm), together witha
48-bit Transmitter Address(TA) and a 48-bitTKIP Sequence Counter (TSC) which is sometimes called theIV. We
will avoid this latter name to avoid any confusion with the first 3 bytes of the RC4 key (which indeed only depends on
theTSC, but with a shorter length).

TheTK can be used to encrypt up to 248 packets. Every packet has a 48-bit indexTSC which is split intoIV32
andIV16. TheIV32 counter is incremented every 216 packets. The packet is encrypted using a 128-bitRC4KEY which
is derived from theTK, TSC, and some other parameters (e.g. device addresses) which can be assumed as constants
and known by the adversary for our purpose. Similar to WEP, thefirst three bytes of theRC4KEY only depend on the
TSC, so they are not secret. The derivation works in two phases according to the standard [20]. The first phase does
not depend onIV16 and is done once every 216 packets for efficiency reasons. It derives a 80-bit keyTTAK, called
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TKIP-mixed Transmit Address and Key (TTAK) in the standard (but, is denotedP1K in the reference code). This is
performed in a 2 step process: PHASE1STEP1 and PHASE1STEP2 (see [20]).

TTAK= phase1(TK,TA, IV32)

The second phase uses theTTAK, TK and theIV16 to derive a 96-bit keyPPK which is then turned into theRC4KEY.
This is performed in a 3 step process: PHASE2STEP1, PHASE2STEP2, and PHASE2STEP3 (see [20]).

RC4KEY = phase2(TK,TTAK, IV16)

The key derivation of WPA based on a pre-shared key is depictedin Fig. 3 (without protocol parameters such as the
transmitter addressTA).

PSK ✲ Authentication
WPA-PSK

✲ TK ✲

TSC
✻IV16

❄

IV32

✲
phase1 ✲TTAK

phase2 ✲ RC4KEY

802.1X WPA RC4

Fig. 3.The WPA Key Derivation based on the Pre-Shared Key Authentication Method

In what follows, we denoteK[i] = RC4KEY[i mod 16] andIV = K[0]‖K[1]‖K[2] to use the same notations as in
WEP. By convention, theTTAK and thePPK are considered as vectors of 16-bit words. TheTK and theRC4KEY are
considered as vectors of 8-bit words. Vectors are numbered starting from 0.

TheRC4KEY is simply defined (PHASE2STEP3 in [20]) from thePPK, TK and theIV16 by

RC4KEY[0] = high8(IV16) RC4KEY[1] = (high8(IV16) or 0x20) and 0x7f

RC4KEY[2] = low8(IV16) RC4KEY[3] = low8((PPK[5]⊕ (TK[1]‖TK[0]))≫ 1)
RC4KEY[4] = low8(PPK[0]) RC4KEY[5] = high8(PPK[0])
RC4KEY[6] = low8(PPK[1]) RC4KEY[7] = high8(PPK[1])
RC4KEY[8] = low8(PPK[2]) RC4KEY[9] = high8(PPK[2])
RC4KEY[10] = low8(PPK[3]) RC4KEY[11] = high8(PPK[3])
RC4KEY[12] = low8(PPK[4]) RC4KEY[13] = high8(PPK[4])
RC4KEY[14] = low8(PPK[5]) RC4KEY[15] = high8(PPK[5])

Note that a filter avoids the use of some weakIV classes. Actually, only the weakIV class discovered by Fluhrer,
Mantin, and Shamir [15] are filtered.

2.4 Aircrack-ng

Aircrack-ng [11] is a program for WEP and WPA-PSK keys cracking. It can recover the keys once enough packets
have been captured. It is the most widely downloaded cracking software in the world. It implements the standard
Fluhrer, Mantin and Shamir’s (FMS) attack [15] along with some optimisations such as Korek attacks [34,35], as well
as the Physkin, Tews and Weinmann (PTW) attack [72]. We applied a patch to Aircrack-ng 1.1 to improve its success
probability.
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3 General Principle of the Attacks

Below we present the high-level description of our attacks on WEP and WPA. All these attacks are known-plaintext.
However, in practice they are ciphertext only, because somemessages (plaintext bytes) are known due to the IEEE
802.11 standard specifications.

It is known for years that many statistical events happeningbetween the RC4 key bytes, the state bytes, the
keystream and theIV are not distributed uniformly at random. These events are biased with some specific probability.
We leverage these biased relations in our attacks.

Below we give an example of one of these biases (the KorekA u13 2 bias):

K̄[3] = 1−σ3(2) if S2[3] = 2, S2[1] = 0 and z1 = 3

This event happens with probabilityP3
u(3,2), where

σ3(2) = S0[1]+S1[2]

P3
u(3,2) =

(

N−1
N

)3(N−2
N

)N−4
+ 1

N

(

1−
(

N−2
N

)N−4
)

≈ 35.9/N

SinceK[0],K[1] are known,σ3(2) can be computed by an attacker. We denotef := 2−σ3(2) as the biased equation
or the biased relation, and the eventg := (S2[3] = 0 andz2 = 0) as the condition of this bias. We later prove how these
conditions lead to the above biased relation by describing the attack path. The attack path is the path which needs to
be followed through theKSA and thePRGA for the biased equation to hold. In the example above, the probability that
the attack path occurs is 35.9/N.

To recoverK̄[i], given a set of key bytes we already know and an indexi, we assume that we have a list ofdi

equations represented as̄K[i] = f j together with its conditions denoted asg j , where j is non-negative andj < di , such
that

Pr [K̄[i] = f j(z,clue)|g j(z,clue)] = p j

for some probabilityp j 6= 1
N and

Pr [g j(z,clue)] = q j

We refer to f j as the biasedequationor relation, to g j as the biasconditionand toq j as the biasdensity. clue
represents some known bytes, such as state, or key bytes. We use the list of biases from Table 3. The mysterious
function σi(t) in Table 3 can be computed using theclue. The exact definition of this function is given in Lemma 8
later.

For simplicity, we assume that for some giveni, z andclue, all suggestedf j(z,clue) for j ’s such thatg j(z,clue)
holds are pairwise distinct. We further assume that the events K̄[i] = f j(z,clue) with different i’s are independent.

We classify RC4 biases into two categories: the conditionalbiases and the unconditional biases. We use these
notions specifically in the WPA attack in Section 7. Although all the biases are conditional, i.e., there always exists a
g, the unconditional category includes the biases whose condition density is very close to one. Any bias which is not
an unconditional bias is a conditional bias. we place theSVV 10 and the Korek biases in the conditional category and
the Klein-Improved bias in the unconditional category (seeAppendix C).

3.1 Attack on WEP

We discuss several biases in the key bytes, the keystream,IV and the state bytes of RC4. We leverage these biases to
vote for individual key bytes of RC4. In fact, we vote for̄K[i]’s instead ofK[i]’s. For the WEP attack, we first recover
the value ofK̄[15]. This is done because we have a fundamental relation in RC4, which is as follows:

K̄[i +16j] = K̄[i]+ jK̄[15] (1)
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for 0≤ i ≤ 15 andj = 0,1 and 2. This means that if the value ofK̄[15] is known, the biases for̄K[i+16j] can be used
to vote forK̄[i]. This helps us increase the probability of recoveringK̄[i] correctly.

Next, we use the biases to vote forK̄[3] to K̄[14] sequentially. We do this sequentially, because if the valueof K̄[3]
is known, sinceK[0], K[1], K[2] are also known (they make theIV), we can update the state toS3. This will increase
the success probability of recoverinḡK[4]. Hence, we first recover̄K[3] and then we update the state toS3, then we
recoverK̄[4] and update the state toS4, and we continue this process until we recoverK̄[14].

The open problem we are trying to address in this paper is to derive an optimized method for voting, which leads
to the highest success probability. To reach this goal, we need to compute the probability of every individual biased
relation, together with devising a method to combine them together, in order to break WEP with the least number of
packets. Finally, we need to compute the correct parametersto reach the least number of packets to break WEP.

3.2 Attack on WPA

Moen, et al. [45] discovered that the recovery of at least twoRC4 packet keys in WPA leads to a full recovery of the
temporal key and the message integrity check key. The results from [45] lead to an “easy” attack on WPA. According
to the description of how an RC4KEY is derived (last paragraph of Section 2.3), to recover two RC4KEYs, we can just
guess the 96-bit PPK and the 8 weak bits of theTK with an average complexity of 2103 until it generates the correct
keystream. Then, we guess the 96-bit PPK of another packet inthe same segment. Hence, the average complexity of
the full attack is 2104

In this paper, we improve this attack by recovering the weak bits of theTK separately: after having recovered the
weak bits, we note that the 96-bit PPK is now enough to recalculate the RC4KEY. So, we can do an exhaustive search
on the PPK for a given packet until we find the correct one. Thisworks with average complexity of 295. We do not need
to recover all key bytes to be able to discover the 8 weak temporary key bytes of WPA. It will be shown in Section 7,
that we only need to recover̄K[15], K̄[3], K̄[13] andK̄[14]. We use a similar technique as the WEP attack to recover
these key bytes, but in this case, we only use the stateS2 for key recovery. Since, we need to recover two RC4KEYs,
the average complexity of the attack is 296.

We are still trying to address the same open problems as described for WEP. However, the theory behind how to
merge the biases for WPA, and how to set the parameters in an optimized manner get much more complicated in WPA
compared to WEP.

4 Some Useful Definitions and Lemmas

In this section, we present some mathematical definitions and lemmas which are useful later in computing the success
probability of our attacks on WEP and WPA.

Definition 1. We denote

ϕ(λ) =
1√
2π

∫ λ

−∞
e−

x2
2 dx=

1
2
erfc

(

− λ√
2

)

In particular, ϕ(−λ/
√

2) = 1
2erfc(

λ
2).

Definition 2. The gamma function over the field of complex numbers is an extension of the factorial function and is
defined as:

Γ(x) =
∫ ∞

0
tx−1e−tdt

for Re(x)> 0.

– The beta function, also called the Euler integral of the first kind, over the field of complex numbers is defined as:

B(a,b) =
∫ 1

0
ta−1(1− t)b−1dt

10



for Re(a)> 0 andRe(b)> 0.

– The incomplete beta function is a generalization of the beta function and is defined as:

B(x;a,b) =
∫ x

0
ta−1(1− t)b−1dt

– The regularized incomplete beta function is defined in terms of the incomplete beta function and the complete beta
function as

Ix(a,b) =
B(x;a,b)
B(a,b)

– We say that X has a negative binomial distribution if it has aprobability mass function:

Pr[X = x] =

(

x+ r−1
x

)

(1− p)r px

where r is a positive integer and p is real. r and p are both parameters of this distribution. Extending this definition
by letting r to be real positive, the binomial coefficient canalso be rewritten using the gamma function:

Pr[X = x] =
Γ(x+ r)
x!Γ(r)

(1− p)r px

This generalized distribution is called the Pólya distribution. We also have

E(X) =
pr

(1− p)
and V(X) =

pr
(1− p)2

Thecdf of this distribution can be computed using the regularized incomplete beta function. In fact, we have

FX(x) = Pr(X ≤ x) = 1− Ip(x+1, r)

Definition 3. Let A,B and C be three random variables overZN. We say that A is biased towards B with bias p
conditioned on an event E and we represent it as A

p
=
E

B if

Pr(A−B= x|E) =







p if x= 0

1−p
N−1 otherwise

WhenPr[E] = 1, it is denoted as A
p
= B.

Lemma 4. Let A,B and C be random variables inZN such that

A
p1= B B

p2=C

We assume that A−B and B−C are independent. We have A
P
=C, where

P=
1
N
+

(

N
N−1

)(

p1−
1
N

)(

p2−
1
N

)

def
= p1⊗ p2

The operator⊗ is commutative and associative over[0,1], where1 is the neutral element.
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The proof of the above lemma is provided in Appendix A.1. Fromthe above lemma and the associativity of⊗, we
deduce the corollary below:

Corollary 5. Let A,B,C,D and E be random variables inZN such that

A
p1= B B

p2=C C
p3= D D

p4= E

We assume that A−B, B−C, C−D and D−E are independent. We have A
P
= E, where

P= p1⊗ p2⊗ p3⊗ p4 =
1
N
+

(

N
N−1

)3

·
4

∏
i=1

(

pi−
1
N

)

For p4 = 1, we obtain

P= p1⊗ p2⊗ p3 =
1
N
+

(

N
N−1

)2

·
3

∏
i=1

(

pi−
1
N

)

We can extend the above corollary by adding new conditions.

Lemma 6. Let A,B,C,D and E be random variables inZN andCond andCond′ be two events such that

A
p1= B B

p2=C C
p3=

Cond′
S[D] D

p4= E

Let for all, α, β, γ and δ, the events A−B = α, B−C = β, (C−S[D] = γ)∧Cond′ and D−E = δ be independent;
furthermore, let

1. ((A= S[D])∧Cond)⇔ ((A= S[D])∧Cond′)
2. Pr[Cond] = Pr[Cond′] and Pr[D = E|Cond] = Pr[D = E|Cond′]
3. Pr[A= S[E]|A 6= S[D],D 6= E,Cond] = 1

N−1

We have
Pr[A= S[E]|Cond] = p1⊗ p2⊗ p3⊗ p4

The proof of this lemma is provided in Appendix A.2. We use thelemma above in Section 6 and also in analyzing
the rest of the biases in Appendix C. Later, we make a heuristic assumption that the events 1, 2 and 3 occur.

5 Some Weaknesses in RC4

In this section, we introduce some more lemmas which specifically represent a weakness in RC4. They are very useful
in the next sections.

The next lemma represents a relation betweenK̄[i] and the value ofj i .

Lemma 7. In theKSA of RC4, we have

K̄[i] = j i−
i

∑
x=1

Sx−1[x]

Proof. We prove it by induction by using
j i = j i−1+Si−1[i]+K[i]

⊓⊔
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The following lemma describes the probability that some state bytes remain at their position during RC4 state
updates. Intuitively,St is the last state the attacker can recover. For instance, forWEP and WPA, since theIV is known,
the attacker can initially compute up to stateS2, thereforet = 2 in this case. Later, when he recovers more key bytes
sequentially,t will increase. Hence, from now on, any time we talk about the indext, we mean the index of the last
state which the attacker is able to compute.

Lemma 8. For any0< i <N, and any−2< t < i, the following five relations hold on RC4⋆(t) for any set(m1, . . . ,mb)
of distinct mj ’s such that mj ≤ t or mj > i−1:

Pb
A(i, t)

def
= Pr

[

b∧
j=1

(Si−1[mj ] = · · ·= St+1[mj ] = St [mj ])

]

=
(

N−b
N

)i−t−1

Si−1[mj ]
P1

A= St [mj ]

i

∑
x=1

Sx−1[x]
PB(i,t)
= σi(t) with PB(i, t)

def
=

i−t−1

∏
k=0

(

N−k
N

)

+
1
N

(

1−
i−t−1

∏
k=0

(

N−k
N

)

)

P0
def
= Pr[S′i−1[i] = · · ·= S′1[i] = SN−1[i] = · · ·= Si [i]] =

(

N−1
N

)N−2

S′i−1[i]
P0= Si [i]

where

σi(t) =
t

∑
j=0

Sj−1[ j]+
i

∑
j=t+1

St [ j]

The proof of this lemma is provided in Appendix A.3.

We use the Jenkins’ correlation to construct the Klein-Improved attack (described in the next section). We introduce
and prove this correlation below:

Lemma 9. (Jenkins’ correlation [28]). Assuming the internal state SN−1 is a random permutation, and j′i is chosen

randomly, then zi +S′i [ j
′
i ]

PJ= i, where PJ = 2
N .

Proof.

Pr[S′i [ j
′
i ] = i−zi ] = Pr[S′i [ j

′
i ] = i−zi |S′i [i]+S′i [ j

′
i ] = i] . Pr[S′i [i]+S′i [ j

′
i ] = i]

+Pr[S′i [ j
′
i ] = i−zi |S′i [i]+S′i [ j

′
i ] 6= i] . Pr[S′i [i]+S′i [ j

′
i ] 6= i]

= 1
N + 1

N

(

1− 1
N

)

≈ 2
N

⊓⊔

The following lemma by Mantin is the most spectacular correlation ever found on RC4. Thanks to this lemma, the
keystream of RC4 can be distinguished from random with onlyN packets.

Lemma 10. (Theorem 1 in [41]) Assume that the initial permutation S′0 = SN−1 is randomly chosen from the set of
all the possible permutations over{0, . . . ,N− 1}. Then, the probability that the second output word of RC4 is0 is

approximately2
N . In fact, we have z2

2
N= 0.

The proof of this lemma is provided in Appendix A.4.
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6 Two Significant Biases in RC4

In this section, we describe two significant biases in RC4 as an example of how we use such correlations in a successful
attack, namely: the Klein-Improved bias (an unconditionalbias) and the Au15 bias (a conditional bias). The complete
list of all such biases are presented in Appendix C. To get an intuition of the numerical values of the densities and
probabilities of all the biases we use, we present them in Appendix B for some fixed values ofi andt, whereP, and
g are the probability and the density of the biases respectively. For simplicity, we use the wordCond and the event
g(z,clue) (described in Section 4) interchangeably in this section. As we mentioned earlier,St represents the last state
which is computable by the attacker. For instance,K[0], K[1] andK[2] are initially known, therefore, the state up toS2

can be computed. In the WEP attack, we recoverK̄[3] first usingS2 and then usinḡK[3] we update the state toS3 and
recoverK̄[4]. We continue this process until we recoverK̄[14]. On the other hand, for WPA, we sett = 2 all the time,
and we only useS2, to recoverK̄[15], K̄[3], K̄[13] andK̄[14].

6.1 The Klein-Improved Attack

Klein [31] combined Jenkins’ correlation for thePRGA and the weaknesses in theKSA to derive a correlation between
the RC4 key bytes and the keystream. This bias was further improved in [79] by recoverinḡK[i] instead ofK[i] to reduce
the dependency between secret key bytes. We use Lemma 9 and explain how it can be merged with the weaknesses of
theKSA (see Fig. 4).

The conditions, the attack path, the key recovery relation and the success probability of this attack are described
below.

– Conditions: (i−zi) 6∈ {St [t +1], . . . ,St [i−1]} (Cond)
– Attack path: (see Fig. 4)
• St [ j i ] = · · ·= Si−1[ j i ] = Si [i] = S′i−1[i] = S′i [ j

′
i ] = i−zi

– Key recovery relation: K̄[i] = S−1
t [i−zi ]−σi(t)

– Probability of success:PKI (i, t) (see below)

Exploiting the above correlation and the relations in theKSA and thePRGA, we have

1. S′i [ j
′
i ]

PJ= i−zi (Lemma 9)
2. S′i [ j

′
i ] = S′i−1[i]

3. S′i−1[i]
P0= Si [i] (Lemma 8)

4. Si [i] = Si−1[ j i ]

5. Si−1[ j i ]
P1

A=
Cond′

St [ j i ] (whereCond′ is the event thatj i ≤ t or j i > i−1.)

6. j i = K̄[i]+
i

∑
x=1

Sx−1[x] (Lemma 7)

7.
i

∑
x=1

Sx−1[x]
PB= σi (Lemma 8)

We make the same heuristic assumption of independence as in Lemma 6 and Lemma 8. Then, we gain

PKI (i, t) = PJ⊗P0⊗P1
A(i, t)⊗PB(i, t)

conditioned toCond. Hence, the key recovery relation becomes

K̄[i]
PKI=
Cond

S−1
t [i−zi ]−σi(t)
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Fig. 4.RC4 state update in the Klein-Improved attack

6.2 The A u15 Attack

Korek is the nickname of a hacker who described 20 key recovery attacks on RC4 [34,35]. Au15 is one of the
Korek attacks with the highest success probability. First,we introduce the conditions for this attack to succeed, the
assumptions we make (attack path), the equation for the key recovery and the success probability. All other Korek
attacks are described in Appendix C.

– Conditions: St [i] = 0 andz2 = 0

– Attack path: (see Fig. 5)

• St [i] = · · ·= Si−1[i]

• Si [2] = · · ·= SN−1[2] = S′1[2] = 0

• j i = 2

– Key recovery relation: K̄[i] = 2−σi(t)

– Probability of success:P1
u(i, t) (see below)

We classify the conditions as
C1 : St [i] = 0 and C2 : z2 = 0

We also classify the assumptions and the events and the key recovery equation as






















S1 : St [i] = · · ·= Si−1[i]
S2 : Si [2] = · · ·= SN−1[2] = S′1[2]
S3 : K̄[i] = j i−σi(t)
E1 : j i = 2
B : K̄[i] = 2−σi(t)
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Now, we compute the theoretical success probability of the attack. The goal is to estimatePr[B|C1,C2]. So, we
compute

Pr[B|C1,C2] = Pr[E1S3|C]+Pr[B¬S3|C]

= Pr[E1|S3C] . Pr[S3|C]+Pr[B|¬S3C] . (1−Pr[S3|C])

Now,

Pr[B|¬S3C] = Pr[B¬E1|¬S3C]

≈ Pr[B¬E1|C]

= Pr[B|¬E1C] . Pr[¬E1|C]

≈ 1
N−1 (1−Pr[E1|C])

Overall,

Pr[B|C1,C2] ≈ Pr[E1|C] . Pr[S3|C]+
(

1−Pr[E1|C]
N−1

)

. (1−Pr[S3|C])

= Pr(E1|C) .
(

NPr[S3|C]−1
N−1

)

+
(

1−Pr[S3|C]
N−1

)

Then, we approximatePr[S3|C]≈ PB(i, t) and we also have

Pr[E1|C] = Pr(C1|E1C2)
(

Pr(E1|C2)
Pr(C1|C2)

)

≈ Pr(C1|E1C2)

= Pr(C1S1S2|E1C2)+Pr(C1¬(S1S2)|E1C2)

≈ Pr(C1S1S2|E1C2)+
1
N (1−Pr(S1S2|E1C2))

≈ Pr(C1S1S2|E1C2)+
1
N

(

1−P1
A(i, t) .

(

N−1
N

)N−i
)

Pr[C1S1S2|E1C2] =

(

Pr[C1S1S2E1|C2]

Pr[E1|C2]

)

= Pr[C2|C1S1S2E1] .

(

Pr[C1S1S2E1]

Pr[C2] . Pr[E1|C2]

)

Deploying Lemma 10, we obtain

Pr[C1S1S2|E1C2] =
1
2

P1
A(i, t)

(

N−1
N

)N−i

Therefore, overall we have

P1
u(i, t)

def
= Pr[B|C1C2] =

(

NPB(i, t)−1
N−1

)

.

[

1
2

P1
A(i, t)

(

N−1
N

)N−i

+
1
N

(

1−P1
A(i, t)

(

N−1
N

)N−i
)]

+

(

1−PB(i, t)
N−1

)

All the other correlations described in Appendix C and Table3 are manipulated similarly. In the next few sections,
we describe how to combine these biases to mount optimal key recovery attacks against WEP and WPA.
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7 Attacks on the WPA Protocol

In this section, we use the two biases described in the previous section and all the biases described in Appendix C to
mount a key recovery attack against WPA. We first recover 8 bitsof the WPA temporary key, and then use it to mount
a key recovery attack against the full key. Recovering those8 bits is performed in two steps: we first recover 7 of such
bits (the first attack), and then the last bit (the second attack).

There are 8 bits of theTK that we callweak, because they have a simple relation with the bits of thePPK. These
bits consist of the 7 most significant bits of theTK[0] and the least significant bit of theTK[1].

7.1 The First Attack: Recovering 7 Weak Bits of theTK

Given ν = (K̄[2], K̄[3], K̄[13], K̄[14]), the adversary can computeK[3] = K̄[3]− K̄[2] andK[14] = K̄[14]− K̄[13]. In
WPA, we have

PPK[5] = K[15]‖K[14]

K[3] = low8((PPK[5]⊕ (TK[1]‖TK[0]))≫ 1)

So, givenν, the adversary can computex= high7(TK[0]) by

x= low7((K̄[3]− K̄[2])⊕ ((K̄[14]− K̄[13])≫ 1))

We denoteNν = 232 the total number of possibleν’s andNx = 27 the total number of possiblex’s. Also let k be the
total number of agglomerated biases we can use to vote forK̄[3], K̄[13] andK̄[14].

We can recover the 7 weak bits as follows: for each candidate valuex (normally distributed), each packetm and
eachℓ = 1, . . . ,k if the agglomerated bias condition holds, the biased equation ℓ gives us the value of the RC4 key
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byte on packetm, which is correct with probabilitypℓ. We letx be the suggested value of the 7 weak bits computed as
explained. We letXx,m,ℓ be some magical coefficientaℓ (to be optimized later) if the biased equation is indeed correct
and 0 otherwise. We letYx = ∑n

m=1 ∑k
ℓ=1Xx,m,ℓ, wheren is the total number of packets to be used. Clearly, the correct

value forν is suggested with probabilitypℓ and others are obtained randomly. We assume incorrect ones are suggested
with the same probability1−pℓ

Nν−1.

If x is not the correct value, it is not suggested for sure whenν is correct. Sincelow7((K̄[3]− K̄[2])⊕ ((K̄[14]−
K̄[13])≫ 1)) is balanced, this incorrectx has Nν

Nx
valuesν belonging to the set ofNν − 1 incorrect ones. So,x is

suggested with probabilityNν
Nx
× 1−pℓ

Nν−1. Consequently, theXx,m,ℓ for incorrectx’s are random variables with the expected
values

aℓqℓNν
1− pℓ

Nx(Nν−1)

if x is not the correct value, whereqℓ is theℓ-th bias density.
If x is the correct value, it is suggested with probabilitypℓ for the correctν and whenν is one of theNν−Nx

Nx

(incorrect) preimages ofx by low7((K̄[3]− K̄[2])⊕ ((K̄[14]− K̄[13])≫ 1)); that is, with overall probabilitypℓ +
Nν−Nx

Nx
× 1−pℓ

Nν−1. So, theXx,m,ℓ for the correctx are random variables with expected values

aℓqℓNν
1− pℓ

Nx(Nν−1)
+aℓqℓ

Nν pℓ−1
Nν−1

The difference between these two expected values is important. This is also the case for the difference of variances.
Since everyx is suggested with the probability roughlyqℓNx

, we assume that the variance of a badXx,m,ℓ can be approxi-

mated byqℓ
Nx

(

1− qℓ
Nx

)

a2
ℓ . Let ∆ be the operator making the difference between the distributions for a goodx and a bad

one. We have

E(Yx bad) =
n

Nx

(

1− 1
Nν

)∑
ℓ

aℓqℓ(1− pℓ)

E(Yx good) = E(Yx bad)+∆E(Y)

∆E(Y) =
n

1− 1
Nν

∑
ℓ

aℓqℓ

(

pℓ−
1

Nν

)

V(Yx bad) ≈ n∑
ℓ

a2
ℓ

qℓ
Nx

(

1− qℓ
Nx

)

V(Yx good) = V(Yx bad)+∆V(Y)

∆V(Y) ≈ n

1− 1
Nν

∑
ℓ

a2
ℓqℓ

(

pℓ−
1

Nν

)

whereE(Yx bad) andV(Yx bad) denote the expected value and the variance of aYx variable for any badx respectively.
Here, we remove the subscriptx of Yx in ∆E(Y), since this does not depend on a specific value forx. Let λ be such
that ∆E(Y) = λ

√

V(Yx bad)+V(Yx good). The probability that the correctYx is lower than an arbitrary wrongYx is
ρ = ϕ(−λ). See Section 4 for the definition ofϕ. That is, the expected number of wrongx’s with largerYx is

r = (Nx−1)ϕ(−λ) (2)

So,

n=

λ2∑
ℓ

a2
ℓ

[

2

(

qℓ
Nx

)(

1− qℓ
Nx

)(

1− 1
Nν

)2

+qℓ

(

pℓ−
1

Nν

)(

1− 1
Nν

)

]

(

∑
ℓ

aℓqℓ

(

pℓ−
1

Nν

)

)2
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By computing the derivative ofn with respect toaℓ and set it to zero, we conclude that the optimal value ofn is reached
for

aℓ = aopt
def
=

(

pℓ− 1
Nν

)

(

pℓ− 1
Nν

)

+ 2
Nx

(

1− 1
Nν

)(

1− qℓ
Nx

)

Hence, we obtain

n= nopt
def
=

λ2
(

1− 1
Nν

)

∑
ℓ

aℓqℓ

(

pℓ−
1

Nν

) (3)

In [66], it was assumed that∆V(Y) = 0 and the value fornopt andaopt were different. However, our experiments
have shown that this approximation was not sound. This is whywe integrate∆V(Y) here. The attack works as follows:

1: The goal is to recover(K̄3, K̄13, K̄14), usingK̄[0], K̄[1], K̄[2].
2: Initialize theYx counters to 0.
3: for m= 1 ton do
4: for ℓ= 1 tok do
5: if the bias condition holdsthen
6: Compute the suggested value for(K̄[2], K̄[3], K̄[13], K̄[14]).
7: Computex, using the tuple above.
8: IncrementYx by aℓ.
9: end if

10: end for
11: end for
12: Outputx= argmaxxYx.

Clearly, the time complexity isnk. The complexity is measured in terms of the number of times the if structure is
executed. This should have a complexity which is essentially equivalent to executing the PHASE2 of the key derivation.
The memory complexity has the order of magnitude ofNx. Here is another variant of the algorithm:

1: The goal is to recover(K̄3, K̄13, K̄14), usingK̄[0], K̄[1], K̄[2].
2: Initialize a tableyµ

x to 0.
3: for ℓ= 1 tok do
4: for all µ’s that satisfy thegℓ conditionsdo
5: Computex.
6: Incrementyµ

x by aℓ.
7: end for
8: end for
9: Initialize theYx counters to 0.

10: for m= 1 ton do
11: for all x do
12: Computeµ.
13: IncrementYx by yµ

x.
14: end for
15: end for
16: Outputx= argmaxxYx.

whereµ is the vector of allzi ’s andclue bytes appearing in any of the biased relations. Now, the timecomplexity is
Nµk+Nxn and the memory complexity isNµNx, whereNµ is N raised to the power of the number ofzi bytes and the
clue bytes appearing in any of the biased relations. So, the complexity is

c= min(nk,Nµk+Nxn) (4)
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The two complexity curves intersect forn= Nµ
k

k−Nx
≈ Nµ whenNx≪ k.

For ν = (K̄[2], K̄[3], K̄[13], K̄[14]), we haveNν = 232, Nµ = 248 andNx = 27. The complexities with and without
using conditional biases are summarized in Table 1. As we cansee, when ignoring the conditional biases we need
about 65% more packets, but the complexity is much lower becausek is smaller. So, the conditional biases do not
seem to be useful in this case.

7.2 The Second Attack: Recovering One Weak Bit of the TK

Let x= low1(TK[1]) be the last weak bit. Given theIV and alsoν = (K̄[2], K̄[3], K̄[14], K̄[15]), we deducex by

x= high1((K̄[3]− K̄[2])⊕ (K̄[15]− K̄[14]))

So, we apply the first attack withNx = 2. SinceK̄[15] in involved, we have more biases. We haver, n andc from
Eq. (2), Eq. (3) and Eq. (4) respectively.

For ν = (K̄[2], K̄[3], K̄[14], K̄[15]), we haveNν = 232, Nµ = 2120 andNx = 2. The complexities are summarized in
Table 1. Again, conditional biases are not very useful. We can also see that this choice ofν leads to a much better
attack than the one from Section 7.1 in terms ofn, but the complexity is slightly higher. This is due to a larger k.

7.3 Merging the First and the Second Attacks

In this section, we merge the first and the second attack on WPA,to recover its 8 weak bits. Given two attacks
for recovering independentx1 (resp.x2) random variables leading toYx1 (resp.Yx2), c1 (resp.c2), n1 (resp.n2) and
λ1 (resp.λ2), one problem is to merge the sorted lists ofx1 andx2 to obtain a sorted list of all(x1,x2) pairs. The
problem is to find the best ordering of these pairs to minimizethe expected complexity for finding the good pair
in an exhaustive search going through this list. One can follow the approach by Junod-Vaudenay [30]. They proved
that the best mixing paradigm consists of sorting the(x1,x2) following their likelihood ratio, which is obtained by
multiplying the likelihood ratio ofx1 and ofx2. They showed that this ranking procedure minimizes the costs of the
attacks exhaustive search.

We assume that allYxi ’s are independent, normally distributed with the varianceeitherV(Yxi bad) or V(Yxi good) =

V(Yxi bad)+∆V(Yxi ) and the expected value eitherE(Yxi bad) or E(Yxi good) = E(Yxi bad)+∆E(Yxi ). Givenxi , the ratio
for xi being the correct value based on the observationYxi is

Pr[Yxi |xi good]

Pr[Yxi |xi wrong]
=

1
√

2πV
(

Yxi good

)

e

−

(

Y
xi−E

(

Y
xi good

))2

2V

(

Y
xi good

)

1
√

2πV(Yxi bad)
e
− (

Y
xi−E(Y

xi bad))
2

2V(Y
xi bad)

=

√

V (Yxi bad)

V
(

Yxi good

)e

(Y
xi−E(Y

xi bad))
2

2V(Y
xi bad)

−

(

Y
xi−E

(

Y
xi good

))2

2V

(

Y
xi good

)

So, when multiplying some terms of this form for the pairs of values, sorting them by decreasing product is
equivalent to sorting them by decreasing value of

1
2

(

1
V1b
− 1

V1g

)

Y2
x1 +

(

E1g
V1g
− E1b

V1b

)

Yx1 + 1
2

(

1
V2b
− 1

V2g

)

Y2
x2 +

(

E2g
V2g
− E2b

V2b

)

Yx2

= a(Yx1−β1)
2+b(Yx2−β2)

2
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where

V1g = V(Yx1 good) V2g = V(Yx2 good)
V1b = V(Yx1 bad) V2b = V(Yx2 bad)
∆V1 = ∆V(Yx1) ∆V2 = ∆V(Yx2)

E1g = = E(Yx1 good) E2g = E(Yx2 good)
E1b = = E(Yx1 bad) E2b = E(Yx2 bad)

a = 1
2

(

1
V1b
− 1

V1g

)

b = 1
2

(

1
V2b
− 1

V2g

)

β1 =
(

V1gE1b−V1bE1g
∆V1

)

β2 =
(

V2gE2b−V2bE2g
∆V2

)

So we letYx1,x2 = a(Yx1−β1)
2+b(Yx2−β2)

2. With the same assumptions as in [30],Yx1,x2 is distributed with the
Generalized-χ2 distribution [9,10]. The average number of the wrong(x1,x2) pairs with higher score than the good
one is

r = (Nx1Nx2−1) . Pr
(

Yx1,x2 good−Yx1,x2 bad < 0
)

Thus, we define a new random variable

∆Yx1,x2 =
2

∑
m=1

∑
j=b,g

am j

[

(Yxm j −βm)
2

Vm j

]

where
a1g = aV1g a1b =−aV1b Yxig =Yxi good

a2g = bV2g a2b =−bV2b Yxib =Yxi bad

∆Yx1,x2 is a quadratic form in independent normal random variables.It can be expressed as the linear combination

∆Yx1,x2 =
2

∑
m=1

∑
j=b,g

am jX
2
m j (5)

whereXm j’s are independent and normally distributed random variables with variance one. We write

t2
m j =

(E(Ym j)−βm)
2

V(Ym j)
= t ′2m j . n

The characteristic function of a quadratic form in independent normal random variables∆Yx1,x2 is given by Davies [9]:

ϕ∆Yx1,x2(u) = E(eiu∆Yx1,x2) =
e

iu







2

∑
m=1

∑
j=b,g

am jt2
m j

1−2iuam j







2

∏
m=1

∏
j=b,g

(1−2iuam j)
1
2

If E(|∆Yx1,x2|) is finite, it follows from Gil-Pelaez [17] that

F∆Yx1,x2(w) = Pr(∆Yx1,x2 < w) =
1
2
−

∫ ∞

−∞
Im

(

ϕ∆Yx1,x2(u)e
−iuw

2πu

)

du
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Substituting what we have, one derives

F∆Yx1,x2(0) = Pr(∆Yx1,x2 < 0) =
1
2
−

∫ ∞

−∞
Im

















e

iu







2

∑
m=1

∑
j=b,g

am jt2
m j

1−2iuam j







2πu
2

∏
m=1

∏
j=b,g

(1−2iuam j)
1
2

















du

Finally, settingr, the value ofn can be numerically computed.
It might be of interest to evaluaten analytically. In Eq. (5), theX2

i ’s follow the non-centralizedχ2 distribution.
Our experiments revealed that their non-centrality parameters are large. Letni andt2

i be their corresponding degrees
of freedom and non-centrality parameters respectively. Itwas shown in [46] that whenni → ∞ or t2

i → ∞, the non-
centralizedχ2 random variable can be approximated by normal distributionwith the same expected value and variance.
Using this approach, the above integral can be avoided. Hence,

E(∆Yx1,x2) ≈
2

∑
m=1

∑
j=b,g

am j
(

1+ t2
m j

)

V(∆Yx1,x2) ≈
2

∑
m=1

∑
j=b,g

2a2
m j

(

1+2t2
m j

)

To findn, we need to solve the following equation.




−E(∆Yx1,x2)
√

V(∆Yx1,x2)



= ϕ−1
(

r
Nx1Nx2−1

)

Thus, we derive

n≈
[

1
µ

ϕ−1
(

r
Nx1Nx2−1

)]2

where

µ=

2

∑
m=1

∑
j=b,g

am jt
′
m j

√

√

√

√

2

∑
m=1

∑
j=b,g

4a2
m jt
′
m j

We can use these merging rules to merge the two previous attacks. We havec= c1+c2 by using Eq. (4) forc1 and
c2. We obtain the results in Table 1.

Table 1 represents the corresponding complexities when merging the previous attacks to recover the 8 weak bits
of theTK. We also compare these attack using a merged setν directly. As we can see, merging the attacks with small
ν’s (reference 3 in Table 1) is much better than making a new attack with a mergedν (reference 4).

7.4 Temporary Key Recovery Attack on WPA

The results from [45] lead to an “easy” attack on WPA: guess the96-bitPPK and the 8 weak bits of theTK with an
average complexity of 2103 until it generates the correct keystream. Then, guess the 96-bit PPK of another packet in
the same segment (with the weak bits already known). Then, apply the method of [45] to recover theTK. We improve
this attack by recovering the weak bits of theTK separately: we know from Table 1 that we can recover the weak bits
of theTK by using 242 packets. After having recovered the weak bits, we note that the 96-bitPPK is now enough
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Table 1.The complexities of several attacks to recover log2Nx bits of theTK. We compare them when including conditional biases
and without. We provide the number of packetsn, the running time complexityc, the expected numberr of the better wrong values,
as well as the parametersk, λ andNν. Except whenNx = 2, for which it would not make any sense, we targetr = 1

2 (that is, the
correct value has the higher score in half of the cases). We usedK̄[0], K̄[1], K̄[2].

reference ν n c r Nx k λ Nν Nµ cond. biases
1u (K̄[2], K̄[3], K̄[13], K̄[14]) 242.10 242.10 1

2 27 1 2.66 232 N6 without
1c (K̄[2], K̄[3], K̄[13], K̄[14]) 241.38 253.10 1

2 27 211.72 2.66 232 N8 with
2u (K̄[15], K̄[2], K̄[3], K̄[14]) 240.38 245.38 1

4 2 25 0.67 232 N15 without
2c (K̄[15], K̄[2], K̄[3], K̄[14]) 239.12 255.85 1

4 2 216.73 0.67 232 N17 with
3u merge 1u+2u 241.83 246.87 1

2 28 without
3c merge 1c+2c 241.22 257.99 1

2 28 with
4u (K̄[15], K̄[2], K̄[3], K̄[13], K̄[14]) 251.72 257.72 1

2 28 26 2.88 240 N17 without
4c (K̄[15], K̄[2], K̄[3], K̄[13], K̄[14]) 251.05 272.69 1

2 28 221.64 2.88 240 N19 with

to recalculate theRC4KEY. So, we can do an exhaustive search on thePPK for a given packet until we find the
correct one. This works with average complexity of 295. We do it twice to recover thePPK of two packets in the same
segment. Given these twoPPK sharing the sameIV32, we recover theTK by using the method of [45]. Therefore,
we can recover the temporary keyTK and decrypt all packets with complexity 296. The number of packets needed to
recover the weak bits is 242.

7.5 Distinguishing WPA

RC4 can be distinguished usingN packets [41] and since WPA’s output is already an output of RC4, it can be simply
distinguished from random using a few packets. However, thedistinguisher of [41], based on the bias ofz2, can not
distinguish two protocols that are both using RC4. In this section, we are using all the biases on RC4 together with
some weaknesses in the structure of WPA and mount a distinguishing attack on WPA. This distinguisher is also capable
of distinguishing WPA from other protocols using RC4. The first attack can be turned into a distinguisher as follows.
The expected value and the variance of the correctYx are

E(Yx good) = E(Yx bad)+λ
√

V(Yx bad)+V(Yx good)
V(Yx good) =V(Yx bad)+∆V(Y)

Lets extend our notations by defining

γ =
(

V(Yx good)

V(Yx bad)

)

The random variableYx of the good counter is larger than

T = E(Yx bad)+λ′
√

V(Yx bad)+V(Yx good)

with probability ϕ
(

(λ−λ′)
√

1+ 1
γ

)

. Now, if we replace the WPA packets by a sequence generated by RC4 fed

with random keys, all the counters have the expected valueE(Yx bad) and the variance approximatelyV(Yx bad). The
probability that a given counter exceedsT is ϕ(−λ′

√
1+ γ). The probability that any counter exceeds this is lower

thanNxϕ(−λ′
√

1+ γ). So, the condition maxxYx > T makes a distinguisher of the samen andc as in the first attack
and withAdv ≥ β, where

β = ϕ

(

(λ−λ′)

√

1+
1
γ

)

−Nxϕ
(

−λ′
√

1+ γ
)

(6)

Finally, we find the optimalλ′ which maximizes the advantage.
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λ′ =

√

(

1+ 1
γ

)2
λ2+

(

γ− 1
γ

)[(

1+ 1
γ

)

λ2+2ln
(

Nx
√γ
)

]

−
(

1+ 1
γ

)

λ
(

γ− 1
γ

)

We use the same values as before and targetAdv ≥ 1
2. We use Eq. (3) forn, Eq. (4) forc and Eq. (6) for a lower

boundβ of the advantage. The performances of the distinguishers are summarized in Table 2. Again, the attack based
on ν = (K̄[15], K̄[2], K̄[3], K̄[14]) is better in terms of the number of packets, but is not in termsof the complexity. It
works using 241.23 packets and complexity of 246.23. The one based onν = (K̄[2], K̄[3], K̄[13], K̄[14]) works with 50%
more packets (241.83) with no conditional biases, but with a much better complexity of 241.83.

Table 2. The complexities of several distinguishers for WPA. We compare them when including conditional biases and without.
We list the number of packetsn, the running time complexityc, the bound on the advantageβ, as well as the parametersk, λ and
Nν. We targetβ = 1

2 . We usedK̄[0], K̄[1], K̄[2].

ν n c β Nx k λ Nν Nµ cond. biases
1u (K̄[2], K̄[3], K̄[13], K̄[14]) 241.83 241.83 0.5 27 1 2.42 232 N6 without
1c (K̄[2], K̄[3], K̄[13], K̄[14]) 241.11 252.83 0.5 27 211.72 2.42 232 N8 with
2u (K̄[15], K̄[2], K̄[3], K̄[14]) 241.23 246.23 0.5 2 25 1.28 232 N15 without
2c (K̄[15], K̄[2], K̄[3], K̄[14]) 240.97 257.70 0.5 2 216.73 1.28 232 N17 with

Our distinguisher has recently been improved by Sen Gupta etal. [60]. Their distinguisher requires only 219 packets
to distinguish WPA from any other protocol based on RC4.

8 Tornado Attack on WEP

In this section, we present an attack on WEP using the theory wealready built.

8.1 Passive vs. Active Attacks

For WEP, we consider both passive and active adversaries. In an active attack, the attacker eavesdrops the ARP packets
and since most of the plaintext bytes are known (up to the 32-nd byte), she can computez1, . . . ,z32 values using the
ciphertext. It is also possible to inject data into the network. Because the ARP replies expire quickly (resetting the
ARP cache), it usually takes only a few seconds or minutes until an attacker can capture an ARP request and start re-
injecting it [72]. However, active attacks are detectable by Intrusion Detection systems (IDS). Moreover, some network
cards require extra driver patches to be able to inject data into the traffic. This is not available for all network cards. On
the other hand, a passive attacker can eavesdrop the wireless communication channel for TCP/IPv4 packets, without
any need to inject data. The caveat is that more data frames are unknown in this case compared to the ARP packets
(see the Appendix of [79]). As presented in Table 3, the Klein-Improved attack requireszi to recoverK̄[i]. Hence in
reality, we are not able to use this attack to recover some bytes of the key. Instead, we use Korek attacks, since they
only needz1 andz2 to operate. To summarize, we need more packets in a passive attack compared to an active attack.
The difference in the number of packets is presented in Fig. 10.

8.2 Technical Details

We recoverK̄[15], K̄[3], . . . , K̄[14] sequentially. We initially sett = 2 and useS2 to recoverK̄[15]. Using the same state,
we recoverK̄[3]. Next, we update the state toS3 and recoverK̄[4]. We repeat the same steps until we recoverK̄[14].
When the full key is recovered, we test it. If it is not correct,we test more keys by re-voting (see below for more
details). We call this attack Tornado Attack, because we usea theory from tornado analysis.
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We apply the first attack on WPA (see Section 7.1) withx= ν: we only recover the key bytes which are the same
for all packets. This attack produces a ranking of all the possible x’s in the form of a listL by decreasing order of
likelihood. The attack works as in Fig. 6.

1: Compute the rankingL15 for K̄[15], usingK̄[0], K̄[1], K̄[2].
2: TruncateL15 to its firstρ15 terms.
3: for eachk̄15 in L15 do
4: Run the recursive attack on the inputk̄15.
5: end for
6: Stop: Attack failed.
Recursive attack with input (k̄15, k̄3, . . . , k̄i−1):
7: if The input is onlȳk15 then
8: Seti = 3.
9: end if

10: if i ≤ imax then
11: Compute the rankingLi for k̄[i], having(k̄[0], . . . , k̄[i−1], k̄[15]).
12: TruncateLi to its firstρi terms.
13: for eachk̄i in Li do
14: Run the recursive attack on the input(k̄15, k̄3, . . . , k̄i−1, k̄i).
15: end for
16: else
17: for eachk̄imax+1, . . . , k̄14 do
18: Test the key(k̄3, . . . , k̄14, k̄15) and stop if it is correct.
19: end for
20: end if

Fig. 6. Tornado attack on WEP

In the following, we compute the values of theρi ’s, such that the success probability becomes 50% and the attack
complexity is minimized.

Let Nx = Nν = N, r i andci be their parameters following Eq. (2,4). LetRi be the rank of the correct̄ki value inLi .
Let define a random variableUi j = 1(Yxi good<Yxi badj ), whereYxi badj is the j-th bad counter in attackinḡK[i]. Hence, we

have

Ri =
Nx−1

∑
j=1

Ui j

The expected value and the variance of this random variable are:

r i = E(Ri) = (Nx−1)ϕ(−λi)

and

E(R2
i ) = E(Ri)+(Nx−1)(Nx−2) . E(Ui1.Ui2)

(7)

where

E(Ui1.Ui2) =
1

√

2πV(Yxi good)

∫ ∞

−∞
e
−

(

Y−E(Y
xi good

)

)2

2V(Y
xi good

)



1−ϕ
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Y−E(Yxi bad)
√
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dY

This finally yields
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V(Ri) = (Nx−1)ϕ(−λi)+(Nx−1)(Nx−2) . E(Ui1.Ui2)− (Nx−1)2ϕ(−λi)
2 (8)

In [66], Ui1 andUi2 were incorrectly assumed to be independent, leading to

V(Ri)≈ (Nx−1)ϕ(−λi)(1−ϕ(λi))≈ r i

which did not match our experiments. Now, the fundamental question is: What is the distribution ofRi?

8.3 Analysis Based on Ṕolya Distribution

In [66], it was assumed that the distribution ofRi is normal. Running a few experiments, we noticed that in factit is
following a distribution very close to the Poisson distribution. A revealing observation was that the variance of the
distribution was much higher than the expected value. A number of distributions have been devised for series in which
the variance is significantly larger than the mean [2,13,49], frequently on the basis of complex biological models [7].
The first of these was the negative binomial, which arose in deriving the Poisson series from the point binomial [70,82].
We use a generalized version of the negative binomial distribution called the Ṕolya distribution. The main application
of the Ṕolya distribution is inTornado Outbreaks[74] andHail Frequencyanalysis [73].

In most climates, the probability of hail is small. If the mean hail frequency ranges on an intervalf1 < f < f2 for
all climates, it was observed that for values off near f1 the hail storms are quite scattered through each year. For this
case, the hail storms might be considered independent of each other. In this instance, the series of annual frequencies of
hail events are expected to follow the Poisson distributionof rare events. On the other hand, if the mean hail frequency
is near f2, then it seems reasonable to assume that the successive hailstorms may no longer be independent, and if
one storm had hail, the next storm would be more likely to havehail as well. The introduction of dependence between
successive storms leads to the negative binomial distribution [73]. Similarly, tornadoes tend to cluster within yearsand
follow a Pólya process rather than a Poisson process in areas where frequency of the occurrence is high [74].

This observation led us to find out thatRi is in fact following the Ṕolya distribution (see Definition 2). To be
more precise, if two events occur with Poisson distributionand their expected values are very low, then it can be
assumed that those events are happening independently. On the other hand, for Poisson events with high expected
values (approximated as normal), the occurrence of the former event may increase the probability of the latter. In such
cases, the overall distribution would be the Pólya distribution. Regarding the current problem, the events (Yxi good<
Yxi badj ) and(Yxi good<Y

xi badj′ ) are not independent. Therefore, they tend to follow the Pólya distribution. SinceE(Ri)

andV(Ri) are known from Eq. (7) and Eq. (8), the valuespi andr i for attackingK̄[i] can be simply computed by

pi =

(

1− E(Ri)

V(Ri)

)

and r i =

(

E(Ri)
2

V(Ri)−E(Ri)

)

As a proof of concept, we have sketched the probability distribution of R3 for 5000 packets. The corresponding
parameters for the Ṕolya distribution arep = 0.9839 andr = 0.356 (see Fig. 7). As can be observed, those two
distributions are extremely close. Also,

ui
def
= Pr[Ri ≤ ρi−1] = 1− Ipi (ρi , r i)

whereI is the regularized incomplete beta function. Overall, the success probability is

u= u15

imax

∏
i=3

ui

and the complexity is
c= c15+ρ15

(

c3+ρ3
(

c4+ρ4
(

· · ·cimax+ρimaxN
14−imax · · ·

)))

To be able to compare our results with the state of the art, we set u= 50%. To approximate the optimal choice of
ρ’s, let imax= 14. We have to deal with the following optimization problem:
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Minimize c in terms of theρi ’s, with the constraint thatu=
15

∏
i=3

(1− Ipi (ρi , r i)) =
1
2

To solve this optimization problem, we compare three distinct approaches:

– To obtain the probability of 50%, we let the probabilitiesui ’s be equal for alli ∈ {3, . . . ,15}. Hence, we set

(1− Ipi (ρi , r i)) = 2(
−1

imax−1) = 0.9481

and we find the correspondingρi ’s. This approach does not yield the optimal solution, but atleast it gives a
benchmark on what we should expect.

– Another approach is to use Lagrange multipliers to find the optimal solution. We used thefmincon function in
Maltab with Sequential Quadratic Programming [50](SQP) algorithm as the default algorithm to compute the
local minimum. This algorithm was very fast and stable compared to the Genetic algorithm which is explained
next. Since this algorithm needs a starting pointx0 for its computations, we used theGlobalSearch class which
iterates thefmincon function multiple times using random vectors forx0. Simultaneously, it checks how the results
merge towards the global minimum. The drawback of any Lagrange multiplier approach is that the algorithm
should be fed with a continuous objective function. This is because it has to compute derivatives. Since we need
integer values forρi ’s in practice, we had to relax the outputs by theceil function to round up theρi ’s found by this
approach. Therefore, it does not guarantee that the optimalsolution is found, but it finds an answer very close to
optimal. As our experiments revealed, this algorithm most often setsρ14 = N. So, using this approach,imax= 13
and we do not often need to vote for̄K[14].

– The last approach is to find an algorithm which can handle discrete functions, i.e., it accepts integers as input. One
option is to use a Genetic algorithm. We used thega function in Matlab for this purpose. Since these algorithms
are evolutionary, the drawback is that with the same parameters, each run outputs different results. So, we have to
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run the algorithm multiple times and pick the best solution.The other drawback is that it can find a local minimum
and does not guarantee to find the global optima. As can be observed in Fig. 8, this method is not as stable as the
other approaches. Plus the experiment time is much longer than the other methods. To obtain a stable result, the
parameters of the Genetic algorithm should be carefully set. This approach often yields a high value forρ15, but it
is often less thanN.

Using the empirical distribution ofRi ’s and by deploying the Genetic algorithm approach, we computed the exper-
imental curve for the complexity. We have depicted the result of all these three approaches in Fig. 8.
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Fig. 8.Theoretical and experimental logarithmic complexity in terms of the data complexity for breaking a WEP key with probabil-
ity at least 50% with respect to three distinct optimization approaches: the Benchmark approach, the Global optimization technique
and the Genetic algorithm technique.

We call the optimized key ranking attack on RC4,“Tornado Attack”, sinceRi ’s follow a similar distribution as
tornadoes occurrences.

RecoveringK̄ [15], Theory vs Practice. RecoveringK̄[15] is a crucial step in the WPA and WEP attacks. We compare
the theoretical and experimental success probability of recoveringK̄[15]. In this specific example, we only evaluate
the first element in the sorted list. In [66], it is assumed that Yx good−Yi is independent for all badi’s and was deduced
that the goodx had a topYx with probability (1− ϕ(−λ))N−1. Running some experiments, we observed different
results which invalidate this model. Fig. 9 represents the success probability of this attack with respect to the number
of packets, theoretically and experimentally. Since we already know that the distribution of the rank is the Pólya
distribution, we obtain

Pr[R15 = 0] = (1− p15)
r15

The difference between these two curves are a result of the dependency between the biases. In all our analysis, we
assumed that the biases are independent, which may not be thecase for some cases in practice. This difference can be
observed in Fig. 9.
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9 Experimental Attack & Comparison with Aircrack-ng

Fig. 10 represents a comparison between Aircrack-ng and ournew attack. We used an Intel Xeon Processor W5590 at
3.33Ghz with 8M Cache for the comparison. For the attack on WEPand WPA, we used the biases up tōK[34]. For
any i > 34, the probabilities are getting very close to the uniform distribution. It can still improve the overall success
rate of the attack, but this improvement is not significant and it further increases the computational cost of the attack.
TheIVs are picked pseudo-randomly using SNOW 2.0 stream cipher [12].

In the previous section, we computed the success probability of recoveringK̄[15] and drew the curve for when
K̄[15] is the top element in the sorted list. But for a comparison with Aircrack-ng, we let the attack run for maximum
5 seconds. If the key is not found in that time period, we assume that the attack fails. If we do not restrict the attack
time frame, it runs for ever by going exhaustively over all elements in the sorted lists.

As can be observed, our passive attack even outperforms Aircrack-ng running in active mode. This gives significant
advantage to the attacker, since for some network cards, thedriver has to be patched so that the network card can inject
packets, and in some cases such a patch is not available at all. Moreover, the active attacks are detectable by intrusion
detection systems. Similarly, passive attacks can be performed from a large distance. Moreover, the TCP/IPv4 packets
can be captured with much higher rate than ARP packets. As a rule of thumb, in a high traffic network, (for instance
the user is downloading a movie), if we consider TCP/IPv4 packets with maximum size around 1500 bytes, in a 20
Mbit/sec wireless network, it takes almost 10 seconds to capture 22500 packets. This amount is already enough to find
a key with our improved Aircrack-ng in less than 5 seconds.

WEP key recovery process is harder in practice than in theory.This is because the biases in RC4 are not indepen-
dent, and several bytes of the keystream are unknown in ARP and TCP/IP packets. Therefore, the theoretical analysis
is more complex if the dependencies are considered. Also, some bytes of the keystream have to be guessed, and the
proportion of TCP/IP packets to ARP packets varies for everynetwork and attack (passive vs. active). The a priori
probability of guessing those bytes correctly can not be precisely determined, and we had to leverage some heuristics
to deal with this problem; since this proportion also depends on the traffic itself, finding theρ which is optimized
for every network is not feasible. We leveraged some heuristics to set theρ to obtain a high success rate in practice.
Moreover, Aircrack-ng is not an interactive software. The interaction with the user may allow to tweak theρ and/or
wait for more packets to come. This trade-off should also be considered in real life applications.
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Fig. 10. Our attacks success probability (both active and passive attacks) with respect to the number of packets compared to
Aircrack-ng in active attack mode.

The Algorithm described in Section 8 is recursive. This recursion is very expensive in practice, since with a wrong
guess on a key byte, all the subsequent key bytes with higher indices are recovered incorrectly (in theory), so we need
to recompute the vote for each of them again. In practice, we observed that a wrong guess of a key bytedoes not
influence the recovery of subsequent key bytes significantly. For instance, even with a wrong guess onK̄[3], in many
cases, we could still recover all the subsequent bytes correctly. This is because a wrong guess forK̄[3] mandates only
16 wrong swaps out of 256 iterations of theKSA. A further improvement to our work can be to adjust our theoryto
consider such cases. Hence, in our implementation, we perform a recursive attack to only find the best key candidate,
and if it turns out to be a wrong key, we then use the pre-computed voted list to perform an exhaustive search, with no
re-voting.

A Sequential Distinguisher Approach. Previously, we assumed that afixednumber of packets is given to the ad-
versary and his goal was to maximize the success probability. Changing the perspective, one can look at the problem
as fixing the success probability and searching for the minimum average number of packets to reach that probability.
This idea was initially used by Davies and Murphy [47] to decrease the complexity of their attack against DES. With
this type of model in mind, the notion ofnmax-limited generic sequential non-adaptive distinguisherwas defined by
Junod in [29], wherenmax is an upper bound for the allowed number of packets in that context.

We can also use the notion of sequential distinguishers for RC4 key recovery. Mapping the definition of annmax-
limited generic sequential non-adaptive distinguisher in[29] to our attack, the new attack works as follows: The
attacker eavesdrops a small number of packets from the channel and then runs an attack similar to the one described
in the previous section. If it fails, then he waits for more packets to come and runs the attack again. This procedure
is iterated again and again. The attacker stops when he finds the correct key or the thresholdnmax number of packets
is reached. If the former occurs, it outputs 1 (success), otherwise it outputs 0 (failure). This attack mode was already
used in Aircrack-ng and also in [4]. It is referred to as the“interactive mode”. This approach turns out to be more
efficient in terms of the average number of packets compared to the other types of distinguishers. In fact, Siegmund
[67] has proved the following theorem (see [29] for details).
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Theorem 11. For a simple hypothesis testing against a simple alternative with independent, identically distributed
observations, a sequential probability ratio test is optimal in the sense of minimizing the expected number of samples
among all tests having no larger error probabilities.

Using this technique, we can decrease the average number of packets to reach the success probability of 50%. For
instance, we can drop the data complexity of our fastest attack (i.e., with allρi = 1) in Fig. 8 from 27500 to 22500
packets in average using this approach to gain the success probability of 50%. We also give another example next to
illustrate how the number of packets can be dropped using this technique.

As an example, using 23000 packets and the attack from the previous section, we computed the almost optimized
ρi ’s derived from the Genetic algorithm approach in practice to gain the success probability of 50%. We set

ρ3 = 2 ρ4 = 1 ρ5 = 1 ρ6 = 2 ρ7 = 2
ρ8 = 1 ρ9 = 2 ρ10 = 1 ρ11 = 1 ρ12 = 4
ρ13 = 2 ρ14 = 86 ρ15 = 1

Next, we run the attack in the interactive mode with the aboveρi ’s for a lot of WEP keys and find the minimal value
of nmax which yields 50% success rate. Our experiments showed thatnmax= 22000. Consequently, We run the same
attack in the interactive mode withnmax= 22000 for recovering different WEP keysKi leading to someni to succeed.
Then, we compute the statistical average of the number of packetsni when it succeeds andnmax for the attacks which
fail. The average number of packets we obtained in practice was 19800 packets, which is much less than fixing the
number of packets and maximizing the success probability.

An open problem is to analyze the theoretical complexity of the sequential distinguisher approach described above
and compare it with the experimental results. We leave this to future work.

10 Conclusion

We deployed a framework to manipulate pools of biases for RC4which can be used to break the WPA protocol. In
the case of the 8 weak bits of theTK, we have shown a simple distinguisher and a partial key recovery attack working
with 242 packets and a practical complexity. This can be used to improve the attack by Moen-Raddum-Hole [45] to
mount a full temporary key recovery attack of complexity 296 using 242 packets. So far, this is the best temporal key
recovery attack against WPA. In a future work, we plan to studyfurther key recovery attacks to recover more pieces
of theTK with a complexity lower than 296.

We have shown that conditional biases are not very helpful for breaking WPA, but they are really useful against
WEP. For WEP, we recover the secret key with the success rate of 50% by using 22500 packets in a few seconds.

The attack is still feasible with less packets, but runs for alonger period.
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A Proof of Lemmas

In this section, we provide the proof of Lemma 4, Lemma 6, Lemma 8, and Lemma 10.

A.1 Proof of Lemma 4

Proof. For x 6= 0, we have

Pr[C−A= x] = ∑
y
Pr[B−A= y] . Pr[C−B= x−y]

= ∑
y6=0
y6=x

Pr[B−A= y] . Pr[C−B= x−y]+Pr[A= B] . Pr[C−B= x]+Pr[B−A= x] . Pr[B=C]

= (N−2)
(

1−p1
N−1

)(

1−p2
N−1

)

+ p1

(

1−p2
N−1

)

+ p2

(

1−p1
N−1

)

which does not depend onx. Then,

Pr[A=C] = 1−∑
x6=0

Pr[C−A= x] =
1
N
+

(

N
N−1

)(

p1−
1
N

)(

p2−
1
N

)

So,A
P
=C.

The⊗ operation is trivially commutative over[0,1] and 1 is the neutral element. Below, we show that it is also
associative over[0,1]. We simply show that(p1⊗ p2)⊗ p3 = p1⊗ (p2⊗ p3).

(p1⊗ p2)⊗ p3 = 1
N +

(

N
N−1

)

·
[

1
N +

(

N
N−1

)(

p1− 1
N

)(

p2− 1
N

)

− 1
N

]

·
(

p3− 1
N

)

= 1
N +

(

N
N−1

)2 ·
(

p1− 1
N

)(

p2− 1
N

)(

p3− 1
N

)

and

p1⊗ (p2⊗ p3) =
1
N +

(

N
N−1

)(

p1− 1
N

)

·
[

1
N +

(

N
N−1

)(

p2− 1
N

)(

p3− 1
N

)

− 1
N

]

= 1
N +

(

N
N−1

)2 ·
(

p1− 1
N

)(

p2− 1
N

)(

p3− 1
N

)

Hence, the⊗ operator is associative.
⊓⊔

A.2 Proof of Lemma 6

Proof. We have

Pr[A= S[D] = S[E]|Cond] =
(

1
Pr[Cond]

)

·Pr[(A= S[D])∧Cond,D = E]

=
(

1
Pr[Cond′]

)

·Pr[(A= S[D])∧Cond′,D = E]

=
(

1
Pr[Cond′]

)

∑
α,β,γ,δ

α+β+γ=0
δ=0

Pr[A−B= α,B−C= β,(C−S[D] = γ)∧Cond′,D−E = δ]

= ∑
α,β,γ,δ

α+β+γ=0
δ=0

Pr[A−B= α] ·Pr[B−C= β] ·Pr[C−S[D] = γ|Cond′] ·Pr[D−E = δ]

= (p1⊗ p2⊗ p3) · p4
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We also have,

Pr[A 6= S[D],D 6= E|Cond] = 1−Pr[A= S[D]|Cond]−Pr[D = E|Cond]+Pr[A= S[D],D = E|Cond]

= 1−Pr[A= S[D]|Cond′]−Pr[D = E|Cond′]+Pr[A= S[D],D = E|Cond′]

= Pr[A 6= S[D],D 6= E|Cond′]

Moreover,

Pr[A= S[E],A 6= S[D]|Cond] = Pr[A= S[E],A 6= S[D],D 6= E|Cond]

= Pr[A= S[E]|A 6= S[D],D 6= E,Cond] ·Pr[A 6= S[D],D 6= E|Cond]

=
(

1
N−1

)

·Pr[A 6= S[D],D 6= E|Cond′]

=
(

1
(N−1)·Pr[Cond′]

)

∑
α,β,γ,δ

α+β+γ 6=0
δ 6=0

Pr[A−B= α,B−C= β,(C−S[D] = γ)∧Cond′,D−E = δ]

=
(

1
N−1

)

∑
α,β,γ,δ

α+β+γ 6=0
δ 6=0

Pr[A−B= α] ·Pr[B−C= β] ·Pr[C−S[D] = γ|Cond′] ·Pr[D−E = δ]

=
(

1
N−1

)

· (1− p1⊗ p2⊗ p3) · (1− p4)

Hence,

Pr[A= S[E]|Cond] = (p1⊗ p2⊗ p3) · p4+
(

1
N−1

)

· (1− p1⊗ p2⊗ p3) · (1− p4)

= p1⊗ p2⊗ p3⊗ p4

⊓⊔

A.3 Proof of Lemma 8

Proof. Note thatSi−1[mj ] = St [mj ] is equivalent toSi−1[mj ] = · · ·= St+1[mj ] = St [mj ], because ifmj is moved, it can
not come back to the same position, due to the restrictionsmj ≤ t or mj > i−1. Furthermore,Pb

A(i, t) is defined as the
probability that a set of bytes corresponding to a set of indices(m1, . . . ,mb) are not swapped fromSt to Si−1. Since
mj ≤ t or mj > i−1, they will not be selected by the indexi from St to Si−1. Hence, they can only be picked by the

index j which moves uniformly at random by the definition of RC4⋆(t). So, this is correct with probability
(

N−b
N

)i−t−1
.

In fact, we have

Si−1[mj ]
P1

A= St [mj ]

That is because

Pr
x6=y

[Si−1[mj ] = y|St [mj ] = x] =
1

N−1

Since we know up to stateSt , we have to estimate∑i
x=1Sx−1[x] with the state bytes inSt . The first term inPB(i, t)

is the probability thatSx−1[x] can be approximated asSt [x] for x> t+1. The second term is the probability that at least
one of these approximations is wrong, but the result holds with uniform probability. We can also assume that

Pr
y6=σi(t)

[

i

∑
x=1

Sx−1[x] = y

]

=
1

N−1
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P0 is the probability that indexi is not swapped fromSi to S′i−1. This probability depends only on the values of
j and j ′, which change uniformly at random in RC4⋆(t). There areN−2 state updates, so the overall probability is
(

N−1
N

)N−2
. We also have

Pr
x6=y

[S′i−1[i] = y|Si [i] = x] =
1

N−1

This leads toS′i−1[i]
P0= Si [i].

⊓⊔

A.4 Proof of Lemma 10

Proof. First, we show that ifSN−1[2] = 0 andSN−1[1] 6= 2, we obtainz2 = 0. AssumeS′0[1] = α andS′0[α] = β, then
i = 1 and j ′1 = S′0[1] = α, so we swapS′0[1] andS′0[α]. In the next iteration,i = 2 and j ′2 = α+S′1[2] = α, that is
because we assumedSN−1[1] 6= 2 andSN−1[2] = 0, soS′1[2] = 0. Then, we swapS′1[2] andS′1[α] andz2 is computed as
z2 = S′2[S

′
2[2]+S′2[α]] = S′2[α] = 0. Finally,

Pr[z2 = 0] = Pr[z2 = 0|S′0[2] = 0,S′0[1] 6= 2] . Pr[S′0[2] = 0,S′0[1] 6= 2]

+ Pr[z2 = 0|S′0[2] 6= 0∨S′0[1] = 2] . Pr[S′0[2] 6= 0∨S′0[1] = 2]

=
1
N

(

N−1
N

)

+
1
N

[(

N−1
N

)

+
1
N
− 1

N

(

N−1
N

)]

=
1
N

(

N−1
N

)(

2− 1
N

)

+
1

N2

≈ 2
N

If x 6= 0, we also have

Pr[z2 = x] =
1−Pr[z2 = 0]

N−1
=

N−2
N(N−1)

⊓⊔
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B Some Numerical Values of RC4 Correlations

reference i t g(i, t) P(i, t)
Klein− Improved 3 2 1.000000 1.37/N
A u15 3 2 0.000030 48.2/N
A s13 3 2 0.000015 36.3/N
A u13 1 3 2 0.000019 36.3/N
A u13 2 3 2 0.000019 35.9/N
A u13 3 3 2 0.000015 35.9/N
A s5 1 3 2 0.000044 14.07/N
A s5 2 3 2 0.000015 14.07/N
A s5 3 3 2 0.000021 14.07/N
A u5 1 3 2 0.000035 14.07/N
A u5 2 3 2 0.000020 26.8/N
A u5 3 3 2 0.000033 9.7/N
A s3 3 2 0.000015 5.8/N
A 4 s13 4 3 0.000061 18.4/N
A 4 u5 1 4 3 0.000029 14.2/N
A 4 u5 2 4 3 0.000021 14.2/N
A neg 1 3 2 0.000004 0
A neg 2 3 2 0.001443 0
A neg 3 3 2 0.000547 0
A neg 4 3 2 0.000006 0
SVV 10 16 2 0.003650 9.4/N
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C Classification of Biases

In this section, we classify the statistical correlations in RC4. We only report those which are exploitable against WEP
and WPA. Most of the biases reported against RC4 in [65] are notexploitable, because they do not bind the secret
key with the keystream. They often require extra bytes (state or keystream), which are unknown to the attacker. We
elaborate each correlation individually and extract the probability that it holds in our model. The list includes the
improved version of the Klein attack in [79] (elaborated in Section 6.1) and the improved version of 19 biases by
Korek [35,34] (A u15 was elaborated in Section 6.2) and theSVV 10, the improved bias of Sepehrdad, Vaudenay
and Vuagnoux in [65]. All the probabilities are new. The pathfor each bias is described. Due to the similarity of
several paths and for simplicity, in several cases we do not repeat the same formulas again. The reader should refer to
Appendix D for the formulas to compute the corresponding probabilities.

Korek is the nickname of a hacker who discovered 20 key recovery attacks similar to the FMS attack [15]. Korek
classified them into three categories. The first group of attacks uses onlyz1 and the state of the arraySi−1 (i.e.,
K[0],K[1] . . . ,K[i − 1]) of the KSA to recover the secret keyK[i] (typically the FMS attack). The second class of
attacks uses the second byte of the keystreamz2. Ultimately, the last one highlights the improbable secretkey bytes.
They are callednegative attacksor impossible attacks. We only mention 19 such correlations, since the conditions
of the attack Au5 4 are rarely satisfied in practice except fori = 6 whent = 2, in which its corresponding success
probability is very close to 1/N.

C.1 The A s5 1 Attack

– Conditions: St [1]< t +1, St [1]+St [St [1]] = i, z1 6= {St [1],St [St [1]]} and(S−1
t [z1]< t +1 or S−1

t [z1]> i−1)

– Attack path: (see Fig. 11)

• St [1] = · · ·= Si−1[1] = Si [1] = · · ·= SN−1[1] = α
• St [α] = · · ·= Si−1[α] = Si [α] = · · ·= SN−1[α] = β
• St [ j i ] = · · ·= Si−1[ j i ] = Si [i] = · · ·= SN−1[i]

– Key recovery relation: K̄[i] = S−1
t [z1]−σi(t)

– Probability of success:Kor32(i, t) (see Appendix D)

This attack is the generalization of the FMS attack. It worksas follows: LetSt [1] = α, St [α] = β and also assume
α+β = i by the conditions. Following the attack path, these two values are maintained at the same position through
the entireKSA algorithm. The attack path also mandates thatSi [i] is maintained until the stateSN−1. At the first
iteration of thePRGA, i = 1 and j ′1 = SN−1[1] = α. Then,SN−1[1] andSN−1[α] are swapped. Finally, we havez1 =

S′1[S
′
1[1]+S′1[α]] = S′1[α+β] = S′1[i] = Si [i] = Si−1[ j i ] = St [ j i ]. Hence, we obtainz1 = St [ j i ] and soj i = S−1

t [z1]. Since
we also havēK[i] = j i −σi(t), we conclude from the previous equation thatK̄[i] = S−1

t [z1]−σi(t). The last condition
onz1 is to filter out some incorrect events leading to the same results. The condition{St [1],S

−1
t [z1]}< t+1 is to make

{α, j i} < t +1, so it is not trivially swapped during theKSA iterations. We also should make sure thatz1 6= {α,β}.
Thus, we need the conditionz1 6= {St [1],St [St [1]]}.

C.2 The A s13 Attack

– Conditions: St [1] = i, (S−1
t [0]< t +1 or S−1

t [0]> i−1) andz1 = i

– Attack path: (see Fig. 12)

• St [1] = · · ·= Si−1[1] = Si [1] = · · ·= SN−1[1] = i

• St [ j i ] = · · ·= Si−1[ j i ] = Si [i] = · · ·= SN−1[i] = 0

– Key recovery relation: K̄[i] = S−1
t [0]−σi(t)

– Probability of success:Kor21(i, t) (see Appendix D)
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Fig. 11.RC4 state update in the As5 1 attack

In this attack, thePRGA automatically makes aure thatS′1[1] = 0. Let SN−1[i] = γ. We show thatγ = 0. At the
first step of thePRGA, i = 1 and j ′1 = SN−1[1] = i. So, we swapSN−1[1] andSN−1[i]. To computez1, we havez1 =
S′1[S

′
1[1]+S′1[i]] = S′1[γ+ i] = i, because from the conditions we havez1 = i, leading toγ = 0. We already know that

Si−1[ j i ] =Si [i] and following the attack path, we assume thatSi−1[ j i ] =St [ j i ], andSi−1[ j i ] = 0. Thus,St [ j i ] = 0. Finally,
we obtainj i = S−1

t [0]. Using a similar approach as described in the previous attacks, we obtainK̄[i] = S−1
t [0]−σi(t).

C.3 The A u13 1 Attack

– Conditions: St [1] = i, (S−1
t [1− i]< t +1 or S−1

t [1− i]> i−1) andz1 = 1− i

– Attack path: (see Fig. 13)

• St [1] = · · ·= Si−1[1] = Si [1] = · · ·= SN−1[1] = i

• St [ j i ] = · · ·= Si−1[ j i ] = Si [i] = · · ·= SN−1[i] = 1− i

– Key recovery relation: K̄[i] = S−1
t [z1]−σi(t)

– Probability of success:Kor21(i, t) (see Appendix D)

At the first step of thePRGA, i = 1 and j ′1 = SN−1[1] = i, so we swapSN−1[1] andSN−1[i]. To computez1, we have
z1 = S′1[S

′
1[1]+S′1[i]] = S′1[1] = 1− i. We already know thatSi−1[ j i ] = Si [i] and following the attack path we assume

thatSi−1[ j i ] =St [ j i ] andSi−1[ j i ] = 1− i. Thus,St [ j i ] = 1− i. Finally, we obtainj i =S−1
t [1− i]. Using a smilar approach

as described in the previous attacks, we obtainK̄[i] = S−1
t [z1]−σi(t).

C.4 The A u5 1 Attack

– Conditions: St [1] = i, S−1
t [z1]< t +1, S−1

t [S−1
t [z1]− i] 6= 1, (S−1

t [S−1
t [z1]− i]< t +1 or S−1

t [S−1
t [z1]− i]> i−1),

z1 6= {i,1− i,S−1
t [z1]− i} andS−1

t [z1] 6= 2i

– Attack path: (see Fig. 14)

• St [1] = · · ·= Si−1[1] = Si [1] = · · ·= SN−1[1] = i

39



!�

!"−!

!"

!"−!

!

!

!

!

!

!"

!

!

!

!

!
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Fig. 13.RC4 state update in the Au13 1 attack
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• AssumingS−1
t [z1] = α, we should haveSt [α] = · · ·= Si−1[α] = Si [α] = · · ·= SN−1[α] = z1.

• St [ j i ] = · · ·= Si−1[ j i ] = Si [i] = · · ·= SN−1[i] = S−1
t [z1]− i

– Key recovery relation: K̄[i] = S−1
t [S−1

t [z1]− i]−σi(t)

– Probability of success:Kor32(i, t) (see Appendix D)

At the first stage of thePRGA, we havei = 1 and j ′1 = SN−1[1] = i. So we swapSN−1[1] andSN−1[i]. We know
thatSi [i] = Si−1[ j i ] = S−1

t [z1]− i and j i = S−1
t [S−1

t [z1]− i]. We computez1 = S′1[S
′
1[1]+S′1[i]] = S′1[S

−1
t [z1]− i + i] =

S′1[S
−1
1 [z1]] = z1. Therefore, we havēK[i] = S−1

t [S−1
t [z1]− i]−σi(t). The conditionz1 6= {i,1− i} is to filter out the

attacks Au13 1 and As13.S−1
t [z1]< t+1, because otherwisez1 would be swapped in the next iterations of theKSA.

If S−1
t [S−1

t [z1]− i] = 1, then j i = 1 and soSi−1[1] andSi−1[i] will be swapped in thei-th steps of theKSA.
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Fig. 14.RC4 state update in the Au5 1 attack

C.5 The A u5 2 Attack

– Conditions: St [i] = 1 andz1 = St [2]

– Attack path: (see Fig. 15)

• St [i] = · · ·= Si−1[i] = Si [1] = · · ·= SN−1[1] = 1

• St [2] = · · ·= SN−1[2] = z1

• j i = 1

– Key recovery relation: K̄[i] = 1−σi(t)

– Probability of success:P2
u(i, t) (see Appendix D)

In this attack, we assumej i = 1. Following the attack path, we know thatj ′1 = SN−1[1] = 1. In the nextPRGA
iteration no swap is made sinceSN−1[1] andSN−1[1] are to be swapped. Hence,z1 = S′1[S

′
1[1]+S′1[1]] = S′1[2] = St [2].

Finally, the key recovery equation becomesK̄[i] = 1−σi(t).
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We classify the conditions as

C1 : St [i] = 1 and C2 : z1 = St [2]

We also classify the attack path assumptions and the key recovery equation as






























S1 : St [i] = · · ·= Si−1[i]
S2 : Si [1] = · · ·= SN−1[1]
S3 : St [2] = · · ·= SN−1[2]
S4 : K̄[i] = j i−σi(t)
E1 : j i = 1
B : K̄[i] = 1−σi(t)

Now, we compute the theoretical success probability of the attack. The goal is to estimatePr[B|C1,C2]. Using a
similar approach as Au15, we end up with

Pr[B|C1,C2] = Pr(E1|C) .
(

NPB(i, t)−1
N−1

)

+

(

1−PB(i, t)
N−1

)

where

Pr[E1|C]≈ Pr(C1S1S2S3|E1C2)+
1
N

(

1−P2
A(i, t) .

(

N−2
N

)N−i−1
)

Pr[C1S1S2S3|E1C2] =

(

Pr[C1S1S2S3E1|C2]

Pr[E1|C2]

)

= Pr[C2|C1S1S2S3E1] .

(

Pr[C1S1S2S3E1]

Pr[C2] . Pr[E1|C2]

)

SincePr[C2] is not uniformly distributed, we use the following lemma to compute its value. Then, we approximate

Pr[C2]≈
(

N−1
N

)t−2

. Pr[z1 = K̄[2]+3]

Lemma 12. (Theorem 3 in [56]) For any arbitrary secret key, the correlation between the key bytes and the first byte
of the keystream output is given by

Pr[z1 = K̄[2]+3] = ξ =
1
N

[

(

N−1
N

)N(

1− 1
N
+

1
N2

)

+
1

N2 +1

]

Deploying the above lemma, we obtain

Pr[C1S1S2S3|E1C2] =

(

N
N−1

)t−2

.
N
ξ

(

1
N

.
1
N

(

N−2
N

)N−1−i

. P2
A(i, t)

)

=
1

Nξ
P2

A(i, t)

(

N
N−1

)t−2(N−2
N

)N−1−i

Therefore, overall we have

Pr[B|C1C2] =
1
N

(

NPB(i, t)−1
N−1

)

.

[

1
ξ

P2
A(i, t)

(

N
N−1

)t−2(N−2
N

)N−1−i

+

(

1−P2
A(i, t)

(

N−2
N

)N−i−1
)]

+

(

1−PB(i, t)
N−1

)
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Fig. 15.RC4 state update in the Au5 2 attack

C.6 The A u13 2 Attack

– Conditions: St [i] = i, St [1] = 0 andz1 = i

– Attack path: (see Fig. 16)

• St [1] = · · ·= Si−1[1] = Si [i] = · · ·= SN−1[i] = 0

• St [i] = · · ·= Si−1[i] = Si [1] = · · ·= SN−1[1] = i

• j i = 1

– Key recovery relation: K̄[i] = 1−σi(t)

– Probability of success:P3
u(i, t) (see Appendix D)

This attack is very similar to the previous attack. Again, weassumej i = 1. We know thatSi−1[1] = 0 andSi−1[i] = i.
At the i-th stage of theKSA state update, right after the swap, we haveSi [1] = i andSi [i] = 0. We assume these two
values are maintained until the last iteration of theKSA. In thePRGA, initially i = 1 and j ′1 =SN−1[1] = i. So, we swap
SN−1[1] andSN−1[i]. We then computez1 = S′1[S

′
1[1]+S′1[i]] = i. Hence, the key recovery equation is̄K[i] = 1−σi(t).

We classify the conditions as

C1 : St [i] = i and C2 : St [1] = 0 and C3 : z1 = i

We also classify the attack path assumptions and the key recovery equation as






































S1 : St [i] = · · ·= Si−1[i]
S2 : Si [1] = · · ·= SN−1[1]
S3 : St [1] = · · ·= Si−1[1]
S4 : Si [i] = · · ·= SN−1[i]
S5 : K̄[i] = j i−σi(t)
E1 : j i = 1
B : K̄[i] = 1−σi(t)
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Now, we compute the theoretical success probability of the attack. The goal is to estimatePr[B|C1,C2,C3]. Using
a similar approach as Au15, we end up with

Pr[B|C1,C2,C3] = Pr(E1|C) .
(

NPB(i, t)−1
N−1

)

+

(

1−PB(i, t)
N−1

)

where

Pr[E1|C]≈ Pr(C1C2S1S2S3S4|E1C3)+
1
N

(

1−P2
A(i, t) .

(

N−2
N

)N−i−1
)

Pr[C1C2S1S2S3S4|E1C3] =

(

Pr[C1C2S1S2S3S4E1|C3]

Pr[E1|C3]

)

= Pr[C3|C1C2S1S2S3S4E1] .

(

Pr[C1C2S1S2S3S4E1]

Pr[C3] . Pr[E1|C3]

)

=

(

N−1
N

)t+1(N−2
N

)N−1−i

. P2
A(i, t)

Pr[C3] is uniformly distributed in this case and we also have

Pr[St [i] = i] =

(

N−1
N

)t+1

Therefore, overall we obtain

Pr[B|C1C2C3] =

(

NPB(i, t)−1
N−1

)

.

[

(

N−1
N

)t+1(N−2
N

)N−1−i

. P2
A(i, t)+

1
N

(

1−P2
A(i, t)

(

N−2
N

)N−i−1
)]

+

(

1−PB(i, t)
N−1

)

C.7 The A u13 3 Attack

– Conditions: St [i] = i, St [1] = 1− i andz1 = 1− i

– Attack path: (see Fig. 17)

• St [1] = · · ·= Si−1[1] = Si [i] = · · ·= SN−1[i] = 1− i

• St [i] = · · ·= Si−1[i] = Si [1] = · · ·= SN−1[1] = i

• j i = 1

– Key recovery relation: K̄[i] = 1−σi(t)

– Probability of success:P3
u(i, t) (see Appendix D)

This attack is following the same steps as the previous attack, but with different parameters. Again, we assume
j i = 1. We know thatSi−1[1] = 1− i andSi−1[i] = i. At the i-th stage, after the swap we haveSi [1] = i andSi [i] = 1− i.
According to the attack path, these two values are maintained through the entireKSA algorithm. In thePRGA, for
i = 1, we havej ′1 =SN−1[1] = i. Hence,SN−1[1] andSN−1[i] are swapped. Finally,z1 =S′1[S

′
1[1]+S′1[i]] =S′1[1] = 1− i.

Hence, the key recovery equation is̄K[i] = 1−σi(t).
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Fig. 16.RC4 state update in the Au13 2 attack

We classify the conditions as

C1 : St [i] = i and C2 : St [1] = 1− i and C3 : z1 = 1− i

We also classify the attack path assumptions and the key recovery equation as






































S1 : St [i] = · · ·= Si−1[i]
S2 : Si [1] = · · ·= SN−1[1]
S3 : St [1] = · · ·= Si−1[1]
S4 : Si [i] = · · ·= SN−1[i]
S5 : K̄[i] = j i−σi(t)
E1 : j i = 1
B : K̄[i] = 1−σi(t)

Now, we compute the theoretical success probability of the attack. The goal is to estimatePr[B|C1,C2,C3]. Using
a similar approach as Au15, we end up with

Pr[B|C1,C2,C3] = Pr(E1|C) .
(

NPB(i, t)−1
N−1

)

+

(

1−PB(i, t)
N−1

)

where

Pr[E1|C]≈ Pr(C1C2S1S2S3S4|E1C3)+
1
N

(

1−P2
A(i, t) .

(

N−2
N

)N−i−1
)

Pr[C1C2S1S2S3S4|E1C3] =

(

Pr[C1C2S1S2S3S4E1|C3]

Pr[E1|C3]

)

= Pr[C3|C1C2S1S2S3S4E1] .

(

Pr[C1C2S1S2S3S4E1]

Pr[C3] . Pr[E1|C3]

)

=

(

N−1
N

)t+1(N−2
N

)N−1−i

. P2
A(i, t)
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Pr[C3] is uniformly distributed in this case and we also have

Pr[St [i] = i] =

(

N−1
N

)t+1

Therefore, overall we have

Pr[B|C1C2C3] =

(

NPB(i, t)−1
N−1

)

.

[

(

N−1
N

)t+1(N−2
N

)N−1−i

. P2
A(i, t)+

1
N

(

1−P2
A(i, t)

(

N−2
N

)N−i−1
)]

+

(

1−PB(i, t)
N−1

)
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Fig. 17.RC4 state update in the Au13 3 attack

C.8 The A u5 3 Attack

– Conditions: St [i] = i, S−1
t [z1] 6= 1, S−1

t [z1]< t +1 andz1 = St [St [1]+ i]

– Attack path: (see Fig.18)

• St [1] = · · ·= Si−1[1] = Si [i] = · · ·= SN−1[i] = S−1
t [z1]− i

• St [i] = · · ·= Si−1[i] = Si [1] = · · ·= SN−1[1] = i

• S−1
t [z1] = · · ·= S−1

i−1[z1] = S−1
i [z1] = · · ·= S−1

N−1[z1]

• j i = 1

46



– Key recovery relation: K̄[i] = 1−σi(t)

– Probability of success:P5
u(i, t) (see Appendix D)

This attack is the extension of the Au13 2 and the Au13 3 attacks. Again, we assumej i = 1. We know that
Si−1[1] =S−1

t [z1]− i andSi−1[i] = i. At thei-th stage, after the swap we haveSi [1] = i andSi [i] =S−1
t [z1]− i. We assume

these two values andS−1
t [z1] are maintained through the entireKSA. In thePRGA, initially i = 1 and j ′1 = SN−1[1] = i.

So,SN−1[1] andSN−1[i] are swapped. Then,z1 = S′1[S
′
1[1]+S′1[i]] = S′1[S

−1
t [z1]− i + i] = z1. Hence, the key recovery

equation isK̄[i] = 1−σi(t). The conditionS−1
t [z1] 6= 1 is to filter the attack Au13 3.

We classify the conditions as

C1 : St [i] = i and C2 : S−1
t [z1] 6= 1,S−1

t [z1]< t +1 and C3 : z1 = St [St [1]+ i]

We also classify the attack path assumptions and the key recovery equation as














































S1 : St [i] = · · ·= Si−1[i]
S2 : Si [1] = · · ·= SN−1[1]
S3 : St [1] = · · ·= Si−1[1]
S4 : Si [i] = · · ·= SN−1[i]
S5 : S−1

t [z1] = · · ·= S−1
N−1[z1]

S6 : K̄[i] = j i−σi(t)
E1 : j i = 1
B : K̄[i] = 1−σi(t)

Now, we compute the theoretical success probability of the attack. The goal is to estimatePr[B|C1,C2,C3]. So, we
compute

Pr[B|C1,C2,C3] = Pr[E1S6|C]+Pr[B¬S3|C]
= Pr[E1|S6C] . Pr[S6|C]+Pr[B|¬S6C] . (1−Pr[S6|C])
≈ Pr[E1|S6C] . Pr[S6|C]+

(

1−Pr[E1|S6C]
N−1

)

. (1−Pr[S6|C])
= Pr(E1|S6C) .

(

NPr[S6|C]−1
N−1

)

+
(

1−PB(i,t)
N−1

)

We then approximatePr[S6|C]≈ PB(i, t) and we also have

Pr[E1|S6C] ≈ Pr(E1|C)
= Pr(C1C2|E1C3)

(

Pr(E1|C3)
Pr(C1C2|C3)

)

≈ Pr(C1C2|E1C3)
= Pr(C1C2S1S2S3S4S5|E1C3)+Pr(C1C2¬(S1S2S3S4S5)|E1C3)
≈ Pr(C1C2S1S2S3S4S5|E1C3)+

1
N (1−Pr(S1S2S3S4S5|E1C3))

≈ Pr(C1C2S1S2S3S4S5|E1C3)+
1
N

(

1−P1
A(i, t) .

(

N−1
N

)N−i
)

Pr[C1C2S1S2S3S4S5|E1C3] =

(

Pr[C1C2S1S2S3S4S5E1|C3]

Pr[E1|C3]

)

= Pr[C3|C1C2S1S2S3S4S5E1] .

(

Pr[C1C2S1S2S3S4S5E1]

Pr[C3] . Pr[E1|C3]

)

Pr[B|C1,C2,C3] = Pr(E1|S6C) .
(

NPB(i, t)−1
N−1

)

+

(

1−PB(i, t)
N−1

)

where

Pr[E1|S6C]≈ Pr(C1C2S1S2S3S4S5|E1C3)+
1
N

(

1−P3
A(i, t) .

(

N−3
N

)N−i−1
)
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Pr[C1C2S1S2S3S4S5|E1C3] =

(

Pr[C1C2S1S2S3S4S5E1|C3]

Pr[E1|C3]

)

= Pr[C3|C1C2S1S2S3S4S5E1] .

(

Pr[C1C2S1S2S3S4S5E1]

Pr[C3] . Pr[E1|C3]

)

Pr[C3] is uniformly distributed in this case and we also have

Pr[St [i] = i] =

(

N−1
N

)t+1

Finally,

Pr[E1|C3] = Pr[C3|E1]

(

Pr[E1]

Pr[C3]

)

= Pr[C3|E1]

= Pr[C3|E1C1C2] . Pr[C1C2|E1]+Pr[C3|E1C1C2] . Pr[C1C2|E1]

= Pr[C1C2|E1]+
1
N
(1−Pr[C1C2|E1])

=

(

1− 1
N

)

Pr[C1C2|E1]+
1
N

This leads to

Pr[C1C2S1S2S3S4S5|E1C3] =

(

N−1
N

)t+1( t
N

)(

N−3
N

)N−1−i
P3

A(i, t)
(

1− 1
N

)(

N−1
N

)t+1( t
N

)

+ 1
N

Therefore, overall we have

Pr[B|C1C2C3] =

(

NPB(i, t)−1
N−1

)

.

[

(

N−1
N

)t+1( t
N

)(

N−3
N

)N−1−i

(

1− 1
N

)(

N−1
N

)t+1( t
N

)

+ 1
N

. P3
A(i, t)+

1
N

(

1−P3
A(i, t)

(

N−3
N

)N−i−1
)]

+

(

1−PB(i, t)
N−1

)

C.9 The A s3 Attack

– Conditions: St [1] 6= 2, St [2] 6= 0, St [2] +St [1] < t +1, St [2] +St [St [2] +St [1]] = i, S−1
t [z2] 6= {1,2,St [1] +St [2]},

St [1]+St [2] 6= {1,2} and(S−1
t [z2]< t +1 or S−1

t [z2]> i−1)

– Attack path: (see Fig. 19)

• St [1] = · · ·= Si−1[1] = Si [1] = · · ·= SN−1[1]

• St [2] = · · ·= Si−1[2] = Si [2] = · · ·= SN−1[2]

• St [St [1]+St [2]] = · · ·= Si−1[Si−1[1]+Si−1[2]] = Si [Si [1]+Si [2]] = · · ·= SN−1[SN−1[1]+SN−1[2]]

• St [ j i ] = · · ·= Si−1[ j i ] = Si [i] = · · ·= SN−1[i] = z2

– Key recovery relation: K̄[i] = S−1
t [z2]−σi(t)

– Probability of success:Kor43(i, t) (see Appendix D)
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Fig. 18.RC4 state update in the Au5 3 attack

In the first iteration of thePRGA, i = 1 and j ′1 =SN−1[1] =α, thenSN−1[1] andSN−1[α] are swapped. LetS′1[2] = β.
At the next stage,i = 2 and j ′2 = S′1[2] +α = α+ β. Then,S′1[2] = β andS′1[α+ β] are swapped. Using one of the
conditions, we haveSt [2] +St [St [2] +St [1]] = i. Therefore, we can writeβ+S[β+α] = i. So,S[α+ β] = i− β. We
haveSi [i] = Si−1[ j i ] and j i = S−1

t [z2], soSi [i] = z2. If we look at howz2 is generated, we havez2 = S′2[S
′
2[i]+S′2[ j

′
2]] =

S′2[S
′
2[2]+S′2[α+β]] = S′2[i−β+β] = S′2[i] = Si [i] = z2. Using the same formulas as the previous attacks we getK̄[i] =

S−1
t [z2]−σi(t). The conditionSt [1] 6= 2 preventsSt [2] to be swapped in the first iteration of thePRGA. The condition

St [2] 6= 0 preventsz2 to be anything exceptS′2[i], otherwisez2 = i− β. The conditionSt [1] +St [2] < t + 1 prevents
St [1]+St [2] to be swapped in the next iterations of theKSA. The index ofz2 should not be 1,2 orSt [1]+St [2], because
then these values would modified at one stage of the algorithm. So, we need to haveS−1

t [z2] 6= {1,2,St [1]+St [2]}.

C.10 The A s5 2 Attack

– Conditions: St [2]+St [1] = i, S−1
t [St [1]−St [2]] 6= {1,2}, (S−1

t [St [1]−St [2]] < t +1 or S−1
t [St [1]−St [2]] > i−1)

andz2 = St [1]

– Attack path: (see Fig. 20)

• St [1] = · · ·= Si−1[1] = Si [1] = · · ·= SN−1[1]

• St [2] = · · ·= Si−1[2] = Si [2] = · · ·= SN−1[2]

• St [ j i ] = · · ·= Si−1[ j i ] = Si [i] = · · ·= SN−1[i]

– Key recovery relation: ¯K[i] = S−1
t [St [1]−St [2]]−σi(t)

– Probability of success:Kor32(i, t) (see Appendix D)

In the first stage of thePRGA, i = 1 and j ′1 = SN−1[1] = α. Then,SN−1[1] andSN−1[α] are swapped. In the next
iteration,i = 2 and j ′2 = S′1[2]+α = α+β = i, whereβ is S′1[2] and from the conditions. We also know thatα+β = i.
Next, S′1[2] andS′1[i] are swapped. Finally,z2 = S′1[S

′
1[2]+S′1[i]]. By the key recovery equation, we assume thatj i =

S−1
t [St [1]−St [2]]. Also, we know thatSi [i] = Si−1[ j i ] = St [1]−St [2] = α−β. Therefore,z2 = S′1[α−β+β] = S′1[α] =

α=St [1]. Hence, the key recovery equation is̄K[i] =S−1
t [St [1]−St [2]]−σi(t). The conditionS−1

t [St [1]−St [2]] 6= {1,2}
preventsj i from being 1 or 2, so it prevents the swap ofSi−1[1] andSi−1[2] in the i-th step of theKSA.
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C.11 The A s5 3 Attack

– Conditions: St [2]+St [1] = i, S−1
t [z2] 6= {1,2}, (S−1

t [2−St [2]]< t +1 or S−1
t [2−St [2]]> i−1) andz2 = 2−St [2]

– Attack path: (see Fig.21)

• St [1] = · · ·= Si−1[1] = Si [1] = · · ·= SN−1[1]

• St [2] = · · ·= Si−1[2] = Si [2] = · · ·= SN−1[2]

• St [ j i ] = · · ·= Si−1[ j i ] = Si [i] = · · ·= SN−1[i]

– Key recovery relation: ¯K[i] = S−1
t [2−St [2]]−σi(t)

– Probability of success:Kor32(i, t) (see Appendix D)

In the first iteration ofPRGA, i = 1 and j ′1 = SN−1[1] = α. Then,SN−1[1] andSN−1[α] are swapped. In the next
iteration,i = 2 and j ′2 = S′1[2]+α = α+β = i, whereβ is S′1[2] and from the conditions, we know thatα+β = i. Then,
a swap is made betweenS′1[2] andS′1[i]. Finally, z2 = S′1[S

′
1[2]+S′1[i]]. By the key recovery equation, we assume that

j i = S−1
t [2−St [2]]. Also, we know thatSi [i] = Si−1[ j i ] = 2−St [2] = 2−β. Therefore,z2 = S′1[2−β+β] = S′1[2] =

2−St [2]. Hence, the key recovery equation becomes¯K[i] = S−1
t [2−St [2]]− σi(t). The conditionS−1

t [z2] 6= {1,2}
preventsj i to be 1 or 2, so it prevents the swapping ofSi−1[1] andSi−1[2] in the i-th step of theKSA.
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Fig. 21.RC4 state update in the As5 3 attack

C.12 The A 4 s13 Attack

– Conditions: St [1] = 2, St [4] 6= 0, (S−1
t [0]< t +1 or S−1

t [0]> i−1) andz2 = 0

– Attack path: (see Fig. 22)

• St [1] = · · ·= Si−1[1] = Si [1] = · · ·= SN−1[1] = 2

• St [ j i ] = · · ·= Si−1[ j i ] = Si [i] = · · ·= SN−1[i]

• j4 = S−1
t [0]
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• i = 4
– Key recovery relation: K̄[i] = S−1

t [0]−σ4(t)

– Probability of success:P4
fixed− j(i, t) (see Appendix D)

This attack only works wheni = 4. We also assume thatj4 = S−1
t [0]. With this assumption in mind,S4[4]. In the

first iteration of thePRGA, i = 1 and j ′1 = SN−1[1] = 2. Then,SN−1[1] andSN−1[2] are swapped. In the next iteration,
i = 2 and j ′2 = S′1[2]+2= 4. Then,S′1[2] andS′1[4] are swapped. Finally,z2 = S′2[S

′
2[2]+S′2[4]] = S′2[2] = 0. Hence, the

equation for the key recovery becomesS−1
t [0]−σ4(t). We set the conditionSt [4] 6= 0 to differentiate this attack from

the A u15 attack.

We classify the conditions as

C1 : St [1] = 2 and C2 : St [4] 6= 0
C3 : (S−1

t [0]< t +1 or S−1
t [0]> i−1) and C4 : z2 = 0

We also classify the attack path assumptions and the key recovery equation as






























S1 : St [ j4] = · · ·= S3[ j4]
S2 : S4[4] = · · ·= SN−1[4]
S3 : St [1] = · · ·= SN−1[1]
S4 : K̄[i] = j i−σi(t)
E1 : j i = S−1

t [0]
B : K̄[i] = S−1

t [0]−σi(t)

We compute the theoretical success probability of the attack. The goal is to estimatePr[B|C1,C2,C3,C4]. Using a
similar approach as Au15, we end up with

Pr[B|C1C2C3C4] = Pr(E1|C) .
(

NPB(i, t)−1
N−1

)

+

(

1−PB(i, t)
N−1

)

where

Pr[E1|C]≈ Pr(C1C2C3S1S2S3|E1C4)+
1
N

(

1−P2
A(i, t) .

(

N−2
N

)N−i−1
)

Pr[C1C2C3S1S2S3|E1C4] =

(

Pr[C1C2C3S1S2S3E1|C4]

Pr[E1|C4]

)

= Pr[C4|C1C2C3S1S2S3E1] .

(

Pr[C1C2C3S1S2S3E1]

Pr[C4] . Pr[E1|C4]

)

=
1
2

(

N−1
N

)t+1(N−2
N

)N−1−i

. P2
A(i, t)

We know from Lemma 10 thatPr[C4] =
2
N and we also have

Pr[St [i] = i] =

(

N−1
N

)t+1

Therefore, overall we have

Pr[B|C1C2C3] =

(

NPB(i, t)−1
N−1

)

.

[

1
2

(

N−1
N

)t+1(N−2
N

)N−1−i

. P2
A(i, t)+

1
N

(

1−P2
A(i, t)

(

N−2
N

)N−i−1
)]

+

(

1−PB(i, t)
N−1

)
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Fig. 22.RC4 state update in the A4 s13 attack

C.13 The A 4 u5 1 Attack

– Conditions: St [1] = 2, z2 6= 0, z2 6= N−2, (S−1
t [N−2]< t +1 or S−1

t [N−2]> 3) andz2 = St [0]

– Attack path: (see Fig. 23)

• St [1] = · · ·= Si−1[1] = Si [1] = · · ·= SN−1[1] = 2

• St [0] = · · ·= Si−1[0] = Si [0] = · · ·= SN−1[0] = z2

• St [ j i ] = · · ·= Si−1[ j i ] = Si [i] = · · ·= SN−1[i]

• i = 4

– Key recovery relation: K̄[i] = S−1
t [N−2]−σ4(t)

– Probability of success:Kor32(i, t) (see Appendix D)

This attack only works wheni = 4. We also know thatj i = S−1
t [N−2]. So,Si [i] = Si−1[ j i ] = N−2. In the first

iteration ofPRGA, i = 1 and j ′1 = SN−1[1] = 2. Then,SN−1[1] andSN−1[2] are swapped. In the next iteration,i = 2 and
j ′2 = S′1[2]+2= 4. Next,S′1[2] andS′1[4] are swapped. Finally,z2 = S′2[S

′
2[2]+S′2[4]] = S′2[N−2+2] = S′2[0]. Hence,

the equation for the key recovery becomesS−1
t [N−2]−σ4(t). We set the conditionz2 6= 0 to differentiate this attack

from the A 4 s13 attack.

C.14 The A 4 u5 2 Attack

– Conditions: St [1] = 2, z2 6= 0, (S−1
t [N−1]< t +1 or S−1

t [N−1]> 3) andz2 = St [2]

– Attack path: (see Fig. 24)

• St [1] = · · ·= Si−1[1] = Si [1] = · · ·= SN−1[1] = 2

• St [2] = · · ·= Si−1[2] = Si [2] = · · ·= SN−1[2] = z2

• St [ j i ] = · · ·= Si−1[ j i ] = Si [i] = · · ·= SN−1[i]
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Fig. 23.RC4 state update in the A4 u5 1 attack

• i = 4

– Key recovery relation: K̄[i] = S−1
t [N−1]−σ4(t)

– Probability of success:Kor32(i, t) (see Appendix D)

This attack only works wheni = 4. We also know thatj i = S−1
t [N−1]. So,Si [i] = Si−1[ j i ] = N−1. In the first

iteration ofPRGA, i = 1 and j ′1 = SN−1[1] = 2. Then,SN−1[1] andSN−1[2] are swapped. In the next iteration,i = 2
and j ′2 = S′1[2]+2= 4. Then,S′1[2] andS′1[4] are swapped. Finally,z2 = S′2[S

′
2[2]+S′2[4]] = S′2[N−1+2] = S′2[1] =

SN−1[2] = St [2]. Hence, the equation for the key recovery becomesS−1
t [N−1]−σ4(t) . We set the conditionz2 6= 0 to

differentiate this attack from the A4 s13 attack.

C.15 The A neg 1 Attack

– Conditions: St [2] = 0, St [1] = 2 andz1 = 2

– Attack path: (see Fig. 25)

• St [1] = · · ·= Si−1[1] = Si [1] = · · ·= SN−1[1] = 2

• St [2] = · · ·= Si−1[2] = Si [2] = · · ·= SN−1[2] = 0

– Key recovery relation: ¯K[i] = (1−σi(t)) or ¯K[i] = (2−σi(t))

– Probability of success:Pneg(i, t) (see Appendix D)

In the first iteration ofPRGA, i = 1 and j ′1 = SN−1[1] = 2. Then,SN−1[1] andSN−1[2] are swapped. Finally,z1 is
computed asz1 = S′1[S

′
1[1]+S′1[2]] = 2. This means thatj i /∈ {1,2}, otherwise it movesSi−1[1] or Si−1[2] from their

current locations and soz1 = 2 would not hold. Thus, we get̄K[i] 6= 1−σi(t) and ¯K[i] 6= 2−σi(t).

At this stage, we compute the probability of these two negative correlations. We define the following events and
conditions.
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Fig. 24.RC4 state update in the A4 u5 2 attack

E1 : j i = 1 or j i = 2 B : K̄[i] = 1−σi(t) or K̄[i] = 2−σi(t)

C :







C1 : St [2] = 0
C2 : St [1] = 2
C3 : z1 = 2

S :























S1 : St [1] = · · ·= Si−1[1]
S2 : Si [1] = · · ·= SN−1[1]
S3 : St [2] = · · ·= Si−1[2]
S4 : Si [2] = · · ·= SN−1[2]
S5 : K̄[i] = j i−σi(t)

What we need is to computePr[B|C]. It is computed as follows:

Pr[B|C] = Pr[E1S5|C]+Pr[B¬S5|C]
= Pr[E1|S5C]Pr[S5|C]+Pr[B¬S5|C]
= Pr[E1|S5C]Pr[S5|C]+Pr[B|¬S5C] (1−Pr[S5|C])
≈ Pr[E1|S5C]Pr[S5|C]+

(

1−Pr[E1|S5C]
N−1

)

(1−Pr[S5|C])
= Pr(E1|S5C)

(

NPr[S5|C]−1
N−1

)

+
(

1
N−1

)

(1−Pr[S5|C])

We know thatPr[S5|C]≈ PB(i, t), so we just need to computePr[E1|S5C]:

Pr[E1|S5C]≈ Pr[E1|C] = Pr[C3|E1C1C2] .

(

Pr[E1|C1C2]

Pr[C3|C1C2]

)

≈ 0

So, overall, we have

Pr[B|C] =
(

1−PB(i, t)
N−1

)
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Fig. 25.RC4 state update in the Aneg1 attack

C.16 The A neg 2 Attack

– Conditions: St [2] = 0, St [1] 6= 2 andz2 = 0

– Attack path: (see Fig. 26)

• St [2] = · · ·= Si−1[2] = Si [2] = · · ·= SN−1[2] = 0

– Key recovery relation: ¯K[i] = (2−σi(t))

– Probability of success:Pneg(i, t) (see Appendix D)

In the first iteration ofPRGA, i = 1 and j ′1 = SN−1[1] = α. Then,SN−1[1] andSN−1[α] are swapped. In the next
iteration, i = 2 and j ′2 = S′1[2] +α = α. Next, S′1[2] andS′1[α] are swapped. Consequently,z2 = S′2[S

′
2[2] +S′2[α]] =

S′2[α] = 0. Similar to the previous negative attacks, ifj i = 2, thenSi−1[2] will be moved in thei-th iteration of the
PRGA. To differentiate between this attack and the previous one,we setSt [1] 6= 2. Finally, the filtering equation for
the key would be ¯K[i] = (2−σi(t)).

We define the following events and conditions.

E1 : j i = 2 B : K̄[i] = 2−σi(t)

C :







C1 : St [2] = 0
C2 = St [1] 6= 2
C3 : z2 = 0

S :







S1 : St [2] = · · ·= Si−1[2]
S2 : Si [2] = · · ·= SN−1[2]
S3 : K̄[i] = j i−σi(t)

What we need is to computePr[B|C]. It is computed as follows.

Pr[B|C]≈ Pr(E1|S3C)
(

NPr[S3|C]−1
N−1

)

+

(

1
N−1

)

(1−Pr[S3|C])

We know thatPr[S3|C]≈ PB(i, t), so we just need to computePr[E1|S3C]:
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Pr[E1|S3C]≈ Pr[E1|C] = Pr[C3|E1C1C2] .

(

Pr[E1|C1C2]

Pr[C3|C1C2]

)

≈ 0

So, overall, we have

Pr[B|C] =
(

1−PB(i, t)
N−1

)
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Fig. 26.RC4 state update in the Aneg2 attack

C.17 The A neg 3 Attack

– Conditions: St [1] = 1 andz1 = St [2]

– Attack path: (see Fig. 27)

• St [1] = · · ·= Si−1[1] = Si [1] = · · ·= SN−1[1] = 1

• St [2] = · · ·= Si−1[2] = Si [2] = · · ·= SN−1[2] = z1

– Key recovery relation: ¯K[i] = (1−σi(t)) or ¯K[i] = (2−σi(t))

– Probability of success:Pneg(i, t) (see Appendix D)

In the first iteration of thePRGA, i = 1 and j ′1 = SN−1[1] = 1. Consequently,z1 = S′1[S
′
1[1]+S′1[1]] = S′1[2]. Similar

to the previous negative attacks, ifj i = 1 or j i = 2, thenSi−1[1] or Si−1[2] will be relocated in thei-th iteration of the
PRGA. Finally, the filtering equation for the key would bēK[i] = (1−σi(t)) or ¯K[i] = (2−σi(t)) with a very low
probability.

At this stage, we compute the probability of these two negative correlations. We define the following events and
conditions:
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E1 : j i = 1 or j i = 2 B : K̄[i] = 1−σi(t) or K̄[i] = 1−σi(t)

C :

{

C1 : St [1] = 1
C2 : z1 = St [2]

S :























S1 : St [1] = · · ·= Si−1[1]
S2 : Si [1] = · · ·= SN−1[1]
S3 : St [2] = · · ·= Si−1[2]
S4 : Si [2] = · · ·= SN−1[2]
S5 : K̄[i] = j i−σi(t)

What we need is to computePr[B|C]. It is computed as follows:

Pr[B|C]≈ Pr(E1|S5C)
(

NPr[S5|C]−1
N−1

)

+

(

1
N−1

)

(1−Pr[S5|C])

We know thatPr[S5|C]≈ PB(i, t), so we just need to computePr[E1|S5C]:

Pr[E1|S5C]≈ Pr[E1|C] = Pr[C2|E1C1] .

(

Pr[E1|C1]

Pr[C2|C1]

)

≈ 0

So, overall, we have

Pr[B|C] =
(

1−PB(i, t)
N−1

)
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Fig. 27.RC4 state update in the Aneg3 attack

C.18 The A neg 4 Attack

– Conditions: St [1] = 0, St [0] = 1 andz1 = 1

– Attack path: (see Fig. 28)
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• St [0] = · · ·= Si−1[0] = Si [0] = · · ·= SN−1[0] = 1

• St [1] = · · ·= Si−1[1] = Si [1] = · · ·= SN−1[1] = 0

– Key recovery relation: ¯K[i] = (−σi(t)) or ¯K[i] = (1−σi(t))

– Probability of success:Pneg(i, t) (see Appendix D)

In the first iteration of thePRGA, i = 1 and j ′1 = SN−1[1] = 0. Then,SN−1[1] andSN−1[0] are swapped. Conse-
quently,z1 = S′1[S

′
1[1]+S′1[0]] = 1. Similar to the previous negative attacks, ifj i = 0 or j i = 1, thenSi−1[0] or Si−1[1]

would be moved at thei-th step of thePRGA. Finally, the filtering equation for the key would bēK[i] = (−σi(t)) or
¯K[i] = (1−σi(t)) which occurs with a low probability.

We compute the probability of these two negative biases. We define the following events and conditions:

E1 : j i = 0 or j i = 1 B : K̄[i] =−σi(t) or K̄[i] = 1−σi(t)

C :







C1 : St [0] = 1
C2 : St [1] = 0
C3 : z1 = 1

S :























S1 : St [0] = · · ·= Si−1[0]
S2 : Si [0] = · · ·= SN−1[0]
S3 : St [1] = · · ·= Si−1[1]
S4 : Si [1] = · · ·= SN−1[1]
S5 : K̄[i] = j i−σi(t)

What we need is to computePr[B|C]. It is computed as follows:

Pr[B|C]≈ Pr(E1|S5C)
(

NPr[S5|C]−1
N−1

)

+

(

1
N−1

)

(1−Pr[S5|C])

We know thatPr[S5|C]≈ PB(i, t), so we just need to computePr[E1|S5C]:

Pr[E1|S3C]≈ Pr[E1|C] = Pr[C3|E1C1C2] .

(

Pr[E1|C1C2]

Pr[C3|C1C2]

)

≈ 0

So, overall, we have

Pr[B|C] =
(

1−PB(i, t)
N−1

)

C.19 The Sepehrdad-Vaudenay-Vuagnoux Correlation

– Conditions: S−1
t [0]< t +1 or S−1

t [0]> 15,z16 =−16 andj2 /∈ {t +1, . . . ,15} (Cond)
– Attack path: (see Fig. 30)

• St [ j16] = · · ·= S15[ j16] = S16[16] = 0

• i = 16

– Key recovery relation: ¯K[16] = (S−1
t [0]−σ16(t))

– Probability of success:PSVV10(t) (see Appendix D)

Sepehrdad, Vaudenay and Vuagnoux showed in [65] thatPr[S′16[ j
′
16] = 0|z16 = −16] is not 1/N and it holds with

probabilityPdb = 0.038488. This probability was derived empirically. This bias was further analyzed in [62,63] and
was proved in [63]. We revisit this proof for completeness and we modify it slightly to derive a more precise proof
with our notations (see Fig. 29 for the bias path). We first findthe probabilityPr[z16 = −16,S′16[ j

′
16] = 0] and then

usingPr[z16 =−16], we compute the probability above.
In the first round of theKSA, when i = 0 and j0 = K[0], the value 0 is swapped intoS0[K[0]]. The index j0 =

K[0] /∈ {16,−16,x}, so that the values 16,−16 andx at these indices respectively are not swapped out in the first
round of theKSA, where 16< x < N andx 6= 240. The role ofx will be clarified later. We also require thatK[0] /∈
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Fig. 28.RC4 state update in the Aneg4 attack

{1, . . . ,15}, so that the value 0 at indexK[0] is not touched by the values ofi during S1 to S15 state updates. Thus,
K[0] /∈ {1,2, . . . ,15,16,−16,x}. This happens with probability

(

1− 18
N

)

.
From theKSA roundsS0 to S14, none of the indicesj1, . . . , j14 touches the four indices 16,−16,K[0],x. This

happens with probability
(

1− 4
N

)14
. Wheni = 15, the value ofj15 = −16 with probability

(

1
N

)

. This moves−16 to
index 15 inS15. Wheni = 16, we have

j16 = j15+S15[16]+K[16] =−16+16+K[0] = K[0]

whereS15[K[0]] = 0. Hence, after the swap, we haveS16[16] = 0. SinceK[0] 6= 15, we haveS16[15] =−16.

FromS16 to Sx−1, the indexj i does not touch the indices 15, 16 andx with probability
(

1− 3
N

)x−17
. Wheni = x,

the value of jx = 15 with probability
(

1
N

)

. Due to the swap, the valuex moves toSx[15] and the value−16 moves
to Sx[x] = Sx[Sx[15]]. For the remainingN− x−1 rounds of theKSA and for the first 14 rounds of thePRGA, none

of the j i or j ′i values should touch the indices 15,16,x. This happens with probability
(

1− 3
N

)N−x+13
. In the next

state update, i.e.,S′15, the valuex is moved toS′15[ j
′
15]. We need to havej ′15 /∈ {16,x}, otherwise 0 and−16 are

relocated. This happens with probability
(

1− 2
N

)

. We need to end up withS′16[ j
′
16] = 0. This is exactly the case,

becauseS′16[ j
′
16] = S′15[16] andS′15[16] = 0. Since j ′16 = j ′15+S′15[16], we have j ′16 = j ′15. Hence, in the next state

update, i.e.,S′16, the valuex is moved to index 16 and zero is moved to indexj ′16. The last probability we need to
consider is the probability that−16 is not moved in theS′16 state update, meaningj ′16 6= −16. This is correct with
probability

(

1− 1
N

)

. Finally,

Z16 = S′16[S
′
16[16]+S′16[ j

′
16]] = S′16[S

′
16[16]] = S′16[x] =−16

This is the exactly the path we were searching for.
Considering another case where both eventsS′16[ j

′
16] = 0 andz16 = −16 are happening with complete random

association, the overall probability is computed as:

Pr[S′16[ j
′
16] = 0,z16 =−16] =

1
N2 +

(

1− 1
N2

)

γ
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whereγ is the probability that the bias path is correct and is computed as:

γ =
(

1− 18
N

)(

1− 4
N

)14
(

1
N2

)

(

1− 2
N

)(

1− 1
N

)

N−1

∑
x=17

x6=240

(

1− 3
N

)x−17+N−x+13

=
(

N−18
N2

)

(

1− 4
N

)14(
1− 3

N

)N−4(
1− 18

N

)(

1− 2
N

)(

1− 1
N

)

To computePr[S′16[ j
′
16] = 0|z16 =−16], we need to findPr[z16 =−16]. Recalling the different steps of computing

this probability is pretty involved in [63], therefore we refer the interested reader to [63] for the proof ofPr[z16 =
−16] = 1.0355/N. Consequently, the overall probability is:

Pr[S′16[ j
′
16] = 0|z16 =−16] =

1
1.0355

[

1
N
+

(

N− 1
N

)

γ
]

Using theSVV 10 bias, the overall probability of the bias between the keystream bytes and the key bytes are not
easily computable. Therefore, we refined this bias to derivea new onePr[S16[16] = 0|Cond1] =Pdb2= 0.03689, where
Cond1 denotesz16 =−16. In the following, we also recall the proof of this bias from [63]:

Pr[S16[15] =−16] = Pr[S16[15] =−16,S16[16] = 0]+Pr[S16[15] =−16,S16[16] 6= 0]

= 1
N2 +

(

1− 1
N2

)

α16+Pr[S16[16] 6= 0] ·Pr[S16[15] =−16|S16[16] 6= 0]

≈ 1
N2 +

(

1− 1
N2

)

α16+
(

1− 1
N

)

1
N

= 1
N +

(

1− 1
N2

)

α16

Now, we compute the main probabilityPr[z16 =−16,S16[16] = 0] as follows:

Pr[z16 =−16,S16[16] = 0] = Pr[z16 =−16,S16[16] = 0,S16[15] =−16]+Pr[z16 =−16,S16[16] = 0,S16[15] 6=−16]
= Pr[S16[16] = 0,S16[15] =−16] ·Pr[z16 =−16|S16[16] = 0,S16[15] =−16]
+Pr[S16[15] 6=−16] ·Pr[z16 =−16,S16[16] = 0|S16[15] 6=−16]

Hence, merging this bias with the weaknesses of theKSA, we obtain

0
Pdb2=
Cond1

S16[16] = S15[ j16]
P1

A(16,t)
=

Cond′
St [ j16] and j16

PB(16,t)
= K̄[16]+σ16(t)

where j16 /∈ {t +1, . . . ,15} (Cond′) due to Lemma 6. We should setS−1
t [0] < t +1 or S−1

t [0] > 15 (Cond2) to make
sure that the index of zero is not trivially picked at the nextiterations. Using Lemma 6, we obtain

K̄[16]
PSVV10(t)

=
Cond

S−1
t [0]−σ16(t)

which holds with the overall probability of

PSVV10(t) = Pdb2⊗P1
A(16, t)⊗PB(16, t)

We found out that by addingj2 /∈ {t +1, . . . ,15} condition to the attack, we can derive a much better success rate
in practice. Currently, we do not have any justification for this new condition.
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Table 3.The biases for RC4, exploitable against WEP and WPA

row reference f g p
i Klein− Improved S−1

t [−zi + i]−σi(t) (i−zi) 6∈ {St [t +1], . . . ,St [i−1]} PKI (i, t)
i A u15 2−σi(t) St [i] = 0, z2 = 0 P1

u(i, t)
i A s13 S−1

t [0]−σi(t) St [1] = i, (S−1
t [0]< t+1 or S−1

t [0]> i−1),
z1 = i

Kor21(i, t)

i A u13 1 S−1
t [z1]−σi(t) St [1] = i, (S−1

t [z1] < t +1 or S−1
t [z1] > i−

1), z1 = 1− i
Kor21(i, t)

i A u13 2 1−σi(t) St [i] = i, St [1] = 0, z1 = i P3
u(i, t)

i A u13 3 1−σi(t) St [i] = i, St [1] = 1− i, z1 = 1− i P3
u(i, t)

i A s5 1 S−1
t [z1]−σi(t) St [1] < t + 1, St [1] + St [St [1]] = i,

z1 6= {St [1],St [St [1]]}, (S−1
t [z1] <

t +1 or S−1
t [z1]> i−1)

Kor32(i, t)

i A s5 2 S−1
t [St [1]−St [2]]−σi(t) St [2]+St [1] = i, S−1

t [St [1]−St [2]] 6= {1,2},
(S−1

t [St [1] − St [2]] < t + 1 or S−1
t [St [1] −

St [2]]> i−1), z2 = St [1]

Kor32(i, t)

i A s5 3 S−1
t [z2]−σi(t) St [2] + St [1] = i, S−1

t [z2] 6= {1,2},
(S−1

t [z2] < t + 1 or S−1
t [z2] > i − 1),

z2 = 2−St [2]

Kor32(i, t)

i A u5 1 S−1
t [S−1

t [z1]− i]−σi(t) St [1] = i, S−1
t [z1] < t + 1,

S−1
t [S−1

t [z1]− i] 6= 1, (S−1
t [S−1

t [z1]− i] <
t + 1 or S−1

t [S−1
t [z1] − i] > i − 1),

z1 6= {i,1− i,S−1
t [z1]− i}, S−1

t [z1] 6= 2i

Kor32(i, t)

i A u5 2 1−σi(t) St [i] = 1, z1 = St [2] P2
u(i, t)

i A u5 3 1−σi(t) St [i] = i, S−1
t [z1] 6= 1, S−1

t [z1] < t +1, z1 =
St [St [1]+ i]

P5
u(i, t)

i A s3 S−1
t [z2]−σi(t) St [1] 6= 2, St [2] 6= 0, St [2] + St [1] < t +

1, St [2] + St [St [2] + St [1]] = i, S−1
t [z2] 6=

{1,2,St [1] + St [2]}, St [1] + St [2] 6= {1,2},
(S−1

t [z2]< t +1 or S−1
t [z2]> i−1)

Kor43(i, t)

4 A 4 s13 S−1
t [0]−σ4(t) St [1] = 2, St [4] 6= 0, (S−1

t [0] <
t +1 or S−1

t [0]> i−1), z2 = 0
P4

u(i, t)

4 A 4 u5 1 S−1
t [N−2]−σ4(t) St [1] = 2, z2 6= 0, z2 = St [0], z2 6= N− 2,

(S−1
t [N−2]< t +1 or S−1

t [N−2]> 3)
Kor32(i, t)

4 A 4 u5 2 S−1
t [N−1]−σ4(t) St [1] = 2, z2 6= 0, (S−1

t [N − 1] < t +
1 or S−1

t [N−1]> 3), z2 = St [2]
Kor32(i, t)

i A neg 1 1−σi(t) or 2−σi(t) St [2] = 0, St [1] = 2, z1 = 2 Pneg(i, t)
i A neg 2 2−σi(t) St [2] = 0, St [1] 6= 2, z2 = 0 Pneg(i, t)
i A neg 3 1−σi(t) or 2−σi(t) St [1] = 1, z1 = St [2] Pneg(i, t)
i A neg 4 −σi(t) or 1−σi(t) St [1] = 0, St [0] = 1, z1 = 1 Pneg(i, t)

16 SVV 10 S−1
t [0]−σ16(t) S−1

t [0] < t + 1 or S−1
t [0] > 15, z16 = −16,

j2 /∈ {t +1, . . . ,15}
PSVV10(t)
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Fig. 30.RC4 state update in theSVV 10 full attack

D Correlations Probabilities Computation

Biases were computed using the following formulas:

PKI (i, t) = PJ⊗P0⊗P1
A(i, t)⊗PB(i, t)

Korbc(i, t) = Rb
c(i, t)⊗PB(i, t)

Pneg(i, t) =
(

1−PB(i,t)
N−1

)

PSVV10(t) = Pdb2⊗P1
A(16, t)⊗PB(16, t)

P1
u(i, t) =

(

NPB(i,t)−1
N−1

)

.
[

1
2P1

A(i, t)
(

N−1
N

)N−i
+ 1

N

(

1−P1
A(i, t)

(

N−1
N

)N−i
)]

+
(

1−PB(i,t)
N−1

)

P2
u(i, t) = 1

N

(

NPB(i,t)−1
N−1

)

.
[

1
ξ P2

A(i, t)
(

N
N−1

)t−2(N−2
N

)N−1−i
+
(

1−P2
A(i, t)

(

N−2
N

)N−i−1
)]

+
(

1−PB(i,t)
N−1

)

P3
u(i, t) =

(

NPB(i,t)−1
N−1

)

.
[

(

N−1
N

)t+1(N−2
N

)N−1−i
. P2

A(i, t)+
1
N

(

1−P2
A(i, t)

(

N−2
N

)N−i−1
)]

+
(

1−PB(i,t)
N−1

)

P4
u(i, t) =

(

NPB(i,t)−1
N−1

)

.
[

1
2

(

N−1
N

)t+1(N−2
N

)N−1−i
. P2

A(i, t)+
1
N

(

1−P2
A(i, t)

(

N−2
N

)N−i−1
)]

+
(

1−PB(i,t)
N−1

)

P5
u(i, t) =

(

NPB(i,t)−1
N−1

)

.

[

(N−1
N )

t+1
( t

N )(
N−3

N )
N−1−i

(1− 1
N )(

N−1
N )

t+1
( t

N )+
1
N

. P3
A(i, t)+

1
N

(

1−P3
A(i, t)

(

N−3
N

)N−i−1
)

]

+
(

1−PB(i,t)
N−1

)
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where PJ =
2
N , P0 =

(

N−1
N

)N−2
, Pdb2 =

9.444
N andξ = 1

N

[

(

N−1
N

)N
(

1− 1
N + 1

N2

)

+ 1
N2 +1

]

.

Pb
A(i, t) =

(

N−b
N

)i−t−1

PB(i, t) = ∏i−t−1
k=0

(

N−k
N

)

+ 1
N

(

1−∏i−t−1
k=0

(

N−k
N

))

Rb
c(i, t) = rc(i)Pb

A(i, t)+
1
N (1− rc(i)Pb

A(i, t))

r1(i) =
(

N−2
N

)N−i−1

r2(i) =
(

N−3
N

)N−i−1

r3(i) =
(

N−4
N

)N−i−1

These formulas are new. Biases were originally provided with probabilities fort =−1.
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