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#### Abstract

The (fast) algebraic immunity, including (standard) algebraic immunity and the resistance against fast algebraic attacks, has been considered as an important cryptographic property for Boolean functions used in stream ciphers. This paper is on the determination of the (fast) algebraic immunity of a special class of Boolean functions, called Boolean power functions. An $n$-variable Boolean power function $f$ can be represented as a monomial trace function over finite field $\mathbb{F}_{2^{n}}, f(x)=T r_{1}^{n}\left(\lambda x^{k}\right)$, where $\lambda \in \mathbb{F}_{2^{n}}$ and $k$ is the coset leader of cyclotomic coset $C_{k}$ modulo $2^{n}-1$. To determine the (fast) algebraic immunity of Boolean power functions one may need the arithmetic in $\mathbb{F}_{2^{n}}$, which may be not computationally efficient compared with the operations over $\mathbb{F}_{2}$. We prove that if $\lambda=\alpha^{k}$ and $\alpha$ is a primitive element of $\mathbb{F}_{2^{n}}$, or $k$ is co-prime to $2^{n}-1$, then the (fast) algebraic immunity of Boolean power function $\operatorname{Tr}_{1}^{n}\left(\lambda x^{k}\right)$ is the same as that of $\operatorname{Tr}_{1}^{n}\left(x^{k}\right)$. This may help us determine the immunity of some Boolean power functions more efficiently. We show that Niho functions satisfy the co-prime condition, and verify that a number of odd variables Kasami functions also satisfy the co-prime condition.
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## 1 Introduction

Boolean functions used in stream ciphers, especially in the filter and combination generators of stream ciphers based on linear feedback shift registers, should have large algebraic immunity $(\mathcal{A I})$, in order to resist algebraic attacks [1, 2]. They should also have the resistance against fast algebraic attacks (FAA's), because Boolean functions with large algebraic immunity (even the maximum $\mathcal{A I}$ ) may not resist FAA's $[3,4,5]$. The (fast) algebraic immunity, including (standard) algebraic immunity and the resistance against fast algebraic attacks, is considered as an important cryptographic property for Boolean functions used in stream ciphers resisting both algebraic and fast algebraic attacks.

In resent years, more efforts have been made to study the (fast) algebraic immunity of Boolean functions, especially their resistance against FAA's. It was stated that almost all the symmetric Boolean functions including these functions with good algebraic immunity behave badly against FAA's [6]. However, Carlet-Feng function, a class of $n$-variable balanced Boolean functions with the maximum algebraic immunity as well as good nonlinearity [7], was proved to have almost optimal resistance and even optimal resistance against FAA's if $n=2^{s}+1$ exactly with positive integer $s$ [8]. Another class of even $n$-variable balanced Boolean functions with the maximum algebraic immunity and large nonlinearity, called TangCarlet function [9], was also proved to have almost optimal resistance [10]. Moreover, the immunity of some rotation symmetric Boolean functions against FAA's was also analyzed [11].

A special class of Boolean functions are called Boolean power functions. An $n$-variable Boolean power function $f$ can be represented as a monomial trace function over finite field $\mathbb{F}_{2^{n}}, f(x)=T r_{1}^{n}\left(\lambda x^{k}\right)$, where $\lambda \in \mathbb{F}_{2^{n}}$ and $k$ is the coset leader of cyclotomic coset $C_{k}$ modulo $2^{n}-1$. Boolean power functions are widely studied because of their interesting algebraic and combinatorial properties, and their applications in cryptography, coding theory and sequence design. The (fast) algebraic immunity of Boolean power

[^0]functions also received attention, but mainly on their standard algebraic immunity. In 2006, Y. Nawaz et al. firstly studied the upper bound on the algebraic immunity of Boolean power functions. The upper bounds on the algebraic immunities of inverse functions, Kasami functions and Niho functions, which are typical Boolean power functions, were given respectively [12]. In 2008, V.V. Bayev further analyzed the lower bound on the algebraic immunity of inverse functions $\left(\operatorname{Tr}_{1}^{n}\left(\lambda x^{-1}\right), \lambda \in \mathbb{F}_{2^{n}}\right)$ [13]. In 2013, D. K. Dalai presented a new technique of computing algebraic immunity by using incidence matrices [14]. On the basis of his experiments, he conjectured the algebraic immunity of inverse functions exactly arrives at the upper bound given by Y. Nawaz et al. Then X. Feng et al. proved that Dalai's conjecture on the bound of inverse functions is correct [15]. They also demonstrated some weak properties of inverse functions against FAA's.

In this paper, we consider the determination of the (fast) algebraic immunity of Boolean power functions , not only their standard algebraic immunity but also their resistance against FAA's. For an $n$-variable Boolean power function $\operatorname{Tr}_{1}^{n}\left(\lambda x^{k}\right)$ with $1 \neq \lambda \in \mathbb{F}_{2^{n}}$, to determine its (fast) algebraic immunity one may need the arithmetic in $\mathbb{F}_{2^{n}}$, which may be not computationally efficient compared with the operations over $\mathbb{F}_{2}$. Furthermore, the algebraic immunity of inverse function $\operatorname{Tr}_{1}^{n}\left(\lambda x^{-1}\right)$ was proven to be the same as that of $\operatorname{Tr}_{1}^{n}\left(x^{-1}\right)$ [12]. And thus the studies on inverse functions are essentially the studies on $\operatorname{Tr}_{1}^{n}\left(x^{-1}\right)$. We'd like to know whether other Boolean power functions have similar properties, so that one only needs to investigate the immunity of $\operatorname{Tr}_{1}^{n}\left(x^{k}\right)$ no matter what $\lambda$ equals when he wants to get the knowledge on the immunity of $\operatorname{Tr}_{1}^{n}\left(\lambda x^{k}\right)$. By discussing the generic method of determining the (fast) algebraic immunity of Boolean power functions, we obtain two sufficient conditions such that the (fast) algebraic immunity of Boolean power function $\operatorname{Tr}_{1}^{n}\left(\lambda x^{k}\right)$ is the same as that of $\operatorname{Tr}_{1}^{n}\left(x^{k}\right)$. One is that $\lambda=\alpha^{k}$ and $\alpha$ is a primitive element of $\mathbb{F}_{2^{n}}$, the other one is that $k$ is co-prime to $2^{n}-1$. Obviously, inverse function $\operatorname{Tr}_{1}^{n}\left(x^{-1}\right)$ is a simple instant in the Boolean power functions satisfying the proposed co-prime condition. We also show that Niho functions and verify that a number of odd variables Kasami functions also satisfy the co-prime condition.

## 2 Preliminaries

An $n$-variable Boolean function $f$ can be viewed as a mapping from $\mathbb{F}_{2}^{n}$ to $\mathbb{F}_{2}$ and has a unique $n$-variable polynomial representation over $\mathbb{F}_{2}\left[x_{1}, x_{2}, \cdots, x_{n}\right] /\left(x_{1}^{2}-x_{1}, x_{2}^{2}-x_{2}, \cdots, x_{n}^{2}-x_{n}\right)$, called the algebraic normal form (ANF) of $f$,

$$
f\left(x_{1}, x_{2}, \cdots, x_{n}\right)=a_{0}+\sum_{1 \leqslant i \leqslant n} a_{i} x_{i}+\sum_{1 \leqslant i<j \leqslant n} a_{i j} x_{i} x_{j}+\cdots+a_{12 \cdots n} x_{1} x_{2} \cdots x_{n}
$$

where $a_{0}, a_{i}, a_{i j}, \ldots, a_{12 \cdots n}$ belong to $\mathbb{F}_{2}$. We denote by $\mathbb{B}_{n}$ the set of all the $n$-variable Boolean functions.
The algebraic degree of Boolean function $f$, denoted by $\operatorname{deg}(f)$, is the algebraic degree of this polynomial. Boolean functions of degree at most 1 are called affine functions.

For $f(x) \in \mathbb{B}_{n}$, the set of $x=\left(x_{1}, x_{2}, \cdots, x_{n}\right) \in \mathbb{F}_{2}^{n}$ for which $f(x)=1$ is called the support of the function, denoted by $\operatorname{supp}(f)$. The Hamming weight of $f$ is the cardinality of $\operatorname{supp}(f)$. Function $f$ is called balanced if its Hamming weight is equal to $2^{n-1}$ exactly.

Let $g \in \mathbb{B}_{n}$. The Hamming distance of $f$ from $g$ is the Hamming weight of $f+g$. The nonlinearity of $n$-variable function $f$ is its minimum Hamming distance from all the $n$-variable affine functions.

Let $\mathbb{F}_{2^{n}}$ be the finite field with $2^{n}$ elements. By identifying the finite field $\mathbb{F}_{2^{n}}$ with the vector space $\mathbb{F}_{2}^{n}$, an $n$-variable Boolean function is a univariate polynomial over $\mathbb{F}_{2^{n}}: f(x)=\sum_{i=0}^{2^{n}-1} f_{i} x^{i}$, where
$f_{0}, f_{2^{n}-1} \in \mathbb{F}_{2}$ and $f_{2 i}=\left(f_{i}\right)^{2} \in \mathbb{F}_{2^{n}}, 1 \leqslant i \leqslant 2^{n}-2$.
Let $m$ be a divisor of $n$. A trace function $\operatorname{Tr}: \mathbb{F}_{2^{n}} \mapsto \mathbb{F}_{2^{m}}$, is given by $\operatorname{Tr}_{m}^{n}(x)=\sum_{i=0}^{n / m-1} x^{2^{m} \cdot i}$ where $x \in \mathbb{F}_{2^{n}}$. A cyclotomic coset $C_{k}$ modulo $2^{n}-1$ is defined as $C_{k}=\left\{k, k \cdot 2, \cdots, k \cdot 2^{n_{k}-1}\right\}$, where $k$ is the coset leader of $C_{k}$ and $n_{k}$ is the smallest integer such that $k=k \cdot 2^{n_{k}}\left(\bmod 2^{n}-1\right)$, i.e., the size of the $\operatorname{coset} C_{k}$. Denote by $\Gamma(n)$ the set of all coset leaders modulo $2^{n}-1$.

An $n$-variable Boolean function $f$ using univariate polynomial representation can be further written as a (binary) sum of trace functions:

$$
f(x)=\sum_{k \in \Gamma(n)} \operatorname{Tr}_{1}^{n_{k}}\left(f_{k} x^{k}\right)+f_{2^{n}-1} x^{2^{n}-1}, \quad f_{k} \in \mathbb{F}_{2^{n}}, f_{2^{n}-1} \in \mathbb{F}_{2}
$$

The algebraic degree of the Boolean function $f, \operatorname{deg}(f)$ is given by the largest integer $d=w t_{2}(k)$ such that $f_{k} \neq 0$, where $w t_{2}(k)$ is the number of nonzero coefficients in the binary representation of $k$. In particular, an $n$-variable Boolean power function is represented by a monomial or single trace function, i.e.,

$$
f(x)=T r_{1}^{n_{k}}\left(f_{k} x^{k}\right)
$$

for some coset leader $k$.
A Boolean function $g \in \mathbb{B}_{n}$ is called an annihilator of $f \in \mathbb{B}_{n}$ if $f g=0$. The lowest algebraic degree of all the nonzero annihilators of $f$ and $1+f$ is called algebraic immunity of $f$ or $1+f$, denoted by $\mathcal{A I}_{n}(f)$, and it has been proved that $\mathcal{A I}_{n}(f) \leqslant\left\lceil\frac{n}{2}\right\rceil$ for a given $f \in \mathbb{B}_{n}[1,2,16]$. A Boolean function $f \in \mathbb{B}_{n}$ has the maximum algebraic immunity if $\mathcal{A I}_{n}(f)=\left\lceil\frac{n}{2}\right\rceil$.

Boolean functions with large algebraic immunity can resist (standard) algebraic attacks. but they (even with maximum algebraic immunity) may not resist fast algebraic attacks (FAA's) [3, 4, 5]. For an $n$-variable Boolean function $f$, if there exists a nonzero $n$-variable Boolean function $g$ of low degree such that $f g$ has reasonable algebraic degree (not large with respect to $n$ ) then a fast algebraic attack is feasible. It was said that $f$ has optimal resistance against FAA's if and only if there does not exist a nonzero $n$-variable Boolean function $g$ of degree at most $e$ such that $\operatorname{deg}(g)+\operatorname{deg}(f g)<n$ and $e<\frac{n}{2}$ [7, 18]. Usually, when we consider the resistance of $f$ against FAA's, we need to determine whether

$$
\operatorname{deg}(f g) \geqslant n-e
$$

holds for any nonzero $n$-variable Boolean function $g$ of degree at most $e[17,18]$. Clearly, if it is ture for every positive integer $e$ less than $\frac{n}{2}$ then $f$ has the optimal resistance.
M. Liu et al. further proved that an $n$-variable Boolean function has the optimal resistance against FAA's only if $n=2^{s}$ or $n=2^{s}+1$ with positive integer $s$ [8]. For those $n$ and $e$ such that $\operatorname{deg}(f g) \geqslant n-e$ never holds, we can determine whether $\operatorname{deg}(f g) \geqslant n-e-1$ holds [17, 10]. By convention, $f$ is called a function with almost optimal resistance if the inequality holds for every positive integer $e$ less than $\frac{n}{2}$.
Definition 1. Let $g$ be a nonzero $n$-variable Boolean function of algebraic degree at most $e$. An $n$ variable Boolean function $f$ has almost optimal resistance against fast algebraic attacks if $\operatorname{deg}(f g) \geqslant$ $n-e-1$ holds for every positive integer $e$ less than $\frac{n}{2}$, and has the optimal resistance if $\operatorname{deg}(f g) \geqslant n-e$ holds for every positive integer $e$ less than $\frac{n}{2}$.

For simplicity, the algebraic immunity and the resistance against fast algebraic attacks are called the (fast) algebraic immunity of Boolean functions in this paper.

## 3 Determining the (Fast) Algebraic Immunity of Boolean Functions

When deciding the resistance against FAA's, especially for Boolean functions with univariate polynomial representation, the following two sets of integers and a matrix over $\mathbb{F}_{2^{n}}$ are useful. Denote $\mathcal{W}_{e}$ by the integer set $\left\{x \mid 0 \leqslant x \leqslant 2^{n}-1, w t_{2}(x) \leqslant e\right\}$ and $\mathcal{W}_{d}$ by the integer set $\left\{x \mid 0 \leqslant x \leqslant 2^{n}-1, w t_{2}(x) \geqslant d+1\right\}$ where $1 \leqslant e<\left\lceil\frac{n}{2}\right\rceil$ and $d<n$. We also need to define the orderings of the integers in $\mathcal{W}_{e}$ and $\overline{\mathcal{W}}_{d}$ respectively. Good orderings of these integers may speed up the computation, but do not essentially affect any result on (fast) algebraic immunity.

Let $f, g, h$ be $n$-variable Boolean functions and $g$ be a Boolean function of algebraic degree at most $e$ satisfying that $h=f g$ has algebraic degree at most $d$. Let $f(x)=\sum_{k=0}^{2^{n}-1} f_{k} x^{k}\left(f_{k} \in \mathbb{F}_{2^{n}}\right)$ and $h(x)=\sum_{y=0}^{2^{n}-1} h_{y} x^{y}\left(h_{y} \in \mathbb{F}_{2^{n}}\right)$ be the univariate polynomial representations of $f$ and $h$ respectively. Function $g$ of degree at most $e$ can be represented as $g(x)=\sum_{z \in \mathcal{W}_{e}} g_{z} x^{z}, g_{z} \in \mathbb{F}_{2^{n}}$. The algebraic degree of $h=f g$ is at most $d$. For $y \in \overline{\mathcal{W}}_{d}$ we have $h_{y}=0$ and thus

$$
0=h_{y}=\sum_{\substack{k+z=y \\ z \in \mathcal{W}_{e}}} f_{k} g_{z}=\sum_{z \in \mathcal{W}_{e}} f_{y-z} g_{z}
$$

where operation '-' is regarded as the substraction modulo $2^{n}-1$. Above equations on $g_{z}$ 's are a homogeneous linear system with $\sum_{i=d+1}^{n}\binom{n}{i}$ equations and $\sum_{i=0}^{e}\binom{n}{i}$ unknowns. Denote by

$$
U(f ; e, d)
$$

the coefficient matrix of these equations about the Boolean funciton $f$, which is a $\sum_{i=d+1}^{n} \times \sum_{i=0}^{e}\binom{n}{i}$ matrix with $i j$-th element equal to

$$
u_{y z}=f_{y-z}
$$

where $y$ is the $i$-th element in $\overline{\mathcal{W}}_{d}$ and $z$ is $j$-th element in $\mathcal{W}_{e}$.
It is not hard to see and was also shown in [8] that there exists no nonzero function $g$ of degree at most $e$ such that the product $g h$ has degree at most $d$ if and only if matrix $U(f ; e, d)$ has full column rank. This means that $\operatorname{deg}(f g) \geqslant d+1$ if matrix $U(f ; e, d)$ has full column rank. Therefore, one can determine (almost) optimal resistance by computing the rank of $U(f ; e, n-e-1)$ or $U(f ; e, n-e-2)$ for all the possible integer $e$.

With above notations, let $f$ be $n$-variable Boolean functions and $g$ be a Boolean function of algebraic degree at most $e$. If $f g=0$ we have $\sum_{\substack{k+z=y \\ z \in \mathcal{W}_{e}}} f_{k} g_{z}=\sum_{z \in \mathcal{W}_{e}} f_{y-z} g_{z}=0$ for $0 \leqslant y \leqslant 2^{n}-1$. This is a homogeneous linear system with $2^{n}$ equations and $\sum_{i=0}^{e}\binom{n}{i}$ unknowns. Denote by

$$
V(f ; e)
$$

the coefficient matrix, which is a $2^{n} \times \sum_{i=0}^{e}\binom{n}{i}$ matrix with $i j$-th element equal to $u_{y z}=f_{y-z}$ where $y$ is the $i$-th element in $\left\{x \mid 0 \leqslant x \leqslant 2^{n}-1\right\}$ and $z$ is $j$-th element in $\mathcal{W}_{e}$. There exists no nonzero function $g$ of degree at most $e$ such that $f g=0$ if and only if matrix $V(f ; e)$ has full column rank. Then one can determine whether $\mathcal{A} \mathcal{I}_{n}(f)>e$ by computing the ranks of $V(f ; e)$ and $V(1+f ; e)$. In particular, if both $V\left(f ;\left\lceil\frac{n}{2}\right\rceil-1\right)$ and $V\left(1+f ;\left\lceil\frac{n}{2}\right\rceil-1\right)$ have full column rank then $f$ must be a function with maximum algebraic immunity.

Matrix $V(f ; e)$ and matrix $U(f ; e, d)$ have the same structure but different size. Matrix $U(f ; e, d)$ are a sub-matrix of $V(f ; e)$. The method of determining the algebraic immunity by computing the ranks of $V(f ; e)$ and $V(1+f ; e)$ is not computationally efficient. But it can help us see some properties of the standard algebraic immunity of Boolean power functions in the next section.

## 4 Determining the (Fast) Algebraic Immunity of Boolean Power Functions

For Boolean power function $f(x)=\operatorname{Tr}_{1}^{n_{k}}\left(f_{k} x^{k}\right)$ with $k \in \Gamma(n)$, the entries of matrix $U(f ; e, d)$ are in $\mathbb{F}_{2^{n}}$ and to compute its column rank, $\operatorname{rank}(U(f ; e, d))$, maybe not computationally efficient. In this section, if $f(x)=\operatorname{Tr}_{1}^{n_{k}}\left(f_{k} x^{k}\right)$ that satisfies specific conditions, we show that one can determine its resistance against FAA's by determining the resistance of its reduced function $r(x)=\operatorname{Tr}_{1}^{n_{k}}\left(x^{k}\right)$. More precisely, we show that $\operatorname{rank}(U(f ; e, d))=\operatorname{rank}(U(r ; e, d))$, i.e., the resistance of $f(x)=T r_{1}^{n_{k}}\left(f_{k} x^{k}\right)$ is the same as that of $r(x)=\operatorname{Tr}_{1}^{n_{k}}\left(x^{k}\right)$, if $k$ or $f_{k}$ satisfies specific conditions. Since $U(r ; e, d)$ is a matrix over $\mathbb{F}_{2}$ its column rank can be determined more efficiently.

Usually we may pay more attention to the ranks of $U(f ; e, n-e-1)$ and $U(f ; e, n-e-2)$ for positive integer $e$ less than $\frac{n}{2}$. Because it is more interesting for us to determine whether an $n$-variable Boolean function $f$ has optimal or at least almost optimal resistance against FAA's. Recall $1 \leqslant e \leqslant\left\lceil\frac{n}{2}\right\rceil-1$. For $U(f ; e, d)$ with $d=n-e-1$ or $d=n-e-2$ we have

$$
d+1-e \geqslant(n-e-2)+1-e=n-2 e-1 \geqslant n-2\left(\left\lceil\frac{n}{2}\right\rceil-1\right)-1 \geqslant 0
$$

Therefore, when $d=n-e-1$ or $d=n-e-2$ the weights of the integers in $\overline{\mathcal{W}}_{d}$ is never less than those of integers in $\mathcal{W}_{e}$. For $n$-variable Boolean power function $f$ by the following two lemmas we show that $U(f ; e, n-e-1)$ or $U(f ; e, n-e-2)$ is a zero matrix for some possible $e$ if the algebraic degree of $f$ is not large enough.
Lemma 1. If $y \in \overline{\mathcal{W}}_{d}$ and $z \in \mathcal{W}_{e}$, then $w t_{2}(y-z) \geqslant d+1-e$, where operation '-' is regarded as the substraction modulo $2^{n}-1$.
Proof. Let $y=\sum_{i=0}^{n-1} y_{i} \cdot 2^{i}$ and $z=\sum_{i=0}^{n-1} z_{i} \cdot 2^{i}$, where $y_{i}, z_{i} \in\{0,1\}$ for $0 \leqslant i \leqslant n-1$. Denote by $i_{1}, i_{2}, \cdots, i_{s}$ all the integers in $\{0,1,2, \cdots, n-1\}$ such that $i_{1}<i_{2}<\cdots<i_{s}$ and $y_{i_{1}}=z_{i_{1}}=y_{i_{2}}=$ $z_{i_{2}}=\cdots=y_{i_{s}}=z_{i_{s}}=1$, and by $i_{s+1}, i_{s+2}, \cdots, i_{n}$ the remaining integers in $\{0,1,2, \cdots, n-1\}$ such that $i_{s+1}<i_{s+2}<\cdots<i_{n}$. It is clear $0 \leqslant s \leqslant w t_{2}(z) \leqslant e$. Then $w t_{2}\left(y-\sum_{j=1}^{s} z_{i_{j}} \cdot 2^{i_{j}}\right) \geqslant d+1-s$. In particular, if $s=w t_{2}(z) \leqslant e$ then $w t_{2}\left(y-\sum_{j=1}^{s} z_{i_{j}} \cdot 2^{i_{j}}\right)=w t_{2}(y-z) \geqslant d+1-e$ and we are done. Assume that $0 \leqslant s<w t_{2}(z)$. We define

$$
\bar{y}=\sum_{i=0}^{n-1} \bar{y}_{i} \cdot 2^{i}=y-\sum_{j=1}^{s} z_{i_{j}} \cdot 2^{i_{j}}=\sum_{j=s+1}^{n} y_{i_{j}} \cdot 2^{i_{j}} \quad \text { and } \quad \bar{z}=\sum_{i=0}^{n-1} \bar{z}_{i} \cdot 2^{i}=\sum_{j=s+1}^{n} z_{i_{j}} \cdot 2^{i_{j}} .
$$

Since $y-z=\bar{y}-\bar{z}$ and $w t_{2}(\bar{y}) \geqslant d+1-s$ it suffices to show that $w t_{2}(\bar{y}-\bar{z}) \geqslant w t_{2}(\bar{y})$.
Denote by $i_{1}^{\prime}, i_{2}^{\prime}, \cdots i_{t}^{\prime}$ all the integers in $\{0,1,2, \cdots, n-1\}$ such that $i_{1}^{\prime}<i_{2}^{\prime}<\cdots<i_{t}^{\prime}$ and $\bar{y}_{i_{1}^{\prime}}=$ $\bar{y}_{i_{2}^{\prime}}=\cdots=\bar{y}_{i_{t}^{\prime}}=1$, where $t=w t_{2}(\bar{y})$. Then $\bar{y}$ can be written as $\bar{y}=\sum_{j=1}^{t} 2^{i_{j}^{\prime}}$. Note that $\bar{z}_{i_{1}^{\prime}}=\bar{z}_{i_{2}^{\prime}}=$ $\cdots=\bar{z}_{i_{t}^{\prime}}=0$. If there does not exist an integer $i_{t+1}^{\prime}>i_{t}^{\prime}$ such that $\bar{z}_{i_{t+1}^{\prime}}=1$ and $\bar{y}_{i_{t+1}^{\prime}}=0$, then we have $w t_{2}(\bar{y}-\bar{z})$ is equal to

$$
w t_{2}\left(2^{i_{1}^{\prime}}-\left(\bar{z}_{i_{1}^{\prime}-1} \cdot 2^{i_{1}^{\prime}-1}+\cdots+\bar{z}_{0}\right)\right)+\sum_{j=2}^{t} w t_{2}\left(2^{i_{j}^{\prime}}-\left(\bar{z}_{i_{j}^{\prime}-1} \cdot 2^{i_{j}^{\prime}-1}+\cdots+\bar{z}_{i_{j-1}^{\prime}+1} \cdot 2^{i_{j-1}^{\prime}+1}\right)\right) .
$$

We see that $2^{i_{j}^{\prime}}-\left(\bar{z}_{i_{j}^{\prime}-1} \cdot 2^{i_{j}^{\prime}-1}+\cdots+\bar{z}_{i_{j-1}^{\prime}+1} \cdot 2^{i_{j-1}^{\prime}+1}\right)$ as well as $2^{i_{1}^{\prime}}-\left(\bar{z}_{i_{1}^{\prime}-1} \cdot 2^{i_{1}^{\prime}-1}+\cdots+\bar{z}_{0}\right)$ results a positive integer of Hamming weight not less than 1. Thus, $w t_{2}(\bar{y})$ will not decrease after the subtraction operation. Finally, if there exists an integer $i_{t+1}^{\prime}>i_{t}^{\prime}$ such that $\bar{z}_{i_{t+1}^{\prime}}=1$ and $\bar{y}_{i_{t+1}^{\prime}}=0$, then $\bar{y}-\bar{z}$ can be implemented by $2^{n}+\bar{y}-\bar{z}-1$. It follows that

$$
w t_{2}(\bar{y}-\bar{z})=w t_{2}\left(2^{n}-\left(\bar{z}_{n-1} \cdot 2^{n-1}+\cdots+\bar{z}_{i_{t}^{\prime}+1} \cdot 2^{i_{t}^{\prime}+1}\right)\right)+w t_{2}\left(2^{i_{1}^{\prime}}-\left(\bar{z}_{i_{1}^{\prime}-1} \cdot 2^{i_{1}^{\prime}-1}+\cdots+\bar{z}_{0}\right)-1\right)
$$

$$
+\sum_{j=2}^{t} w t_{2}\left(2^{i_{j}^{\prime}}-\left(\bar{z}_{i_{j}^{\prime}-1} \cdot 2^{i_{j}^{\prime}-1}+\cdots+\bar{z}_{i_{j-1}^{\prime}+1} \cdot 2^{i_{j-1}^{\prime}+1}\right)\right)
$$

where

$$
w t_{2}\left(2^{n}-\left(\bar{z}_{n-1} \cdot 2^{n-1}+\cdots+\bar{z}_{i_{t}^{\prime}+1} \cdot 2^{i_{t}^{\prime}+1}\right)\right) \geqslant 1
$$

and

$$
w t_{2}\left(2^{i_{1}^{\prime}}-\left(\bar{z}_{i_{1}^{\prime}-1} \cdot 2^{i_{1}^{\prime}-1}+\cdots+\bar{z}_{0}\right)-1\right) \geqslant 0
$$

This implies that $w t_{2}(\bar{y})$ will not decrease after the subtraction operation, that is $w t_{2}(\bar{y}-\bar{z}) \geqslant w t_{2}(\bar{y})$.
By Lemma 1 we see that if $w t_{2}(k)<d+1-e$ then $f_{k}$ will not appear as an entry in matrix $U(f ; e, d)$. This means that for function $f(x)=T r_{1}^{n_{k}}\left(f_{k} x^{k}\right)$ and function $r(x)=T r_{1}^{n_{k}}\left(x^{k}\right)$ if $w t_{2}(k)<d+1-e$ then $U(f ; e, d)$ and $U(r ; e, d)$ are zero matrices and have trivially the same rank.

Due to this, in fact, it is not necessary for us to discuss the rank of $U(f ; e, d)$ with $d=n-e-1$ or $d=n-e-2$ for function $f(x)=\operatorname{Tr}_{1}^{n_{k}}\left(f_{k} x^{k}\right)$ if $w t_{2}(k)<d+1-e$. But for $k \in \Gamma(n)$ such that $w t_{2}(k) \geqslant d+1-e$ matrix $U(f ; e, d)$ always contains $f_{k}$ as its entries, because we have the following fact. Lemma 2. Let $k \in \Gamma(n)$ such that $w t_{2}(k) \geqslant d+1-e$. There exist $y \in \overline{\mathcal{W}}_{d}$ and $z \in \mathcal{W}_{e}$ such that $y-z=k \bmod \left(2^{n}-1\right)$, that is, matrix $U(f ; e, d)$ contains $f_{k}$ as its entries.
Proof. $\quad$ Since $w t_{2}(k) \geqslant d+1-e$ there exists an integer $i \in\left(0,2^{n}-1\right]$ with $w t_{2}(i) \leqslant n-(d+1-e)$ such that $\left(2^{n}-1\right)-i=k$. If $w t_{2}(i) \leqslant e$ then we find a 2-tuple $(y, z)$ with $y=2^{n}-1 \in \overline{\mathcal{W}}_{d}$ and $z=i \in \mathcal{W}_{e}$ such that $y-z=k \bmod \left(2^{n}-1\right)$. If $w t_{2}(i)>e$ then we can find an integer $j \in\left(0,2^{n}-1\right]$ with $w t_{2}(j) \leqslant n-(d+1-e)-e$ such that $\left(2^{n}-1\right)-j-(i-j)=k$ and $w t_{2}(i-j)=w t_{2}(i)-w t_{2}(j)$. Then we have

$$
w t_{2}\left(2^{n}-1-j\right) \geqslant n-(n-(d+1-e)-e)=d+1
$$

and

$$
w t_{2}(i-j) \leqslant n-(d+1-e)-(n-(d+1-e)-e)=e .
$$

Thus, we find a 2-tuple $(y, z)$ with $y=\left(2^{n}-1-j\right) \in \overline{\mathcal{W}}_{d}$ and $z=(i-j) \in \mathcal{W}_{e}$ such that $y-z=$ $k \bmod \left(2^{n}-1\right)$. In one word, there always exist $y \in \overline{\mathcal{W}}_{d}$ and $z \in \mathcal{W}_{e}$ such that $y-z=k \bmod \left(2^{n}-1\right)$ if $w t_{2}(k) \geqslant d-e+1$.

Moreover, an interesting fact about the optimal resistance against FAA's, which may be known, can be also explained by Lemma 1.
Corollary 1. If $f$ is $n$-variable Boolean function with the optimal resistance against FAA's then $1+f$ is also a function with the optimal resistance.
Proof. Except the coefficient of the constant term, all the coefficients of $f$ and $1+f$ are always the same. Note that $d+1-e=(n-e-1)+1-e=n-2 e \geqslant n-2 \cdot\left(\left\lceil\frac{n}{2}\right\rceil-1\right) \geqslant 1$ when $d=n-e-1$. By Lemma 1 the coefficients of the constant term of $f$ and $1+f$ will not not appear as entries in $U(f ; e, n-e-1)$ and $U(1+f ; e, n-e-1)$. Therefore, both $U(f ; e, n-e-1)$ and $U(1+f ; e, n-e-1)$ have full column rank for every $1 \leqslant e \leqslant\left\lceil\frac{n}{2}\right\rceil-1$.

Now we consider relation between $U(f ; e, d)$ and $U(r ; e, d)$ for any possible $e$ and $d$. The idea is based on the following lemma, which may be well-known. Here we give its proof for self-completeness.
Lemma 3. For $m \geqslant n$, let $A=\left(a_{i j}\right)_{m \times n}$ and $B=\left(b_{i j}\right)_{m \times n}$ be $m \times n$ matrix with $a_{i j}=\beta_{i} \gamma_{j} b_{i j}$ and $\beta_{i}, \gamma_{j} \neq 0$ for $1 \leqslant i \leqslant m, 1 \leqslant j \leqslant n$. Then $\operatorname{rank}(A)=n$ if and only if $\operatorname{rank}(B)=n$.
Proof. Denote by $\operatorname{diag}\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ an $n \times n$ diagonal matrix with diagonal entries $x_{1}, x_{2}, \cdots, x_{n}$. Let $P=\operatorname{diag}\left(\beta_{1}, \beta_{2}, \cdots, \beta_{m}\right)$ and $Q=\operatorname{diag}\left(\gamma_{1}, \gamma_{2}, \cdots, \gamma_{n}\right)$. Then $\operatorname{rank}(A)=\operatorname{rank}(B)$ follows from $A=P B Q$.

Theorem 1. Let $f(x)=\operatorname{Tr}_{1}^{n_{k}}\left(f_{k} x^{k}\right)$ be an $n$-variable Boolean power function and $r(x)=\operatorname{Tr}_{1}^{n_{k}}\left(x^{k}\right)$, where $n_{k}$ is the size of the cyclotomic coset $C_{k}$ modulo $2^{n}-1$. If $f_{k}=\alpha^{k}$ and $\alpha$ is a primitive element of finite field $\mathbb{F}_{2^{n}}$, then $\operatorname{rank}(U(f ; e, d))=\operatorname{rank}(U(r ; e, d))$.
Proof. For $1 \leqslant i \leqslant \sum_{i=d+1}^{n}\binom{n}{i}$ and $1 \leqslant j \leqslant \sum_{i=0}^{e}\binom{n}{i}$, we denote by $a_{i j}$ the $i j$-th element of $U(f ; e, d)$ and by $b_{i j}$ the $i j$-th element of $U(r ; e, d)$. Only $f_{k}, f_{2 k}, \cdots, f_{2^{n_{k}-1} k}$ are nonzero in the univariate polynomial representation of $f$. According to the definition of matrix $U(f ; e, d)$ we have

$$
a_{i j}= \begin{cases}f_{2^{l} k}, & \text { if }(y-z)=2^{l} k \bmod \left(2^{n}-1\right) \\ 0, & \text { otherwise }\end{cases}
$$

and

$$
b_{i j}=\left\{\begin{array}{l}
1, \text { if }(y-z)=2^{l} k \bmod \left(2^{n}-1\right) \\
0, \text { otherwise }
\end{array}\right.
$$

where $y$ is the $i$-th element in $\overline{\mathcal{W}}_{d}, z$ is $j$-th element in $\mathcal{W}_{e}$ and $0 \leqslant l \leqslant n_{k}-1$. Let $\beta_{i}=\alpha^{y}$ and $\gamma_{j}=\alpha^{-z}$. If $(y-z)=2^{l} k \bmod \left(2^{n}-1\right)$ then

$$
a_{i j}=f_{2^{l} k}=\left(f_{k}\right)^{2^{l}}=\alpha^{2^{l} \cdot k}=\alpha^{(y-z)}=\alpha^{y} \cdot \alpha^{-z}=\beta_{i} \gamma_{j} b_{i j}
$$

otherwise $a_{i j}=\beta_{i} \gamma_{j} b_{i j}=0$. By Lemma 3 we have $\operatorname{rank}(U(f ; e, d))=\operatorname{rank}(U(r ; e, d))$.
Theorem 1 can be directly generalized to a small sub-class of Boolean functions with polynomial trace functions. The result may help us find a few of Boolean functions using the trace representation that have good resistance against FAA's.
Corollary 2. Let $\Lambda$ be a subset of $\Gamma(n)$. For $n$-variable Boolean function

$$
f(x)=\sum_{k \in \Lambda \subseteq \Gamma(n)} T r_{1}^{n_{k}}\left(f_{k} x^{k}\right)
$$

and its reduced function $r(x)=\sum_{k \in \Lambda \subseteq \Gamma(n)} \operatorname{Tr}_{1}^{n_{k}}\left(x^{k}\right)$, if $f_{k}=\alpha^{k}$ for every $k \in \Lambda$ and $\alpha$ is a primitive element of finite field $\mathbb{F}_{2^{n}}$, then $\left.\operatorname{rank}(U \overline{( } f ; e, d)\right)=\operatorname{rank}(U(r ; e, d))$.
Proof. As the proof of Theorem 1 we let $\beta_{i}=\alpha^{y}$ and $\gamma_{j}=\alpha^{-z}$, where $y$ is the $i$-th element in $\overline{\mathcal{W}}_{d}, z$ is $j$-th element in $\mathcal{W}_{e}$. If $(y-z)=2^{l} k \bmod \left(2^{n}-1\right)$ for some $k \in \Lambda \subseteq \Gamma(n)$ then $a_{i j}=f_{2^{l} k}=\alpha^{y} \cdot \alpha^{-z}=$ $\beta_{i} \gamma_{j} b_{i j}$, otherwise $a_{i j}=\beta_{i} \gamma_{j} b_{i j}=0$.
Theorem 2. For $n$-variable Boolean power function $f(x)=\operatorname{Tr}_{1}^{n_{k}}\left(f_{k} x^{k}\right)$ and $r(x)=\operatorname{Tr}_{1}^{n_{k}}\left(x^{k}\right)$, if $\operatorname{gcd}\left(k, 2^{n}-1\right)=1$ then $\operatorname{rank}(U(f ; e, d))=\operatorname{rank}(U(r ; e, d))$.
Proof. Suppose that $f_{k}=\alpha^{\lambda}$ with $0 \leqslant \lambda \leqslant 2^{n}-2$ and $\alpha$ is a primitive element of $\mathbb{F}_{2^{n}}$. Since $\operatorname{gcd}\left(k, 2^{n}-1\right)=1$ we let $l=k^{-1} \cdot \lambda \bmod \left(2^{n}-1\right)$. Denote by $a_{i j}$ the $i j$-th element of $U(f ; e, d)$ and by $b_{i j}$ the $i j$-th element of $U(r ; e, d)$. Let $\beta_{i}=\alpha^{l \cdot y}$ and $\gamma_{j}=\alpha^{-l \cdot z}$. For $0 \leqslant s \leqslant n_{k}-1$ if $(y-z)=2^{s} k \bmod \left(2^{n}-1\right)$ then

$$
a_{i j}=f_{2^{s} k}=\left(f_{k}\right)^{2^{s}}=\alpha^{\lambda \cdot 2^{s}}=\alpha^{\left(k^{-1} \lambda\right) \cdot 2^{s} k}=\alpha^{l \cdot(y-z)}=\alpha^{l \cdot y} \cdot \alpha^{-l \cdot z}=\beta_{i} \gamma_{j} b_{i j}
$$

otherwise $a_{i j}=\beta_{i} \gamma_{j} b_{i j}=0$, where $y$ is the $i$-th element in $\overline{\mathcal{W}}_{d}$ and $z$ is $j$-th element in $\mathcal{W}_{e}$. Therefore we have $\operatorname{rank}(U(f ; e, d))=\operatorname{rank}(U(r ; e, d))$ by Lemma 3 .

Before the end of this section, we consider the standard algebraic immunity of $n$-variable Boolean power function $f(x)=\operatorname{Tr}_{1}^{n_{k}}\left(f_{k} x^{k}\right)$ via matrix $V(f ; e)$ and matrix $V(1+f ; e)$. We have the following result, which can be seen as a corollary of Theorem 1 and Theorem 2. And the conclusion is that the standard algebraic immunity of $f(x)=\operatorname{Tr}_{1}^{n_{k}}\left(f_{k} x^{k}\right)$ is the same as that of function $r(x)=\operatorname{Tr}_{1}^{n_{k}}\left(x^{k}\right)$ if $f_{k}=\alpha^{k}$ and $\alpha$ is a primitive element of finite field $\mathbb{F}_{2^{n}}$, or if $\operatorname{gcd}\left(k, 2^{n}-1\right)=1$.

Corollary 3. For $n$-variable Boolean power function $f(x)=\operatorname{Tr}_{1}^{n_{k}}\left(f_{k} x^{k}\right)$ and $r(x)=\operatorname{Tr}_{1}^{n_{k}}\left(x^{k}\right)$, If $f_{k}=\alpha^{k}$ and $\alpha$ is a primitive element of finite field $\mathbb{F}_{2^{n}}$, or if $\operatorname{gcd}\left(k, 2^{n}-1\right)=1$, then $\operatorname{rank}(V(f ; e))=$ $\operatorname{rank}(V(r ; e))$ and $\operatorname{rank}(V(1+f ; e))=\operatorname{rank}(V(1+r ; e))$.

The proof procedures of Theorem 1 and Theorem 2 still work for Corollary 3 except the difference that $y$ in the proof is the $i$-th element in $\left\{x \mid 0 \leqslant x \leqslant 2^{n}-1\right\}$ rather than the $i$-th element in $\overline{\mathcal{W}}_{d}$.

## 5 On Inverse functions, Kasami functions and Niho functions

As the applications of Theorem 2, we consider three classes of Boolean power functions. They are famous inverse functions, Kasami functions and Niho functions. Inverse functions, firstly introduced by K. Nyberg [19], were adopted in many symmetric algorithms, such as block cipher AES [20] and stream cipher SNOW [21]. Kasami functions and Niho functions are classic bent or almost bent functions, that have very large nonlinearity [22, 23, 24].

Let $\lambda \in \mathbb{F}_{2^{n}}$. An $n$-variable inverse function can be defined as $f(x)=\operatorname{Tr}_{1}^{n}\left(\lambda x^{-1}\right)$. An $n$-variable Kasami function can be written as $f(x)=\operatorname{Tr}_{1}^{n}\left(\lambda x^{2^{2 t}-2^{t}+1}\right)$ where $1 \leqslant t \leqslant\lfloor n / 2\rfloor$ and $\operatorname{gcd}(t, n)=1$. For odd integer $n=2 t+1$, an $n$-variable Niho function can be defined as

$$
f(x)= \begin{cases}\operatorname{Tr}_{1}^{n}\left(\lambda x^{2^{t}+2^{\frac{t}{2}}-1}\right) & t \text { even } \\ \operatorname{Tr}_{1}^{n}\left(\lambda x^{2^{t}+2^{\frac{3 t+1}{2}}-1}\right) & t \text { odd }\end{cases}
$$

For inverse functions, since $\operatorname{Tr}_{1}^{n}\left(\lambda x^{-1}\right)=\operatorname{Tr}_{1}^{n}\left(\lambda x^{2^{n}-2}\right)$ and $\operatorname{gcd}\left(2^{n}-2,2^{n}-1\right)=1$, applying Theorem 2 (and Corollary 3), one can directly see the fact that the (fast) algebraic immunity of $f(x)=T r_{1}^{n}\left(\lambda x^{-1}\right)$ is the same as that of $r(x)=\operatorname{Tr}_{1}^{n}\left(x^{-1}\right)$. It was also shown in [13] that $\operatorname{Tr}_{1}^{n}\left(\lambda x^{-1}\right)$ and $\operatorname{Tr}_{1}^{n}\left(x^{-1}\right)$ have the same algebraic immunity. It is a simple special case of the fact we obtain. Furthermore, we also show the following three propositions related to Niho exponent and Kasami exponent.
Proposition 1. Let $n=2 t+1$. If $t$ is even then $\operatorname{gcd}\left(2^{t}+2^{\frac{t}{2}}-1,2^{n}-1\right)=1$.
Proof. For $t=2,4,6,8$ it can be verified directly that $\operatorname{gcd}\left(2^{t}+2^{\frac{t}{2}}-1,2^{n}-1\right)=1$. For even $t>8$ applying the Euclidean algorithm, we have

$$
\begin{aligned}
2^{n}-1 & =\left(2^{t+1}-2^{\frac{t}{2}+1}+3\right) \cdot\left(2^{t}+2^{\frac{t}{2}}-1\right)+\left(2^{t}-2^{\frac{t}{2}}+2\right) \\
2^{t}+2^{\frac{t}{2}}-1 & =1 \cdot\left(2^{t}-2^{\frac{t}{2}}+2\right)+\left(2^{\frac{t}{2}+1}-3\right) \\
2^{t}-2^{\frac{t}{2}}+2 & =2^{\frac{t}{2}-1} \cdot\left(2^{\frac{t}{2}+1}-3\right)+\left(2^{\frac{t}{2}-1}+2\right) \\
2^{\frac{t}{2}+1}-3 & =3 \cdot\left(2^{\frac{t}{2}-1}+2\right)+\left(2^{\frac{t}{2}-1}-9\right) \\
2^{\frac{t}{2}-1}+2 & =1 \cdot\left(2^{\frac{t}{2}-1}-9\right)+11
\end{aligned}
$$

Above equations mean that

$$
\operatorname{gcd}\left(2^{t}+2^{\frac{t}{2}}-1,2^{n}-1\right)=\operatorname{gcd}\left(2^{\frac{t}{2}-1}-9,11\right)
$$

We see that $\operatorname{gcd}\left(2^{\frac{t}{2}-1}-9,11\right)=1$ if and only if $\left(2^{\frac{t}{2}-1}\right) \bmod 11 \neq 9$. But 2 power of any positive integer modulo 11 never results a number with factor 3 . Therefore $\left(2^{\frac{t}{2}-1}\right) \bmod 11 \neq 9$ and $\operatorname{gcd}\left(2^{t}+2^{\frac{t}{2}}-1,2^{n}-\right.$ $1)=\operatorname{gcd}\left(2^{\frac{t}{2}-1}-9,11\right)=1$ holds for any even $t>8$.
Proposition 2. Let $n=2 t+1$. If $t$ is odd then $\operatorname{gcd}\left(2^{t}+2^{\frac{3 t+1}{2}}-1,2^{n}-1\right)=1$.

Proof. For $t=1$ it can be verified directly that $\operatorname{gcd}\left(2^{t}+2^{\frac{3 t+1}{2}}-1,2^{n}-1\right)=1$. For $t \geqslant 3$ applying the Euclidean algorithm, we have

$$
\begin{aligned}
2^{n}-1 & =\left(2^{\frac{t+1}{2}}-1\right) \cdot\left(2^{t}+2^{\frac{3 t+1}{2}}-1\right)+\left(2^{t}+2^{\frac{t+1}{2}}-2\right) \\
2^{t}+2^{\frac{3 t+1}{2}}-1 & =\left(2^{\frac{t+1}{2}}-1\right) \cdot\left(2^{t}+2^{\frac{t+1}{2}}-2\right)+3 \cdot\left(2^{\frac{t+1}{2}}-1\right)
\end{aligned}
$$

Above two equations imply that

$$
\operatorname{gcd}\left(2^{t}+2^{\frac{3 t+1}{2}}-1,2^{n}-1\right)=\operatorname{gcd}\left(2^{t}+2^{\frac{t+1}{2}}-2,3 \cdot\left(2^{\frac{t+1}{2}}-1\right)\right)
$$

Note that $\operatorname{gcd}\left(2^{t}+2^{\frac{t+1}{2}}-2,2^{\frac{t+1}{2}}-1\right)=\operatorname{gcd}\left(2^{t}-1,2^{\frac{t+1}{2}}-1\right)=2^{\operatorname{gcd}\left(t, \frac{t+1}{2}\right)}-1=1$. Thus

$$
\operatorname{gcd}\left(2^{t}+2^{\frac{3 t+1}{2}}-1,2^{n}-1\right)=\operatorname{gcd}\left(2^{t}+2^{\frac{t+1}{2}}-2,3\right)
$$

We can see that $2^{t} \bmod 3=2$ and $2^{\frac{t+1}{2}} \bmod 3=1,2$ for any odd $t$, which mean that $\left(2^{t}+2^{\frac{t+1}{2}}-2\right) \bmod 3 \neq$ 0 and $\operatorname{gcd}\left(2^{t}+2^{\frac{3 t+1}{2}}-1,2^{n}-1\right)=\operatorname{gcd}\left(2^{t}+2^{\frac{t+1}{2}}-2,3\right)=1$.
Proposition 3. If $n$ is odd then $\operatorname{gcd}\left(2^{n-1}-2^{\frac{n-1}{2}}+1,2^{n}-1\right)=1$.
Proof. It can be shown that $\operatorname{gcd}\left(2^{n-1}-2^{\frac{n-1}{2}}+1,2^{n}-1\right)=\operatorname{gcd}\left(2^{\frac{n-3}{2}}+1,7\right)=1$ by the Euclidean algorithm. We need to see that $2^{\frac{n-3}{2}} \neq 6 \bmod 7$, because 2 power of any positive integer modulo 7 never results a number with factor 3 .

By Proposition 1 and Proposition 2, we see that an $n$-variable Niho function has the same (fast) algebraic immunity as that of $\operatorname{Tr}_{1}^{n}\left(x^{2^{t}+2^{\frac{t}{2}}-1}\right)$ or $\operatorname{Tr}_{1}^{n}\left(x^{2^{t}+2^{\frac{3 t+1}{2}}-1}\right)$ respectively. By Proposition 3 we see that an odd $n$-variable Kasami function of algebraic degree $\frac{n+1}{2}$ has the same (fast) algebraic immunity as that of $\operatorname{Tr}_{1}^{n}\left(x^{2^{n-1}-2^{\frac{n-1}{2}}+1}\right)$.

As a matter of fact, one can also quickly check the (non-)coprimality between $2^{2 t}-2^{t}+1$ and $2^{n}-1$ for odd $n$ and $1 \leqslant t \leqslant\lfloor n / 2\rfloor$. We've verified by a computer that a large number of Kasami functions in odd variables satisfy the co-prime condition of Theorem 2. More precisely, we are not able to find a Kasami function in odd $n$ variables that does not satisfy the co-prime condition up to $n=9999$.

On the contrary, unfortunately, all the Kasami functions in even variables can not satisfy the coprime condition. This is because $2^{2 t}-2^{t}+1 \equiv 2^{n}-1 \equiv 0 \bmod 3$ if $n$ is even and $t$ is odd, i.e., $\operatorname{gcd}\left(2^{2 t}-2^{t}+1,2^{n}-1\right)=\operatorname{gcd}\left(2^{2 t}-2^{t}+1,2^{n-3 t}+1\right) \geqslant 3 \neq 1$.

## 6 Conclusion

In this paper, we discuss the relation between the (fast) algebraic immunity of $f(x)=T r_{1}^{n_{k}}\left(\lambda x^{k}\right)$ and that of its reduced function $r(x)=\operatorname{Tr}_{1}^{n_{k}}\left(x^{k}\right)$. We provide two sufficient conditions such that the (fast) algebraic immunity of Boolean power function $\operatorname{Tr}_{1}^{n_{k}}\left(\lambda x^{k}\right)$ is the same as that of $\operatorname{Tr}_{1}^{n_{k}}\left(x^{k}\right)$. This may help us determine the immunity of some Boolean power functions more efficiently.
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