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Abstract. We give a simple heuristic sieving algorithm for the m-dimensional
exact shortest vector problem (SVP) which runs in time 20.3112m+o(m). Unlike
previous time-memory trade-offs, we do not increase the memory, which stays at
its bare minimum 20.2075m+o(m). To achieve this complexity, we borrow a recent
tool from coding theory, known as nearest neighbor search for binary code words.
We simplify its analysis, and show that it can be adapted to solve this variant
of the fixed-radius nearest neighbor search problem: Given a list of exponentially
many unit vectors of Rm, and an angle γπ, find all pairs of vectors whose angle
≤ γπ. The complexity is sub-quadratic which leads to the improvement for lattice
sieves.
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1 Introduction

Lattice-based cryptography is a promising area due to the simple additive, par-
allelizable structure of a lattice. Additionally, lattices serve as a tool to attack
cryptosystems that are not necessarily lattice-based themselves. The two basic
hard problems shortest vector problem (SVP) and closest vector problem (CVP)
are known to be NP-hard1 to solve exactly [1, 13] and also NP-hard to approx-
imate [8, 16] within at least constant factors. Moreover, hard lattice problems
have a long standing relationship to number theory and cryptology. In num-
ber theory, they can for example be used to find Diophantine approximations.
Together with the worst-case reduction by Ajtai [1] this provides a very good
starting point for lattice-based cryptography.

The time complexity of known algorithms that find the exact solution to SVP
or CVP are at least exponential in the dimension of the lattice. These algorithms
also serve as subroutines for strong polynomial time approximation algorithms
which have been shown to be of great use as a cryptanalytic tool. In cryptology,
they were used for a long time, first through a direct approach as in [11] and then
more indirectly using Coppersmith’s small roots algorithms [6, 7]. Algorithms for
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1 Under randomized reductions in the case of SVP.



the exact problem enable us to choose appropriate parameters for cryptographic
schemes.

A shortest vector can be found by enumeration [22, 12], sieving [2, 20, 18, 23,
4, 9, 24, 14, 15] or the Voronoi-cell algorithm [17]. Enumeration uses a negligible

amount of memory and its running time is between 2Õ(m) and 2Õ (m2) depending
on the amount and quality of the preprocessing. Probabilistic sieving algorithms,
as well as the deterministic Voronoi-cell algorithm are simply exponential in time
and memory.

Previous work has shown how to reduce the time complexity by exponential
factors while however increasing the memory requirement by exponential fac-
tors. As the memory requirement proves to represent the bottleneck in practice,
researchers are looking for only slight or no increase in the memory requirement.
Indeed, the most efficient sieve in practice is not the one of lowest asymptotic
time complexity. It is a parallelized version of the Gauss sieve [20, 5, 10, 19] for
which the time complexity is unproven but postulated to be at most 20.41m+o(m).
The complexity hence differs to less expensive sieves by exponential factors while
at the same time the memory complexity is smaller by an exponential factor. We
give details in the following paragraph and in Sect. 2. A provable variant of same
asymptotic complexity is the Nguyen-Vidick sieve [20] (NV sieve) for which we
propose a heuristic improvement.

Our contribution. The basic step in a lattice sieve algorithm is to search pairs of
vectors for which the norm of the sum or difference is smaller than the one of the
input vectors. The number of potential candidate vectors is exponential in the
lattice dimension and the cost to perform a reduction is hence also exponential.
It represents the dominating cost of the sieve and we are highly interested in a
most efficient execution.

Here, we propose a new and faster method that searches candidate vectors
for reduction. This reduces the currently used method which performs a trivial
exhaustive search over all vectors in the list. The new technique stems from a
new method for nearest neighbor search in the domain of coding theory [3]. We
develop a variant, presented in Sect. 3, that applies to the domain of lattices and
can replace the trivial reduction search in a lattice sieve by our method. The
complexity of an NV sieve [20] (cf. Sect. 2) is hence reduced from 20.41m+o(m)

to 20.3112m+o(m) without changing the required memory of 20.208m+o(m) in its
exponential factors as illustrated in Fig. 1. This stands in contrast to currently
proposed methods that reduce the time while increasing the memory by expo-
nential factors.

Organization of the paper. In Section 2 we provide a brief background on Eu-
clidean lattices and sieving algorithms (Sect. 2.1). We also summarize the nearest
neighbor search algorithm by May and Ozerov in Sect. 2.2 and discuss its limi-
tations. The following Sect. 3 presents our new method to find neighbor vectors
which is based on the method by May and Ozerov. We provide an analysis of
the complexity and finally show how to apply it to the NV-sieve in Section 4.
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Fig. 1. Nearest neighbor search vs. other time-memory trade-offs.

2 Required basic background

We here briefly summarize essential facts about Euclidean lattices, lattice prob-
lems for cryptographic use, important lattice algorithms and a nearest neighbor
search algorithm.

2.1 Euclidean lattices and lattice sieve algorithms

Euclidean lattices. A lattice L of dimension s ≤ m is a discrete subgroup of
Rm that spans an s-dimensional linear subspace. A lattice can be described as
the set of all integer combinations {

∑s
i=1 αibi |αi ∈ Z} of s linearly independent

vectors bi of Rs. Such vectors b1, .., bm are called a basis of L. The volume of the
lattice L is the volume of span(L)/L, and can be computed as

√
det(BBt), for

any basis B. The volume and the dimension are invariant under change of basis.
Any lattice has a shortest non-zero vector of Euclidean length λ1(L) which can

be upper bounded by Minkowski’s theorem as λ1(L) ≤
√
m vol (L)1/m. The two

basic hard problems shortest vector problem (SVP) and closest vector problem
(CVP) are known to be NP-hard1 to solve exactly [1, 13] and also NP-hard to
approximate [8, 16] within at least constant factors. The problems can be solved
exactly or approximately by finding a shortest or closest vector up to a given
factor.

Sieving algorithms to solve SVP. Asymptotically, the most efficient method to
solve the exact SVP in practice is based on sieving. Lattice sieving algorithms
usually start with exponentially many large lattice vectors, and iteratively com-
bine these vectors together, for instance replacing vectors by their difference
with other close vectors in the list, when they are shorter. The algorithm goes
on, while the norm of the vectors in the list decreases, until the list contains

1 Under randomized reductions in the case of SVP.



Algorithm 1 Nguyen-Vidick-like sieve
Input: A set L of vectors, of L, a parameter ε > 0
Output: A shortest vector of L
1: R← maxNorm(L)
2: L′ ← ∅
3: repeat
4: L′ ← {v ∈ L s.t. ‖v‖ ≤ (1− ε)R}
5: N ← FindNeighbors(L,γ = 1

3
− ε)

6: for each (u,v) ∈ N do L′ ← L′ ∪ {u− v}
7: L← L′, R← (1− ε).R
8: until |L′| ≈ 1
9: return shortestVector in L

the shortest lattice vector, or at least, a very good approximation. Sieving al-
gorithms differ by the strategy to find pairs of vectors close to each other in a
list of random lattice vectors. The simplest algorithms essentially test all pairs of
vectors using a quadratic-time approach to detect close vectors. For instance, the
NV-sieving algorithm [20] performs many straightforward iterations on the list,
each iteration computing at most one difference at a time, whilst the Gauss-sieve
algorithm [17] performs as many reductions as possible for each vector of the list,
and needs backtracking.

The sieving criterion to determine if the difference of two vectors (of approxi-
mately the same norm) is smaller is called a neighboring criterion, and is roughly
equivalent to testing whether the angle between the two vectors is ≤ π/3 − ε.
As explained in [20], a cone of angle π/3 covers a fraction sin(π/3)m of the
unit sphere, so a list of more than Õ(sin(π/3)−m) = Õ(20.208m) elements must
contain neighbor vectors. For this reason, all known sieving algorithms take as
input a list of 20.208m+o(m) vectors, and quadratic-time sieving algorithms have
complexity 20.415m+o(m).

Various research has been done and is ongoing to reduce the complex-
ity of sieving algorithms [2, 4, 9, 18, 20, 23, 24]. Additionally, a new technique
has been developed recently that is based on locality-sensitive hash functions
which reduces the time and memory complexity in the asymptotic case down to
20.298m+o(m) [14, 15]. All these techniques are time versus memory trade-offs, and
therefore, increase the memory complexity by exponential factors. In practice,
keeping the memory as small as possible seems to be the most important factor to
get a good running time, which is confirmed by challenges [21], where quadratic
algorithms with minimal memory 20.21m+o(m) achieve better than all time vs.
memory trade-offs. For this reason, we will focus on decreasing the running-time
of sieving without affecting the memory.

A simplified blueprint of Nguyen-Vidick-like lattice sieving is summarized
in Alg. 1, where the quadratic neighboring search phase has been extracted
as Alg. 2. Its asymptotic complexity is 20.41m+o(m) in time and 20.208m+o(m) in
memory for a random lattice of dimension m. In the next sections, we propose
faster alternatives for Alg. 2, which preserve the memory complexity.



Algorithm 2 FindNeighbors (QuadraticNNS, as in NV-sieve)

Input: List L = (u1, . . . ,uN ) of vectors, a parameter γ defining neighbors.
Output: A list of neighbor pairs (ui,uj) in L2

1: N ← ∅
2: for i = 1 to N do
3: for j = 1 to i− 1 do
4: if angle(ui,uj)≤ πγ then N ← N ∪ (ui,uj); break;
5: end for
6: end for
7: return N

2.2 Nearest neighbor search for decoding

May and Ozerov recently presented an efficient method to find pairs of close
words in a lists of random binary words. They apply this algorithm to decode
binary linear codes [3]. Namely, given two lists L and R of |L| = |R| = 2λm

uniformly distributed and pairwise independent vectors from Fm2 , find a pair in
L × R of small Hamming distance γm for γ < 1/2. The proposed algorithm

runs in time |L|
1

1−γ . The smaller γ, the better the running time. This stands in
contrast to previously known and widely used methods which are a subroutine
that perform a test on all tuples and hence run in time |L|2. A similar task
appears also in lattice sieves for which we adapt the algorithm in Sect. 3.

The main idea of the algorithm from [3] is to successively apply randomized
filters on the input list, which may be computed individually on each word, and
which are designed to eliminate a large number of vectors. In their algorithm,
a filter corresponds to 2n random positions. A word is accepted by the filter if
and only if it contains at exactly n ones in these 2n positions, and exactly 1−δ

2 n
ones in the first n positions. δ ∈]0, 1[ and n ∈ N are optimization parameters
that they must tune to optimize the success probability.

The important point is that neighbor words have a much larger chance to
be accepted by the same filter than independent random words. Therefore, the
main idea is to apply different random filters to the input list of words, and to
recursively check whether neighbors are in the filtered sublists. If this process is
repeated with sufficiently many random filters, then each pair of neighbor words
is eventually be retrieved.

2.3 Discussion of limitations

In their algorithm, May and Ozerov [3] have to deal with technical issues, which
we remove in the case of lattices in Sect. 3 and Sect. 4. The first limitation is that
the filtering condition is in practice very restrictive. At each recursive level, the
filter eliminates at least all words which are unbalanced at the 2n positions. This
yields large polynomial losses between each iteration. These polynomial losses,
raised to the power of the number of levels, make their algorithm only usable for
very large lists.

The second issue was that their binary words had a small length m. For
this reason, they had to choose m as their main complexity parameter, and at



each recursion level, the choices of n and δ had to be adapted to m. In practice,
n was proportional to m, and the proportion coefficient depends on γ. This
dependency between n, δ and m increases their number of recursion levels, which,
combined with the losses in the filtering conditions, make the overall algorithm
less practical.

Overall, the most important fact to remember is that asymptotically, when
the input words are very large, and the input list contains 2O(m) elements, then
in the most significant recursion levels, the parameter δ becomes very close to 0
and n is larger than 1/δ2. In this case, the overall complexity of the May-Ozerov

algorithm is equivalent to Õ(|L|
1

1−γ+ε), which is sub-quadratic, and gets smaller
when γ decreases.

3 Nearest neighbor search adapted for sieving

We here describe a variant of [3] as described in Sect. 2.2 which we will use
as a subroutine in a sieving algorithm to find vectors suitable for reduction as
we present in Sect. 4. Our algorithm overcomes the limitations of the previous
nearest neighbor search algorithm as discussed in the above section. In contrast
to the May-Ozerov proposition, we ensure that the filtering conditions are easier
to fulfill, and we obtain non-negligible filtering probabilities. We show that in
our nearest neighbor search setting, the parameters (equivalent to n and δ) can
be arbitrarily fixed, which simplifies a lot the analysis. The overall complexity is

again of order Õ(|L|
1

1−γ+ε) searching neighbors at an angle γπ in an input list L.
It hence improves over a classic search of pairs of vectors performed in quadratic
time.

Setting. We are given a list of N uniformly distributed real vectors of Rm of norm
one, and we wish to find all pairs of vectors of an angle inferior to γπ (radians),
that we call neighbors. If the input list has N elements, we expect to find about
N2 sin(γπ)m pairs of neighbors. The naive approach is the quadratic nearest
neighbor search (QuadraticNNS), which tests all pairs, and which is essentially
optimal when N is arbitrarily large. Instead, we will focus on the particular
case where N is smaller than 1/ sin(γπ)m. In this case, we expect to find O(N)
neighbors, and we will adapt and simplify the algorithm of [3] to find these pairs

in sub-quadratic time O(N
1

1−γ + ε).

Basic principles. The main idea of the algorithm remains to successively apply
randomized filters, which are efficient functions from Rm to {0, 1}. Random vec-
tors should be accepted by the filter with some low probability Pf . But most
importantly, a pair of neighboring vectors must have a much larger probability
Pp to be simultaneously accepted by the filter than P 2

f for a pair of randomly
chosen vectors. As we will see later, this difference of probability between Pp and
P 2
f is precisely what causes the sub-quadratic complexity.

In our setting, the set of random filters is denoted F(n, δ), and is parametrized
by a number n ∈ N of tests, and a weight constraint δ ∈]0, 1[. To instantiate a
filter f ∈ F , we choose n ∈ N>0 directions ui uniformly over the 1-sphere of Rm.



A non-zero vector v ∈ Rn passes the filter f if and only if there are at most 1−δ
2 n

directions ui such that 〈v,ui〉 ≥ 0. In this case, we set f(v) = 1, else f(v) = 0
means that the vector v is rejected.

Procedure. Let γ < 1/2 be fixed (γπ is the angle between neighbors) and let
δ > 0, n ∈ N and K be three optimization parameters. Let L be a list of N real
vectors in Rm, whose directions are uniformly distributed on the sphere of radius
one. The goal is to establish the list of all neighboring pairs.

– If N is too small (say N ≤ Nmin), we use the naive quadratic algorithm,
which checks all pairs.

– If N is larger, we repeat K times the following: We choose a random filter
f ← F(n, δ), we extract only the sublist L′ = {v ∈ L s.t. f(v) = 1} of
vectors which pass the filter and we continue recursively on L′.

Algorithm 3 presents a pseudo code of the algorithm.

Algorithm 3 Nearest neighbor search (NNS)
Require: A list L of N unit vectors of Rm
Ensure: The list of all neighboring vectors
Global: Repetitions K, an angle πγ defining neighbors, filtering parameters δ, n, a lower-bound

Nmin ∈ N for the recursion

1: if N < Nmin then
2: Return (v,w) ∈ L2 s.t. 〈v,w〉 ≥ cos(πγ) via QuadraticNNS(L)
3: end if
4: N ← ∅
5: for i = 1 to K do
6: Pick a random filter f ∈ F
7: Filter L′ = {v ∈ L s.t. f(v) = 1}
8: N ← N ∪NNS(L′)
9: end for

10: Return N

Analysis. The success of Alg. 3 depends on two probabilities. We call Pf (δ, n)
the probability that a vector v is accepted by a random filter, and Pp(γ, δ, n)
the probability that two vectors v,w, having an angle γπ, are simultaneously
accepted by the same random filter. Due to the spherical symmetry of the prob-
lem, we may arbitrarily fix v = (1, 0, . . . , 0) and w = (cos(γπ), sin(γπ), 0, . . . , 0)
without affecting the probabilities when calculating them.

The first probability is easy to estimate: v is accepted if and only if at most
j0 = 1−δ

2 n directions are in the same hemisphere as v which happens with
probability

Pf (δ, n) =
1

2n

1−δ
2
n∑

j=0

(
n

j

)
. (1)

Since the vectors in the input list are uniformly distributed on the sphere, we
thus expect to keep N ·Pf elements in L′ on average after the filtering step on N



elements. The number of accepted elements decreases quickly when δ increases,
as the weight requirement on the vectors becomes more restrictive.

Heuristic 1 (Number of elements in lists). We assume that in each step of
Alg. 3 we filter NPf elements given N elements.

The second probability Pp is a bit longer to evaluate. We analyze the setting
as illustrated in Fig. 3 where we see two vectors at an angle γπ and the inter-
section of the two hemispheres Hv, Hw defined by v,w. We draw n directions
ui and observe in which part of the intersecting hemispheres they fall. We now
describe the dependency between: (i) the angle and (ii) the number of directions
that fall in the four sections defined by the hemispheres. Let us assume the fol-
lowing scenario: At most j0 directions are in the hemisphere Hv centered in v,
and at the same time, at most j0 directions are in the hemisphere Hw centered
in w. If we note i the number of vectors in Hv ∩ Hw, j the number of vectors
in Hv ∩Hw, k the number of vectors in Hv ∩Hw, the exact value of Pp can be
computed as:

Pp(γ, δ, n) =
1

2n

∑
i∈[0,j0],

j,k∈[0,j0−i]

n!

i!j!k!(n-i-j-k)!
γj+k(1− γ)n−j−k with j0 =

1− δ
2

n. (2)

By definition of the probability Pp, it suffices to repeat the main loop about
K = ln(x) · P−1p times, so that with probability ≥ 1− 1

x , each pair of neighbors
appears at least once in the same sublist. As long there are at most x recursive
levels in total, an elementary induction on the recursive calls in Alg. 3 proves
that each pair of neighbors is recovered with constant probability.

v

w

γ
2

γ
2

1−γ
2

1−γ
2

γπ i dirs

j dirs.

k dirs.

n-i-j-k dirs

Fig. 2. Intersection of hemispheres.

Exponent of complexity
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Fig. 3. Development of exponent for differ-
ent choices of n, δ, γ = 1/3.

3.1 Complexity analysis for fixed parameters

In this section, we analyze the complexity of our nearest neighbor search
(cf. Alg. 3) when the three parameters γ, δ and n are fixed. This means that
the probabilities Pp and Pf are constant and we can the compute the complexity



and presented in the following. We also provide example parameters to illustrate
their size and impact on the complexity. We now state our main contribution of
the section. Given as input a list of N words, we note C(N) the time complexity,
expressed as a number of dot products on Rm.

Theorem 1 (Complexity of NNS). Let γ < 1/2, δ < 1 and n be fixed. Let
L be a list of N ≤ poly(m) sin(πγ)−m uniformly random vectors in the sphere of
dimension m. We call d = ln(P−1p )/ ln(P−1f ) the exponent such that P df = Pp.

Then the time complexity of Alg. 3 is Õ(Nd).

Proof. The overall time complexity to treat a list of length N is given by

C(N) =
1

2
N2 when N ≤ Nmin (3)

C(N) = 1/Pp · (C(PfN) + nN)) when N > Nmin (4)

The first row corresponds to the quadratic algorithm. The second row in-
cludes the 1/Pp repetitions in which we count one recursive call and one filtering
process, composed of n dot products per vector. The induction goes on until the
list is very small, which typically means, Nmin = poly(m). In order to simplify
and solve the above recurrence, we set X = 1/Pf and uk = C(NminX

k) for
k ∈ N. Then, the sequence (uk)k∈N satisfies the following linear recurrence:

u0 =
1

2
N2

min, uk = Xduk−1 +NminX
d+k

which has the explicit solution:

uk =

(
1

2
N2−d

min +
N1−d

min X
d

Xd−1 − 1

)
(NminX

k)d − Xd

Xd−1 − 1
(NminX

k)

Thus, assuming that the complexity of the algorithm increases with N , the final
asymptotic complexity satisfies for all N ≥ Nmin

C(N) ≤ (N2−d
min + 2N1−d

min P
−1
f )Nd.

We recall that this algorithm is particularly interesting for N =
Õ(sin(πγ)−m) which is exponential in the dimension of the vector space. There-
fore, it suffices to choose Nmin polynomial or slightly sub exponential in m so that
the whole factor in C(N) vanishes before Nd. Therefore, we have proved that
each choice of parameters n, δ, γ corresponds to an exponent d such that asymp-
totically, finding all pairs of neighbors in a list of size N ≤ poly(m)/ sin(γπ)m

can be achieved with time complexity Õ(Nd), and memory O(N).
To get a feeling of the parameters in practice, we give some example param-

eters n, δ in Table 1. We fix γ = 1/3 and compute the resulting exponent d of
the complexity. Also Fig. 3 illustrates the complexity development as n and δ
change, again for γ = 1/3.

The next section analyses the asymptotic case and presents the value to which
d tends. The analysis shows that asymptotically 1.5 + ε for γ = 1/3 and small
ε < 1 is achieved. The development in the above table gives us a glance of this
behavior in moderate dimensions.



Table 1. Practical values of n, δ for γ = 1/3.

n δ d 1/Pf (≈Nmin) 1/Pp (≈K)

30 0.15 1.6491 5.53 16.79
50 0.25 1.6088 30.81 248.32
70 0.25 1.6026 48.32 499.97
90 0.25 1.5910 134.53 2436.99

30 0.4 1.6019 46.76 473.13
40 0.4 1.5919 120.56 2056.17
50 0.4 1.5842 303.01 8534.24
60 0.4 1.5781 748.94 34366.4
70 0.4 1.5730 1829.42 135444
90 0.4 1.5652 10652.1 2.01164e+06
150 0.4 1.5507 1.88883e+06 5.39998e+09
200 0.35 1.5493 2.40156e+06 7.68068e+09

3.2 Complexity analysis in the asymptotic case

In this section, we prove the following theorem, which proves that for each angle
γπ, there exists a choice of parameters n, δ for which the complexity exponent
of our nearest neighbor search decreases to 1

1−γ .

Theorem 2. Let γ ∈]0, 12 [ be a parameter and ε > 0 be a small quan-
tity, there exists parameters n ∈ N and δ > 0 such that the exponent d =
ln(Pp(γ, n, δ))/ ln(Pf (n, δ)) is ≤ 1

1−γ + ε. For these choices of parameters, the

time complexity of Alg. 3 on an input list of N = sin(πγ)−m vectors is asymp-

totically Õ(N
1

1−γ+ε).

To prove this theorem, we compute asymptotic equivalents of ln(Pp) and
ln(Pf ) for large n ∈ N, and small δ > 0. We also provide some additional
details on the limit exponent for γ = 1

3 , which is of particular interest for sieving
algorithms.

Proof. The probability Pf in (1) is a sum of binomial terms, and since the last
index j0 = 1−δ

2 n is lower than n/2, Pf satisfies the following bounds:

1

2n

(
n

1−δ
2 n

)
≤ Pf (n, δ) ≤ n · 1

2n

(
n

1−δ
2 n

)
.

Using the Stirling formula, and the entropy function H(x) = x log2(x) + (1−
x) log2(1− x), we deduce that asymptotically,

ln(P−1f ) ∼
n→∞

n ln(2)

(
1−H

(
1− δ

2

))
(5)

For small values of δ, the entropy function has the following Taylor expansion:
H(1−δ2 ) = ln(2)− ln(2)

2 δ2 + ◦(δ3). Therefore, we also have the simpler equivalent:

ln(P−1f ) ∼
δ→0

nδ2→∞

1

2
nδ2 (6)



We now do the same for the probability Pp, and start by finding the maximal
term in the expression of Pp from (2). First, we remark that the multinomial
coefficient is the product between n!

i!(j+k)!(n−i−j−k)! and the binomial coefficient
(j+k)!
j!k! . When the sum j+k is fixed, this binomial coefficient reaches its maximum

when j = k. Then, writing i = ni′ and j = nj′, the maximal term of the
expression of Pp corresponds to the maximum of the function:

f(i′, j′) := ln

(
n!

ni′!(nj′!)2(n− ni′ − 2nj′)!
γ2nj(1− γ)n−2nj

′
)

over the domain i′ ∈ [0, 1−δ2 ], j′ ∈ [0, 1−δ2 − i
′]. We may approximate 1

nf(i′, j′)
with its equivalent via Stirling formula:

f(i′, j′)

n
≈ −i′ ln(i′)−2j′ ln(j′)−(1−i′−2j′) ln(1−i′−2j′)+2j′ ln(γ)+(1−2j′) ln(1−γ)

A quick computation of the partial derivatives shows that this function in-
creases with i′ and j′ on its entire domain. The maximum is reached at the
upper-frontier of the domain where i′ = 1−δ

2 − j′. Then, substituting i′ with
1−δ
2 − j

′ and derivating again, we get that the extremum is reached for j′ = j′0
satisfying:

ln(
1− δ

2
− j′0)− 2 ln(j′0) + ln(

1 + δ

2
− j′0)− 2 ln(

1− γ
γ

) = 0

or equivalently, j′0 is the positive solution of the second degree equation:[(
1− γ
γ

)2

− 1

]
.j′0

2
+ j′0 −

(
1− δ2

4

)
= 0

This is the exact expression of j′0.

j′0 =
γ

2

(
−γ +

√
(1− γ)2 − (1− 2γ)δ2

1− 2γ

)
(7)

Finally, ln(Pp(γ, n, δ)) admits the following equivalent when n grows:

ln(Pp(γ, n, δ)) ∼ n ·
(

ln(2)− f
(

1− δ
2
− j′0, j′0

))
(8)

Again, computing the Taylor expansions of j′0 = γ
2−

γ
4(1−γ)δ

2+◦(δ2) from (7),

and then substituting in f
(
1−δ
2 − j

′
0, j
′
0

)
, we obtain a simpler equivalent when δ

is small and n is larger than 1/δ2.

ln(Pp(γ, n, δ)) ∼
δ→0

nδ2→∞

nδ2

2(1− γ)
(9)

Finally, dividing the two equivalents (9) and (6), we obtain the limit expo-
nent, which proves the theorem:

d =
ln(Pp(γ, n, δ))

ln(Pf (n, δ))
∼
δ→0

nδ2→∞

1

1− γ
(10)



4 Application to lattice sieves

We can apply the above algorithm to solve a shortest vector problem (SVP)
or approximate SVP for a given lattice L of dimension m by means of a sieving
algorithm. For instance, the NV sieving algorithms first samples an exponentially
large set L0, of N = 20.2075m+o(m) long lattice vectors of same norm R0. Then,
a sieving iteration step selects pairs of neighbor vectors from L0 × L0 whose
distance is ≤ (1 − ε)R0, stores their differences in a new list L1, and continues
with L1.

The NV strategy reduces the running-time by a polynomial factor by ensuring
that a vector of the list can be reduced by at most one other vector. If this
approach is faster than testing all pairs, it also has the drawback to decrease the
number of returned neighbor pairs for L1, which is by definition always smaller
than L0. And overall, the complexity of an iteration remains quadratic in N .

Here, the idea is to replace a sieving iteration with our sub-quadratic nearest
neighbor search algorithm. Since two neighbors have an angle smaller than π/3,
which corresponds to γ = 1

3 , this can effectively decrease the time complexity

from Õ(N2) to Õ(N1.5+ε), depending on the choices of n, δ as in the previous
section. More precisely, the asymptotic time complexity drops from 20.4150m+◦(m)

to 20.3112m+◦(m), and the memory remains of the order of the input 20.2075m+◦(m).

The substitution of the nearest neighbor search in sieving algorithms is
straightforward, modulo the usual minor differences in the distribution of vectors
that need to be taken into account.

– First, the input vectors have a discrete distribution on the lattice instead of
a continuous radial distribution over Rm. In the first iterations of sieving, it
is likely that the directions of Gaussian lattice vectors are indistinguishable
from random directions in Rm. However, since the radius of the pool of vectors
decreases by a constant factor 1 + ε at each iteration, it will eventually reach
a critical radius where there are not enough lattice vectors to fill the input
list. This was already the case in the original NV-sieve, and it is the main
reason why sieving ends up with the shortest lattice vector.

– In the end of each iteration, the difference between each pair of neighbors
is put into the input list for the next iteration. At this point, we need to
use the heuristic that the difference of all neighbor pairs have uniformly
distributed directions in Rm. This is actually the main heuristic in every
sieving algorithms.

5 Conclusion

We have presented a new nearest neighbor search algorithm which enumerates
all pairs of neighbor vectors in the unit sphere of Rm. This has the immedi-
ate application to reduce the complexity of lattice sieving without affecting the
memory. It remains open to know where is the practical cross-over point between
this strategy and other sieving techniques.
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