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#### Abstract

Generally, lattice-based cryptographic primitives offer good performance and allow for strong security reductions. However, the most efficient current lattice-based signature schemes sacrifice (part of its) security to achieve good performance: first, security is based on ideal lattice problems, that might not be as hard as standard lattice problems. Secondly, the security reductions of the most efficient schemes are non-tight; hence, their choices of parameters offer security merely heuristically. Moreover, lattice-based signatures are instantiated for classical adversaries, although they are based on presumably quantum hard problems. Yet, it is not known how such schemes perform in a post-quantum world. We bridge this gap by proving the lattice-based signature scheme TESLA to be tightly secure based on the learning with errors problem over standard lattices in the random oracle model. As such, we improve the security of the original proposal by Bai and Galbraith (CTRSA'14) twofold; we tighten the security reduction and we minimize the underlying security assumptions. Remarkably, by enhancing the security we can improve TESLA's performance by a factor of two. Furthermore, we are first to propose parameters providing a security of 128 bits against both classical and quantum adversaries for a lattice-based signature scheme. Our implementation of TESLA competes well with state-of-the-art lattice-based signatures and SPHINCS (EUROCRYPT'15), the only signature scheme instantiated with quantumhard parameters thus far.
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## 1 Introduction

In 1994, Shor presented a polynomial-time quantum algorithm for the factorization of integers and the solution of the discrete-logarithm problem [62]. Therefore, it is clear that all public-key cryptography that is in wide use today will fall, once a large quantum computer can be built. Post-quantum public-key cryptography addresses this by offering alternatives that-as far as we know-will not be broken by a quantum computer in polynomial time.

Unfortunately, the current state-of-the-art is far from offering practical alternatives for schemes such as RSA, DSA, or elliptic-curve-based schemes. One reason is that many post-quantum schemes suffer from practical problems such as large key sizes, long computation times, large ciphertext expansion, or large signature sizes. Another problem is that the hardness of the underlying problems is not as well understood as the hardness of factoring or the discrete logarithm problem.

We stress, however, that it is not sufficient for a cryptosystem to be based on some wellunderstood computational problem; the tightness of the relation - the security reduction -

[^0]between the security of the scheme and the computational problem is important as well: in the security reduction from a hard problem to a signature scheme, an algorithm is constructed which solves the hard problem making black-box use of an adversary who can forge a signature of the scheme. If the success probabilities of the reduction and the adversary are about the same given roughly the same computational times, the reduction is called tight. Non-tight security reductions provide insight into the asymptotic security of the construction, but say little or close to nothing about the security of instantiations of the schemes with practical parameters. In order to provide a target security level, signature schemes with a non-tight security reduction must be instantiated with larger parameters to compensate the loose reduction. The importance of tight security reductions is extensively discussed, for instance, by Bellare and Rogaway [13] or by Chatterjee et al. [25].

Strong security and good performance are not independent; schemes with (tight) reductions from problems that are somewhat better understood and accepted than a more conservative choice tend to be less efficient in size and speed, in classical as well as in post-quantum cryptography. In the realm of lattice-based signatures, a trade-off between efficiency and reliability is the choice between standard lattices and ideal lattices. Schemes based on ideal lattices have much smaller public and private keys and are generally believed to give better performance. However, the additional cyclic structure of ideal lattices might be exploited by an attacker. Although recent results by Garg et al. [36], Campbell et al. [23], and Bernstein [14] do not seem to apply directly to most of the proposed ideal-lattice-based signature schemes, they raise some concerns about the security of such.

The currently leading lattice-based signature schemes, BLISS [33] and GLP [39], base their security on computational problems over ideal lattices. Moreover, the efficient instantiations of BLISS generate their secret keys similarly to NTRU [41], which induces an additional (non-lattice) assumption. The security of GLP relies on the discrete compact knapsack (DCK) problem. While DCK is a variant of the learning with errors problem over rings ( R -LWE) with an aggressive choice of parameters, there is no reduction known from worst-case lattice problems to DCK (as opposed to R-LWE where such worst-case reductions are given $[32,53,54]$ ). Additionally, the security reductions underlying BLISS and GLP are highly non-tight such that their selection of parameters is based on heuristics and hence, should be taken with care. Ideally, a lattice-based signature scheme should be based on standard lattice problems with a tight security reduction from them.

Furthermore, most proposals that are expected to be post-quantum secure, choose concrete parameter instantiations considering attacks by classical adversaries. In fact, only very few papers propose parameters that offer security against attacks by quantum computers (see Table 3 in Section 6). We discuss and compare security and performance issues of lattice-based and other post-quantum signature schemes from the literature in Section 6.

Our contributions. We address the above issues by presenting a lattice-based signature scheme, which we call TESLA: "Tightly-secure, Efficient signature scheme from Standard LAttices". We note that the novelty of TESLA does not rely on its construction. In fact, the design of TESLA is essentially the signature scheme by Bai and Galbraith [10], who base the security of their scheme on both the learning with errors (LWE) and the smallest integer solution (SIS) problem with a loose security reduction. However, our contributions introduce significant theoretical and practical improvements to TESLA (and beyond). Our contributions are summarized as follows:

- We propose TESLA-128 that offers 128 bits of security against all known attacks, excluding attacks by a quantum computer. Our implementation of TESLA-128 is significantly faster than the high-speed implementation of the same scheme given in [65] and even key sizes are 7-25 times smaller than [65].
- We propose TESLA-256 that offers 128 bits of security against all known attacks, including attacks by a quantum adversary. After the stateless hash-based signature scheme SPHINCS [15], proposed at Eurocrypt 2015, TESLA-256 is the second signature scheme (and the first latticebased scheme) to offer this level of security against attacks by quantum adversaries.
- We give a tight security reduction from the LWE problem on standard lattices in the randomoracle model. Our novel security reduction is inspired by a method of Katz and Wang [42] ${ }^{4}$. The previous reduction by Bai and Galbraith [10] is not tight and relies on the hardness of LWE and SIS.
- We present high-performance software implementations of TESLA-128 and TESLA-256 targeting Intel Haswell CPUs. This software does not leak any secret information through timing and outperforms all previous standard-lattice-based signatures at comparable security levels. Furthermore, TESLA-128 performs well to ideal-lattice-based signature schemes. It is outperformed by the BLISS software presented in [34] only by a factor of two, while having shorter signature sizes. The software performance of TESLA relies on the careful choice of parameters, which is enabled by the tight security reduction from LWE and a novel implementation technique that reduces penalties from insufficient cache throughput. This technique might be of independent interest. The software will be made available soon.
- In Appendix C we present a tight security reduction from LWE to a variant of TESLA-256 in the quantum random oracle model (QROM) [20] ${ }^{5}$. One step in this reduction requires a chameleon hash function where TESLA-256 simply uses SHA-512. We could have decided to implement and use a chameleon hash function instead of SHA-512 in TESLA-256, but that would have meant to significantly sacrifice performance without gaining protection against any known attack. We believe that the need for a chameleon hash function is merely an artifact of the proof and we would be surprised if our decision to use SHA-512 could be exploited in an attack. Clearly, such an attack would be a major contribution to the community's understanding of security reductions in the quantum random oracle model.

Organization of this paper. Section 2 briefly gives some necessary background and establishes notation. Section 3 presents the signature scheme TESLA and our novel security reduction. Section 4 analyzes the best known attacks against LWE and derives the parameters for TESLA-128 and TESLA-256. Section 5 gives some details of our software implementation. Finally, Section 6 presents performance results and concludes with a comparison between TESLA and results from the literature.

## 2 Preliminaries

### 2.1 Notation

Throughout this paper $q$ is an integer (if not stated otherwise) and the elements in the ring $\mathbb{Z}_{q}$ are represented by the set of integers $(-\lfloor q / 2\rfloor,\lceil q / 2\rceil]$. We denote a column vector $\mathbf{v}$ by bold lower case letters and a matrix $\mathbf{M}$ by bold upper case letters. The transpose of a vector or a matrix is denoted by $\mathbf{v}^{T}$ or $\mathbf{M}^{T}$, respectively. We denote by $\|\mathbf{v}\|$ the Euclidean norm of a vector $\mathbf{v}$, and by $\|\mathbf{v}\|_{\infty}$ its infinity norm. All logarithms are base 2 . In this work, we mainly consider the uniform distribution and the centered discrete Gaussian distribution. For a finite set $S$ we associate $s \stackrel{\$}{\leftarrow} \mathcal{U}(S)$ to sample the element $s$ uniformly from $S$ (sometimes we simply write $s \stackrel{\$}{\leftarrow} S$ ). The centered discrete Gaussian distribution for $x \in \mathbb{Z}$ is defined to be $\mathcal{D}_{\sigma}=\rho_{\sigma}(x) / \rho_{\sigma}(\mathbb{Z})$, where $\sigma>0$, $\rho_{\sigma}(x)=\exp \left(\frac{-x^{2}}{2 \sigma^{2}}\right)$, and $\rho_{\sigma}(\mathbb{Z})=1+2 \sum_{x=1}^{\infty} \rho_{\sigma}(x)$. We denote by $d \stackrel{\$}{\leftarrow} \mathcal{D}_{\sigma}$ sampling a value $d$ randomly according to the distribution $\mathcal{D}_{\sigma}$.

Following the notation of [10], we define the rounding operator $[\cdot]_{d}$ for some $d \in \mathbb{N}$ to be $\lfloor\cdot]_{d}: \mathbb{Z} \rightarrow \mathbb{Z}, c \mapsto\left(c-[c]_{2^{d}}\right) / 2^{d}$ whereas $[c]_{2^{d}}$ denotes the unique integer in the set $\left(-2^{d-1}, 2^{d-1}\right] \subset$ $\mathbb{Z}$ such that $c=[c]_{2^{d}}\left(\bmod 2^{d}\right)$. The definition is easily extended to vectors by applying $\lfloor\cdot]_{d}$ for each component. To apply the operator $\lfloor\cdot\rceil_{d}$ means essentially to drop the $d$ least significant bits.

[^1]We write $\lfloor v\rceil_{d}=\lfloor w\rceil_{d}(\bmod q)$ in order to say that we consider the equation $\lfloor v(\bmod q)\rceil_{d}=$ $\lfloor w(\bmod q)\rceil_{d}$.

A function is called negligible in the security parameter $\lambda$, denoted by negl $(\lambda)$, if it decreases faster than the inverse of every polynomial in $\lambda$, for sufficiently large $\lambda$. For an algorithm $\mathcal{A}$, the value $y \leftarrow \mathcal{A}(x)$ denotes the output of $\mathcal{A}$ on input $x$; if $\mathcal{A}$ uses randomness then $\mathcal{A}(x)$ is a random variable. Also, $\mathcal{A}^{\mathcal{O}}$ denotes that $\mathcal{A}$ has access to oracle $\mathcal{O}$. An algorithm $\mathcal{A}$ is in probabilistic polynomial-time (PPT) if $\mathcal{A}$ is randomized - uses internal random coins - and, for any input $x \in\{0,1\}^{*}$, the computation of $\mathcal{A}(x)$ terminates in at most poly $(|x|)$ steps. A problem is called hard if there exist no polynomial time algorithm which solves the problem. In Appendix A we recall basic definitions and notations concerning a signature scheme and some definitions and facts about (q-ary) lattices.

### 2.2 The Learning with Errors Problem

In the following we recall the learning with errors (LWE) problem. In Appendix A. 1 we also give the problem statement of the smallest integer solution (SIS) problem.

Definition 1 (Learning with Errors Distribution). Let $n, m, q>0$ be integers, $\mathbf{s} \in \mathbb{Z}_{q}^{n}$, and $\chi$ be a distribution over $\mathbb{Z}$. We define by $\mathcal{D}_{\mathbf{s}, \chi}$ the LWE distribution which outputs $(\mathbf{a},\langle\mathbf{a}, \mathbf{s}\rangle+e) \in$ $\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}$, where $\mathbf{a} \stackrel{\oplus}{\leftarrow} \mathbb{Z}_{q}^{n}$ and $e \leftarrow \chi$.

Since our signature scheme is based on decisional LWE problem we omit the definition of the search version.

Definition 2 (Learning with Errors Problem). Let $n, m, q>0$ be integers and $\chi$ be a distribution over $\mathbb{Z}$. Moreover, define $\mathcal{O}_{\chi}$ to be an oracle, which upon input vector $\mathbf{s} \in \mathbb{Z}_{q}^{n}$ returns samples from the distribution $\mathcal{D}_{\mathbf{s}, \chi}$. The decisional learning with errors problem LWE ${ }_{n, m, q, \chi}$ is $(t, \varepsilon)$-hard if for any algorithm $\mathcal{A}$, running in time $t$ and making at most $m$ queries to its oracle, we have

$$
\left|\operatorname{Pr}\left[\mathcal{A}^{\mathcal{O}_{\chi}(\mathbf{s})}(\cdot)=1\right]-\operatorname{Pr}\left[\mathcal{A}^{\mathcal{U}\left(\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}\right)}(\cdot)=1\right]\right| \leq \varepsilon
$$

where the probabilities are taken over $s \stackrel{\Phi}{\leftarrow} \mathcal{U}\left(\mathbb{Z}_{q}^{n}\right)$ and the random choice of the distribution $\mathcal{D}_{\mathbf{s}, \chi}$, as well as the random coins of $\mathcal{A}$.

We note that the hardness of LWE is retained even if the secret vector $\mathbf{s}$ is sampled according to the error distribution $\chi$, known as the "normal form" $[7,55]$. We use the notation $\operatorname{LWE}_{n, m, q, \sigma}$ if $\chi$ is distributed according to $\mathcal{D}_{\sigma}$.

The LWE assumption comes with a worst-to-average-case reduction [22,58,60]; breaking certain average instances of LWE allows one to break all instances of certain standard lattice problems (namely GapSVP and SIVP).

### 2.3 Tightness

Let $\Pi$ be a cryptographic scheme with the security based on a hard problem $\mathcal{P}$, e.g., SIS or LWE. Let $\mathcal{A}$ be an algorithm which breaks the security of the scheme $\Pi$ - with respect to a security model - in time $t_{\mathcal{A}}$, and with a success probability of $\varepsilon_{\mathcal{A}}$. Let $\mathcal{R}$ be an algorithm, also called reduction, which solves the underlying problem $\mathcal{P}$ in time $t_{\mathcal{R}}$ with success probability $\varepsilon_{\mathcal{R}}$ by internally running the algorithm $\mathcal{A}$ (in a black-box way). We say the reduction of $\mathcal{P}$ to $\Pi$ is tight if $\varepsilon_{\mathcal{A}} \approx \varepsilon_{\mathcal{R}}$ and $t_{\mathcal{A}} \approx t_{\mathcal{R}}$. Otherwise, we call the reduction loose or non-tight. The term $\left(t_{\mathcal{R}} \cdot \varepsilon_{\mathcal{A}}\right) /\left(t_{\mathcal{A}} \cdot \varepsilon_{\mathcal{R}}\right)$ denotes the tightness gap. We call a problem $\mathcal{P} n$-bit hard if $t_{\mathcal{R}} / \varepsilon_{\mathcal{R}} \geq 2^{n}$, and a scheme $\Pi m$-bit secure if $t_{\mathcal{A}} / \varepsilon_{\mathcal{A}} \geq 2^{m}$. Note that a scheme $\Pi$ is not necessarily $n$-bit secure if its security is reduced to an $n$-bit hard problem $P$ - in particular, if the given reduction is non-tight.


Fig. 1: Signature scheme TESLA; for the implementation of CHECKE see [65]

## 3 The Signature Scheme TESLA

In this section, we present the lattice-based signature scheme TESLA which we prove tightly secure and demonstrate its high efficiency. While its construction was originally proposed by Bai and Galbraith [10] and later revisited by Dagdelen et al. [65] we are able to enhance its security, minimize the underlying assumptions, and improve the performance even further. Moreover, in our security reduction we get rid of the Forking Lemma which is in general an obstacle when proving quantum security [20, 29].

We (re-)name the signature scheme by Bai and Galbraith with its modifications by Dagdelen et al. to emphasize the various properties which we show in this paper. Throughout this paper we call it TESLA (Tightly-secure, Efficient signature scheme from Standard LAttices).

### 3.1 Description of the Signature Scheme TESLA

For easy reference the signature scheme TESLA $=$ (KeyGen, Sign, Verify) is depicted in Figure 1. The concrete parameter set we propose can be found in Table 1 (and its derivation in Section 4).

Public Parameters. The scheme depends on the parameters $n, m, l, \alpha, \omega, d, B, q, U, L, \kappa$, and the distribution $\mathcal{D}_{\sigma}$. Let $m, n \in \mathbb{N}_{>0}$ with $m>n>\kappa$ and denote the standard deviation as $\sigma$. The remaining parameters are computed from $m, n, \kappa, \alpha$, and $\sigma$ as shown in Table 1 . Let $\mathbf{A} \in \mathbb{Z}_{q}^{m \times n}$ be a uniformly random sampled matrix which is publicly known as a global constant and can be shared among arbitrary many signers.
The algorithms make use of a hash function $H(\cdot)$ which maps a bit string of arbitrary length to a bit string of length $\kappa^{6}$. Furthermore, there is an encoding function $F:\{0,1\}^{\kappa} \rightarrow \mathcal{B}_{n, \omega}$ which takes the binary output of the hash function and produces a vector of length $n$ and weight $\omega$. For more information about the encoding function see [39].
Key Generation. At first, secret matrices $\mathbf{S} \in \mathbb{Z}^{n \times n}$ and $\mathbf{E} \in \mathbb{Z}^{m \times n}$ are sampled from the discrete Gaussian distributions $D_{\sigma}^{n \times n}$ and $D_{\sigma}^{m \times n}$, respectively. The matrix $\mathbf{E}$ has to satisfy certain constraints to ensure that the signatures are correct and short. These constraints are checked by the function CHECKE which is introduced by Dagdelen et al. [65]. The check algorithm works as follows: for a matrix $\mathbf{E}$, define $\mathbf{E}_{\mathbf{h}}$ to be the $h$-th row of $\mathbf{E}$. The function

[^2]$\max _{k}(\cdot)$ returns the $k$-th largest entry of a vector. The key pair is rejected if for any row of $\mathbf{E}$ it holds that $\sum_{k=1}^{\omega} \max _{k}\left(\mathbf{E}_{\mathbf{h}}\right)$ is greater then some bound $L$. Finally, the signing key sk $=(\mathbf{S}, \mathbf{E})$ and public verification key $\mathrm{vk}=\mathbf{T}=\mathbf{A S}+\mathbf{E}$ are returned.
Signing Algorithm. First, sample the vector y uniformly random in $[-B, B]^{n}$. Afterwards, the higher order bits of $\mathbf{v}=\mathbf{A y}(\bmod q)$ are hashed together with the message $\mu$ yielding the hash value $c$. Applying the encoding function to $c$ we obtain a value $\mathbf{c}=F(c)$. Further on, we compute $\mathbf{z}=\mathbf{S c}+\mathbf{y}$ in $\mathbb{Z}$. Now, rejection sampling is applied to make sure that the signature does not leak any information about the secret $\mathbf{S}$ and that the signature verifies for the applied methods for compressing. That is, if either $\|\left[\mathbf{w}_{i}\right]_{2^{d}} \mid>2^{d-1}-L$ or $\|\mathbf{z}\|_{\infty}>B-U$, with $\mathbf{w}=\mathbf{v}-\mathbf{E c}(\bmod q)$, then the signing algorithm discards $(\mathbf{z}, c)$ and repeats all steps. Finally, it returns the signature ( $\mathbf{z}, c$ ) on the message $\mu$.
Verification Algorithm. The algorithm upon input a message $\mu$ and a signature ( $\mathbf{z}, c$ ), first computes $\mathbf{c}=F(c)$ to obtain $\mathbf{w}^{\prime}=\mathbf{A z}-\mathbf{T c}(\bmod q)$, and returns 1 if $c=H\left(\left\lfloor\mathbf{w}^{\prime}\right\rceil_{d}, \mu\right)$ and $\|\mathbf{z}\|_{\infty} \leq B-U$ are both satisfied; otherwise, it returns 0 .

### 3.2 Security Reduction

Bai and Galbraith [10] prove the security of their signature scheme assuming the hardness of both LWE and (unbalanced) SIS. The proof follows the standard way of proving Fiat-Shamirtype signatures, namely using the Forking Lemma proposed by Pointcheval and Stern [59]. As mentioned earlier, although the Forking Lemma is a powerful and actively-used tool to prove security of signatures, the obtained security reductions are not tight. Furthermore, the use of the Forking Lemma makes it hard to prove security of schemes against quantum adversaries.

To avoid this lemma we use a reduction method introduced by Katz and Wang [42]. The underlying idea is to give a hypothetical adversary against the signature scheme either a genuinegenerated public key of the system or a fake - i.e., random - one. The underlying assumption is that those keys cannot be distinguished easily. Now, if the scheme guarantees that for fake public keys the existence of valid signatures is statistically bounded by a negligible probability, the hypothetical adversary will simply fail to forge in case a fake public key is given. On the other hand, in case a public key is generated honestly, the adversary will output a forgery by assumption. This different behavior of the adversary helps the security reduction to distinguish between the two samples.

The following theorem shows that the signature scheme TESLA is unforgeable. Specifically, our security reduction is tight and the security of TESLA relies solely on the decisional learning with errors problem in the random oracle model.

Theorem 1. Let the parameters $n, m, \omega, d, B, q, U, L, \sigma$ be arbitrary but satisfying the constraints in Table 1. If $\operatorname{LWE}_{n, m, q, \sigma}$ is $\left(t_{\mathcal{D}}, \varepsilon_{\mathcal{D}}\right)$-hard, the signature scheme TESLA in Figure 1 is $\left(t_{\mathcal{A}}, q_{h}, q_{s}, \varepsilon_{\mathcal{A}}\right)$ unforgeable against adaptively chosen-message attacks in the random oracle model where $t_{\mathcal{D}} \approx$ $t_{\mathcal{A}}+\mathcal{O}\left(q_{s} \kappa^{3}\right)$ and

$$
\varepsilon_{\mathcal{D}} \approx \varepsilon_{\mathcal{A}}\left(1-\frac{q_{s}\left(q_{s}+q_{h}\right) 2^{(d+1) \cdot m}}{(2 B+1)^{n} q^{m-n}}\right)-\frac{q_{h} 2^{d \cdot n}(2 B-2 U+1)^{n}}{q^{m}}-\frac{(28 \sigma+1)^{m \cdot n+n^{2}}}{q^{m \cdot n}}
$$

Before proving our main theorem we build some supplementary results. First, we recall a useful lemma stated by Bai and Galbraith [10, Lemma 3] which gives us information about the number of possible values for $\lfloor\mathbf{A y}(\bmod q)]_{d}$.

Lemma 1. Let the parameters $n, m, d, B$, and $q$ be as in Theorem 1. Furthermore, let $\mathbf{A} \stackrel{\Phi}{\leftarrow} \mathbb{Z}_{q}^{m \times n}$. Then we have,

$$
\operatorname{Pr}\left[\left\lfloor\mathbf{A y}_{\mathbf{1}}\right\rceil_{d}=\left\lfloor\mathbf{A} \mathbf{y}_{\mathbf{2}}\right\rceil_{d}(\bmod q) \mid \mathbf{y}_{\mathbf{1}}, \mathbf{y}_{\mathbf{2}} \stackrel{\S}{\leftarrow}[-B, B]^{n}\right] \leq \frac{2^{(d+1) \cdot m}}{(2 B+1)^{n} \cdot q^{m-n}}
$$

In our security reduction we show that if an algorithm $\mathcal{A}$ is given a randomly chosen tuple $(\mathbf{A}, \mathbf{T})$, then there exists a valid signature only with negligible probability. To this end, we utilize the following lemmata. The proof of Lemma 2 and Lemma 3 can be found in Appendix B.

Lemma 2. Let the parameters $n$, $m$, $d, B$, and $q$ be as in Theorem 1. Let $\mathbf{A}, \mathbf{T} \stackrel{\&}{\leftarrow} \mathbb{Z}_{q}^{m \times n}$. Furthermore, let $\mathbf{y} \stackrel{\&}{\leftarrow}[-B, B]^{n}, \mathbf{c} \stackrel{\&}{\leftarrow} \mathcal{B}_{n, \omega}$, and $\delta \in \mathbb{Q}_{>0}$. Then, it holds that

$$
\operatorname{Pr}\left[\exists \mathbf{z} \in[-\delta, \delta]^{n} \mid\lfloor\mathbf{A z}\rceil_{d}=\lfloor\mathbf{A} \mathbf{y}+\mathbf{T} \mathbf{c}\rceil_{d}(\bmod q)\right] \leq \frac{2^{d \cdot n} \cdot(2 \delta+1)^{n}}{q^{m}}
$$

where the probability is taken over random choices of $\mathbf{A}$ and $\mathbf{T}$.
We reformulate the lemma and obtain the following corollary useful for the proof of our main theorem.

Corollary 1. Let A, T, y, c, $\delta, q, n, m, B$, and $d$ be defined as in Theorem 1. Then, it holds that

$$
\operatorname{Pr}\left[\exists \mathbf{z} \in[-\delta, \delta]^{n} \mid\lfloor\mathbf{A y}\rceil_{d}=\lfloor\mathbf{A z}-\mathbf{T c}\rceil_{d}(\bmod q)\right] \leq \frac{2^{d \cdot n} \cdot(2 \delta+1)^{n}}{q^{m}}
$$

where the probability is taken over random choices of $\mathbf{A}$ and $\mathbf{T}$.
In the security reduction we use that for randomly chosen matrices $\mathbf{A}, \mathbf{T} \stackrel{\&}{\leftarrow} \mathbb{Z}_{q}^{m \times n}$, where $n, m$ are chosen with respect to the security parameter $\lambda$, the probability that there exist matrices $\mathbf{S}$ and $\mathbf{E}$ with "small" entries such that $\mathbf{A S}+\mathbf{E}=\mathbf{T}$ is negligible in $\lambda$. This statement is captured in the following lemma.

Lemma 3. Let $n, m, q$, and $\sigma$ be chosen as defined in Theorem 1. Furthermore, let $\mathbf{A}, \mathbf{T} \stackrel{\&}{\leftarrow} \mathbb{Z}_{q}^{m \times n}$. The probability that there exist matrices $\mathbf{S} \in[-k \sigma, k \sigma]^{n \times n}$ and $\mathbf{E} \in[-k \sigma, k \sigma]^{m \times n}$, for some $k \in \mathbb{N}$, such that $\mathbf{A S}+\mathbf{E}=\mathbf{T}$, is bounded by the following term

$$
\operatorname{Pr}\left[\exists \mathbf{S} \in[-k \sigma, k \sigma]^{n \times n}, \mathbf{E} \in[-k \sigma, k \sigma]^{m \times n} \mid \mathbf{A S}+\mathbf{E}=\mathbf{T}\right] \leq \frac{(2 k \sigma+1)^{m \cdot n+n^{2}}}{q^{m \cdot n}}
$$

We are now able to prove Theorem 1.
Proof (Theorem 1).
Let $\mathcal{A}$ be an algorithm which runs in time $t_{\mathcal{A}}$, makes $q_{h}$ hash queries and $q_{s}$ sign queries, and forges a signature with probability $\varepsilon_{\mathcal{A}}$. We show how to build a distinguisher $\mathcal{D}$ solving $\operatorname{LWE}_{n, m, q, \sigma}$ in time $t_{\mathcal{D}}$ with probability $\varepsilon_{\mathcal{D}}$ as stated in the theorem.

Algorithm $\mathcal{D}$ upon input tuple $(\mathbf{A}, \mathbf{T})$ has to decide whether $\mathbf{T}$ is a matrix sampled uniformly from $\mathbb{Z}_{q}^{m \times n}$ or whether it is of the form $\mathbf{T}=\mathbf{A S}+\mathbf{E}$ for some $\mathbf{S} \stackrel{\&}{\leftarrow} D_{\sigma}^{n \times n}$ and $\mathbf{E} \stackrel{\&}{\leftarrow} D_{\sigma}^{m \times n}$. That means, $\mathcal{D}$ outputs 1 if $\mathbf{T}=\mathbf{A S}+\mathbf{E}$ and 0 otherwise. The algorithm $\mathcal{D}$ uses $\mathcal{A}$ as a black-box. Algorithm $\mathcal{A}$ expects as input the public key. To this end, $\mathcal{D}$ hands over its own challenge tuple $(\mathbf{A}, \mathbf{T})$. The responses to the hash and sign queries made by $\mathcal{A}$ are simulated as follows:

Hash queries: Algorithm $\mathcal{D}$ answers with values $c$ uniformly sampled from $\{0,1\}^{\kappa}$; however, if an input to the oracle repeats, we keep being consistent and reply with the same hash value as before.
Sign queries: Upon input a message $\mu, \mathcal{D}$ simulates a signature $(\mathbf{z}, c)$ on $\mu$ by the following steps: $\mathcal{D}$ chooses uniformly random $c \stackrel{\&}{\leftarrow}\{0,1\}^{\kappa}$ and $\mathbf{z} \stackrel{\&}{\leftarrow}[-B+U, B-U]^{n}$, computes $\mathbf{c}=F(c)$ and $\mathbf{w}=\mathbf{A z}-\mathbf{T c}(\bmod q)$, and checks whether $\left|\left[\mathbf{w}_{i}\right]_{2^{d}}\right|<2^{d-1}-L$ for all $i \in\{1, \cdots, m\}$. If the latter is not fulfilled, $\mathcal{D}$ chooses $c$ and $\mathbf{z}$ again and repeats. Moreover, if the oracle was queried before on that input, namely on $\left(\lfloor\mathbf{w}\rceil_{d}, \mu\right)$, then $\mathcal{D}$ aborts the simulation. Otherwise, $\mathcal{D}$ returns (z, $c$ ).

Eventually, $\mathcal{A}$ outputs a forgery $(\tilde{\mathbf{z}}, \tilde{c})$ on some message $\tilde{\mu}$, which was not queried to the sign oracle. If Verify $(\mathrm{vk}, \mu,(\tilde{\mathbf{z}}, \tilde{c}))=1$, algorithm $\mathcal{D}$ returns 1 ; else $\mathcal{D}$ returns 0 .

In the following, we distinguish between two cases where $\mathbf{T}$ follows the LWE distribution i.e, $\mathbf{T}=\mathbf{A S}+\mathbf{E}-$ or $\mathbf{T}$ was sampled uniformly.

1st case, $\mathbf{T}=\mathbf{A S}+\mathbf{E}:$ By $[10$, Lemma 4], we know that for the algorithm $\mathcal{A}$ the response to hash or sign queries from the simulation by $\mathcal{D}$ is indistinguishable from responses made by a real hash function and signer. Thus, the only possibility that $\mathcal{D}$ falsely outputs 0 is when $\mathcal{D}$ aborts during a sign query or when the algorithm $\mathcal{A}$ fails. The probability that $\mathcal{A}$ fails is $1-\varepsilon_{\mathcal{A}}$. By Lemma 1 , the probability that $\mathcal{D}$ will abort during the simulation of $\mathcal{A}$ 's environment is $q_{s}\left(q_{h}+q_{s}\right) \cdot \frac{2^{(d+1) \cdot m}}{(2 B+1)^{n} \cdot q^{m-n}}$. Thus, $\mathcal{D}$ outputs 1 correctly with probability at least $\varepsilon_{\mathcal{A}}\left(1-q_{s}\left(q_{h}+q_{s}\right) \cdot \frac{2^{(d+1) \cdot m}}{(2 B+1)^{n} \cdot q^{m-n}}\right)$.
2nd case, $\mathbf{T} \stackrel{\$}{\leftarrow} \mathbb{Z}_{q}^{m \times n}$ : First, we can bound the entries of matrices $\mathbf{S}$ and $\mathbf{E}$ with high probability by $14 \cdot \sigma$, since they are Gaussian distributed with standard deviation $\sigma$. We stress that by Lemma 3 the probability that there exist matrices $\mathbf{S} \in[-14 \sigma, 14 \sigma]^{n \times n}$ and $\mathbf{E} \in[-14 \sigma, 14 \sigma]^{m \times n}$ such that $\mathbf{T}=\mathbf{A S}+\mathbf{E}$ for $\mathbf{T} \stackrel{\&}{\leftarrow} \mathbb{Z}_{q}^{m \times n}$ is smaller or equal $\frac{(2 \cdot 14 \cdot \sigma+1)^{m \cdot n+n^{2}}}{q^{m \cdot n}}$. Assume $\mathbf{T}$ is not of this form (which is the case with probability greater than $1-2^{\lambda}$ with our choice of parameters). We have to bound the probability that for $c \stackrel{\Phi}{\leftarrow} \mathcal{B}_{n, \omega}$ there exists a vector $\mathbf{z}$ with $\|\mathbf{z}\|_{\infty} \leq B-U$ such that $\lfloor\mathbf{A y}\rceil_{d}=\lfloor\mathbf{A z}-\mathbf{T c}\rceil_{d}(\bmod q)$. Let $c \in \mathcal{B}_{n, \omega}$ be fix but arbitrary. By Corollary 1, the probability that such a vector $\mathbf{z}$ exist is smaller than $\frac{2^{d \cdot n} \cdot(2(B-U)+1)^{n}}{q^{m}}$. We also stress that $\mathcal{A}$ cannot exploit the simulated signatures to generate a forgery, since any other message would yield a different random "challenge" value $c$. Only collisions in the random oracle may help algorithm $\mathcal{A}$ to forge a signature which, however, will only be found with negligible probability. Hence, we have an upper bound on the probability of $\mathcal{D}$ falsely returning 1 of $q_{h} \cdot \frac{2^{d \cdot n}(2(B-U)+1)^{n}}{q^{m}}+\frac{(28 \sigma+1)^{m \cdot n+n^{2}}}{q^{m \cdot n}}$.

Finally,

$$
\begin{gathered}
\left|\operatorname{Pr}\left[\mathbf{S} \stackrel{\$}{\leftarrow} D_{\sigma}^{n \times n}, \mathbf{E} \stackrel{\$}{\leftarrow} D_{\sigma}^{m \times n}: \mathcal{D}(\mathbf{A}, \mathbf{A} \mathbf{S}+\mathbf{E})=1\right]-\operatorname{Pr}\left[\mathbf{T} \stackrel{\$}{\leftarrow} \mathbb{Z}_{q}^{m \times n}: \mathcal{D}(\mathbf{A}, \mathbf{T})=1\right]\right| \\
\quad \geq \varepsilon_{\mathcal{A}} \cdot\left(1-\frac{q_{s} \cdot\left(q_{s}+q_{h}\right) \cdot 2^{(d+1) \cdot m}}{(2 B+1)^{n} \cdot q^{m-n}}\right)-\frac{q_{h} \cdot 2^{d \cdot n} \cdot(2 B-2 U+1)^{n}}{q^{m}}-\frac{(28 \sigma+1)^{m \cdot n+n^{2}}}{q^{m \cdot n}} \geq \varepsilon_{\mathcal{D}} .
\end{gathered}
$$

It remains to show that the time $t_{\mathcal{D}}$ is close to the running time of $\mathcal{A}$. The running time $t_{\mathcal{D}}$ of $\mathcal{D}$ includes the running time $t_{\mathcal{A}}$ of the algorithm $\mathcal{A}$. Besides, $t_{\mathcal{D}}$ is dominated by the computational time of answering sign queries during the simulation, which essentially consists of a constant (small) number of a matrix-vector multiplication. Such a multiplication runs in complexity $\mathcal{O}\left(\kappa^{3}\right)$. In every simulation of a signature query the probability that the simulated signature is returned, i.e., $\left|\left[\mathbf{w}_{i}\right]_{2^{d}}\right|<2^{d-1}-L$, can be bounded by $\left(\frac{2^{d}-L}{2^{d}}\right)^{m}$. Because $\mathbf{A}, \mathbf{T}, c$, and $\mathbf{z}$ are chosen uniformly random, $\mathbf{w}$ is uniformly random distributed in $\mathbb{Z}_{q}^{m}$. Since $q$ is a large integer, also the $d$-least significant bits are distributed (closely to) uniformly random distributed in the range of $\left[-2^{d}, 2^{d}\right]$. Thus, the ratio of $2^{d}-L$ and $2^{d}$ gives the probability we are looking for. Since $L$ is always greater than 2 , the probability that $\left|\left[\mathbf{w}_{i}\right]_{2^{d}}\right|<2^{d-1}-L$ is always greater than $1 / 2$. Therefore, we get $t_{\mathcal{D}} \approx t_{\mathcal{A}}+\mathcal{O}\left(q_{s} \kappa^{3}\right)$.

Remark 1 (Strongly unforgeability against chosen-message attacks.). We remark that we prove TESLA unforgeable against chosen-message attacks. Alternatively, we could aim for a stronger security model, namely strong unforgeability. Roughly speaking, a signature scheme is strongly unforgeable if an adversary is not able to forge a new signature which she has not received from the signing oracle. In contrast to standard unforgeability, an adversary also succeeds if she finds a forgery for a message she has already queried to the signing oracle (as long as the signature is different). In order to prove TESLA strongly unforgeable we would need to be based on the SIS assumption to prevent an adversary to find collisions in the hash input. We note that other

Table 1: Parameter sets in comparison; sizes are given in mega byte $[\mathrm{MB}]$ or kilo byte $[\mathrm{kb}]$

| Parameter selection |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Parameter | Bound | Dagdelen et al. [65] | TESLA-128 | TESLA-256 |
| $\kappa$ |  | 128 | 128 | 256 |
| $n$ |  | 532 | 416 | 576 |
| $m$ |  | 840 | 800 | 1056 |
| $\sigma$ |  | 43 | 114 | 30 |
| $\alpha$ |  | 128 | 1 | 1 |
| $l$ |  | 3 | 2.65 | 2.8 |
| $L$ | $l \cdot \omega \cdot \sigma$ | 2322 | 6042 | 3547 |
| $\omega$ | $2^{\omega}\binom{n}{\omega} \geq 2^{\kappa}$ | 18 | 20 | 43 |
| $B$ | $\geq 14 \cdot(n-1) \cdot \sqrt{\omega} \sigma$ | $2^{21}-1$ | $2^{23}-1$ | $2^{22}-1$ |
| $U$ | $14 \cdot \sqrt{\omega} \sigma$ | 2554.1 | 7138 | 2754 |
| $d$ | $\left(1-2 \cdot L / 2^{d}\right)^{m} \geq 0.4$ | 23 | 24 | 24 |
| $q$ | $\geq\left(\frac{2^{(d+1) \cdot m+\alpha}}{(2 \cdot B)^{n}}\right)^{1 /(m-n)}$ $\geq 4 \cdot B$ | $2^{29}-3$ | $2^{27}-39$ | $2^{29}-3$ |
| Prob. of acc., |  | \| 0.99 | 0.35 | 0.99 |
| KeyGen | empirically |  |  |  |
| Prob. of acc., Sign | empirically | 0.314 | 0.357 | 0.408 |
| public-key size | m $n \cdot n \cdot\left\lceil\log _{2}(q)\right\rceil$ | 1.54 MB | 1.33 MB | 2.20 MB |
| secret-key size | $\left(n^{2}+n \cdot m\right)\left\lceil\log _{2}(14 \sigma)\right\rceil$ | 0.87 MB | 01.01 MB | 1.06 MB |
| signature size | $n \cdot\left\lceil\log _{2}(2 B)\right\rceil+\kappa$ | 11.68 kb | 10.24 kb | 13.50 kb |

lattice-based signature schemes are also proven (standard) unforgeable as it is seen sufficient for many applications.

## 4 Selecting Parameters for TESLA

In this section we propose parameters for TESLA such that the signature scheme is 128 -bit secure in both the classical and post-quantum setting. In particular, we deduce parameters using state-of-the-art methods on assessing the concrete hardness of LWE against classical and against quantum adversaries.

### 4.1 Optimizing for Software Efficiency

We proceed similarly to Dagdelen et al. [65] when selecting parameters for TESLA. However, our security reduction for TESLA minimizes the underlying assumptions which allows us to choose secure parameters from a greater set of choices. More precisely, our parameters do not have to involve a 128 -bit hard instance of the SIS assumption. In fact, our underlying SIS assumption is only 108-bit for TESLA-128 (see Table 2). Still, our parameters yield an 128-bit secure signature scheme.

Table 1 illustrates our concrete choice of parameters for 128-bit security. Note that we introduce a new parameter $\alpha$, which is not present in previous descriptions of the scheme [10,65]. This value gives an upper bound for the probability that a forger $\mathcal{A}$ in the security game can distinguish the simulated signatures from honestly generated ones in the security reduction (see Section 3.2). More precisely, the distinguishing probability is bounded by $\frac{q_{s} \cdot\left(q_{s}+q_{h}\right) \cdot 2^{(d+1) \cdot m}}{(2 B+1)^{n} \cdot q^{m-n}}$. Bai and Galbraith [10] chose parameters, in particular the modulus $q$ such that the distinguishing probability is negligible in the security parameter, i.e., smaller than $2^{-\lambda}$. We stress however, that it suffices if the forger $\mathcal{A}$ cannot differentiate them in at least half of the (complete) runs. In that case, the reduction has to run $\mathcal{A}$ twice (expected) to succeed. Doing so, one has to take the loss of security due to this distinguishing probability into account. Nonetheless, if $\mathcal{A}$ succeeds to distinguish genuine from fake signatures in less than $50 \%$ of the cases, the signature instantiation merely looses one bit of security.

Table 2: Comparison of the security of TESLA with our parameter sets to the parameter set proposed by Dagdelen et al. [65].

| Problem | Attack | Bit Security |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Dagdelen et al. [65] | TESLA-128 | TESLA-256 |  |
| LWE | Decoding | 276 | 132 | 135 |
| SIS | Embedding | 134 | 131 | 132 |
|  | Lattice reduction | 157 | 108 | 175 |

Another important parameter of the signature scheme is the value $L$. In the original work [10], Bai and Galbraith set $L=7 \omega \sigma$, whereas Dagdelen et al. [65] chose $L=3 \omega \sigma$. We propose a different way to choose parameter $L$. That is, we select $L$ such that the function CHECKE excepts an error matrix $\mathbf{E}$ with probability higher than $2^{-2}$; in $[10,65] \mathbf{E}$ is accepted with probability close to 1 . This way we are able to select $L$ more aggressively. We note that the smaller the value $L$ is the higher the probability of acceptance in the signature algorithm (line 7, first part) becomes. The probability for acceptance is $\left(1-2 L / 2^{d}\right)^{m}$. Our choice of parameter yields an concrete acceptance probability in line 7, first part, of Sign for TESLA-128 of approximately $56.2 \%$ and for TESLA256 of approximately $64 \%$. Remarkably, for TESLA-256 we obtain a higher acceptance probability during the sign algorithm although we have a very high acceptance probability in CHECKE as well. Note that rejecting $65 \%$ of secret key instances lowers the bit security of TESLA-128 again by two bits. Overall, a signature ( $c, \mathbf{z}$ ) is accepted with probability $35.7 \%$ (resp. $40.8 \%$ ) which is larger than in [65].

In summary, our parameter yield a secret key (resp. public key) size of 1.01 MB (resp. 1.33 MB ) for TESLA-128 and 1.06 MB (resp. 2.20 MB ) for TESLA-256. These sizes come off since we rely on lattice problems on standard lattices without introducing any structure being potentially exploited in future. Our instantiation of TESLA-128 gives signature sizes of 10.24 kb which improves the proposal by [10] (albeit their shortest instantiation of 11.68 kb of signature size provides 83 bits of security as pointed out by [65]).

### 4.2 Concrete Bit Security of TESLA Against Classical Adversaries

To estimate the hardness of LWE we consider state-of-the-art lattice attacks. There are mainly two families of algorithms for solving LWE. First, there is the decoding attack which goes back to 1986 where Babai [9] proposed the nearest plane algorithm. Today, improved versions by Linder and Peikert [49] and Liu and Nguyen [50] are used. Here, the given lattice basis is first reduced by a lattice reduction algorithm (for instance, the BKZ algorithm [27]) and then given the nearest plane algorithm (or faster variants) as input to find the closest vector to a target vector.

The second approach is to convert the LWE instance to the (unique) shortest vector instance. This is called the embedding approach. There are two ways to define the underlying lattice for which the solution of the (unique) shortest vector instance is of interest. Depending on the number of given LWE samples the appropriate lattice is chosen. We refer to [65] for a formal description of the embedding attacks. The resulting bit security of both attacks is shown in Table 2.

Alternatively, one could use non-lattice algorithms to solve the LWE problem. There is, for instance, the algorithm by Blum, Kalai, and Wassermann [19]. It received a lot of attention in the last years $[5,6,17,35,48]$. During the algorithm run one tries to find a transformation matrix $\mathbf{B}$ to introduce more structure to the LWE matrix $\mathbf{A}$. To this end, one needs a large number of LWE samples. Although the number of samples necessary was crucially reduced by Duc et al. [31], it is still not applicable (by far) for our instances. The same drawback exists in the algorithm by Arora and Ge [8]. The main idea here is to transform a noisy linear system of equations to a noise-free non-linear system of equations, via linearization [8] or via Gröbner bases [4]. Again, their approach requires far more LWE samples than given in our LWE instance. For this reason, their runtimes are not considered here. We note that asymptotically those algorithms are the fastest algorithms to solve LWE but not yet applicable to current LWE-based signatures.

### 4.3 Concrete Bit Security of TESLA Against Quantum Adversaries

To the best of our knowledge, there is no quantum algorithm known to solve learning with errors directly. Instead quantum speed ups on the building blocks of aforementioned attacks are investigated. State-of-the-art quantum attacks on lattice-based problems mainly make (black-box) use of Grover's quantum search algorithm [38] to speed up classical algorithms. Laarhoven et al. [47] investigate and compare the impact of Grover's quantum search algorithm on different solvers for the shortest vector problem (SVP). There are three main approaches to solve SVP: probabilistic sieving algorithms [3], Voronoi cell computations [57], and enumeration algorithms [61]. For an extensive overview of the different algorithms and state-of-the-art solvers, see [47]. Probabilistic sieving algorithms and Voronoi cell algorithms run on single exponential time, but experiments show that enumeration algorithms are faster on currently used instances. Especially, Voronoi cell algorithms are not practical all together for our instances, hence we only consider enumeration and sieving algorithms in the following.

To the best of our knowledge the current fastest heuristic for the runtime (in seconds) of sieving algorithms for high lattice dimensions $n$ was recently given by Laarhoven and Weger [46] as

$$
\begin{equation*}
\text { time }_{\text {sieve }}=2^{0.2972 n+o(1)} \tag{1}
\end{equation*}
$$

The current fastest enumeration implementation is due to Kuo et al. [45] ${ }^{7}$. Kuo et al.'s implementation observes a runtime (in seconds) of

$$
\begin{equation*}
\text { time }_{\text {enum }}=2^{0.00059 n^{2}+0.11 n-5.8} \text { if } n \geq 112 \tag{2}
\end{equation*}
$$

Figure 2 shows a comparison of the runtimes given in Equations (1) and (2) in seconds. We stress that we display the various runtimes without considering their constant overhead. Due to the non-existence of quantum computers (as far as we know) which could perform those computations in practice, we cannot yet determine the constant term in any runtime prediction of quantum SVP solvers. We are aware that such constants play an important role in general, but for our purpose of comparison the constant overhead has no impact as enumeration algorithms in practice perform significantly better in relevant lattice dimensions. As can be seen in Figure 2, sieving algorithms start outperforming enumeration algorithms with an approximate dimension of 320 .

Considering quantum lattice attacks, Laarhoven et al. [47] state that the application of Grover's quantum search algorithm to Voronoi cell computations and enumeration algorithms does not lead easily to speed ups. In contrast it has a serious impact on sieving algorithms as Laarhoven et al. [47] propose a new, faster SVP solver with a runtime (in seconds) of

$$
\begin{equation*}
\operatorname{time}_{\mathrm{q}-\text { sieve }}(n)=2^{0.286 n+o(1)} \tag{3}
\end{equation*}
$$

As shown in Figure 2 the quantum sieving algorithm by Laarhoven et al. [47] is faster than enumeration algorithms, starting from an approximate dimension of 300 . We observe that until dimension roughly 300 enumeration algorithms perform better than both classical and quantum sieving algorithms.

In most efficient attacks SVP solvers are rather used on sublattices of lower dimension, as in the BKZ algorithm [28], also called blocksize, than on the lattice defined by an LWE matrix. Due to Nguyen and Chen [28] a block size of about 200 is sufficient to use for 128 bit of security. Running BKZ with a blocksize of over 300 would be an overkill for the targeted security level, and would be only relevant for security levels of over 200 bits.

We conclude that today's quantum attacks on LWE are only preferable for very high dimension and are not relevant to our instantiations. However, we believe that there is a big gap in the literature in investigating quantum hardness of lattice problems in general. We see a huge potential

[^3]

Fig. 2: An extrapolated-runtime comparison (in seconds) of the state-of-the-art implementations of the enumeration method [45] and both the classical sieving algorithm [46] and the quantumly enhanced variant [47] (asymptotically).
in this research field and thus pose the challenge to find better quantum algorithms on LWE that would make a revision of our parameters necessary for 128-bits of security.

Nevertheless, the bit security of TESLA does not only depend on the bit hardness of LWE but also on the security of the used hash function. As stated by Bernstein et al. [15] we have to increase the output length of the hash function from $\kappa$ to $2 \kappa$ to receive a bit security of $\kappa$.

## 5 Software Implementation

To demonstrate the efficiency of our proposed parameter set we present a software implementation targeting the Intel Haswell microarchitecture. The starting point for our implementation is the software presented by Dagdelen et al., which we obtained from the authors. Just like the software presented in [65], also our software is systematically protected against timing attacks. The software makes use of the fast AVX2 instructions on vectors of 4 double-precision floating-point numbers. The reason that signing and verification is faster with the parameters proposed for TESLA might be obvious from the fact that $n, m$, and $q$ are smaller than the parameters proposed by Dagdelen et al [65]. However, signing with our parameters needs slightly more attempts to find a valid signature and the slowdown from increased number of average iterations might be larger than the effect from smaller cost per iteration. The following two modifications to the software proposed by Dagdelen et al. address this issue.

Parallel Matrix-Vector Multiplication. The most costly operation during signing is the computation of $\mathbf{A y}$, which requires $n \cdot m$ multiplications in $\mathbb{Z}_{q}$, most of those followed by accumulation. Intel Haswell processors can perform two multiply-accumulate instructions on 256-bit vectors of doubleprecision floating point numbers every cycle. As we represent elements of $\mathbb{Z}_{q}$ as double-precision floating point numbers, one obtains a lower bound of $n \cdot m / 8$ cycles per matrix multiplication. This lower bound corresponds to 41600 cycles for TESLA-128 and to 65463 cycles for TESLA- 256 .

Already Dagdelen et al. [65] pointed out that their actual performance is much lower. The reason is that each coefficient from $\mathbf{A}$ needs to be loaded from (at best) L2 cache, because the
whole matrix $\mathbf{A}$ does not fit into the 32 KB of K 1 cache. The actual performance of matrix-vector multiplication presented by Dagdelen et al. was a factor of 5 slower than the lower bound.

However, on average, signing computes multiple of those matrix-vector multiplications, all with the constant matrix $\mathbf{A}$. Our software always samples $k=4$ vectors $y$, then performs 4 matrixvector multiplications and then proceeds to investigate whether one of the 4 results is usable for the signature. The disadvantage of this technique is that most of the time we compute some matrix-vector products that are not used in the end. The advantage is that matrix coefficients, once loaded from L2 cache are used six times instead of just once. The optimal value of $k$ depends on the parameter set. We wrote scripts that generate an optimized assembly routine for different parameters and different values of $k$. With those scripts we generated and benchmarked code for many different combinations that all offered the targeted security and then picked the fastest one for TESLA-128 and TESLA-256.

Note that signature verification cannot use the $k$-times-parallel matrix-vector multiplication for the computation of $\mathbf{A z}$. For this task we use an approach similar to [65].

Lazy Reductions. The coefficients of the matrix $\mathbf{A}$ are in the interval ( $-\lfloor q / 2\rfloor,\lceil q / 2\rceil]$ and coefficients of $\mathbf{y}$ are in the interval $[-B, B]$. For our parameter choices of $q$ and $B$ in TESLA-128, each product of coefficients in the matrix vector multiplication has up to 49 bits. The mantissa of a double-precision floating-point value has 53 bits, so when accumulating $n=416$ such products in the matrix-vector multiplication we need to reduce modulo $q$ several times. This was no different for the software by Dagdelen et al. [65], which is "overly conservative" and reduces after 7 multiply-accumulates. We reduce only after 16 multiply-accumulates. In TESLA- 256 the products reach up to 52 bits and so we have to reduce after each addition; these frequent reductions account for a large portion of the performance difference between TESLA-128 and TESLA-256.

## 6 Results and Comparison

Table 3 gives benchmarking results of TESLA-128 and TESLA-256 and compares those benchmarks to state-of-the art results from the literature. As indicated in the table, we obtain all our benchmarks on an Intel Core-i7 4770K (Haswell) processor. We followed the standard practice of disabling Turbo Boost and hyperthreading. Benchmarks of TESLA for signing are averaged over 100,000 signatures; benchmarks of TESLA for verification are the median of 100 verifications. The reason for not reporting the median for TESLA signing performance is that because of the rejection sampling, it would be overly optimistic.

Both our TESLA-128 software and the software presented in [65] use the same construction and target the 128 -bit pre-quantum security level. There are two reasons that our software is almost two times faster on the same microarchitecture: First, the reduction to LWE (instead of LWE and SIS) allows us to choose more efficient parameters. Secondly, the parallel matrix-vector multiplication technique offers additional speedup.

The two ideal-lattice-based schemes listed in Table 3 are still faster than TESLA. However, the GLP software from [40] offers less than 80 bits of security and all available BLISS software leaks timing information in the Gaussian sampling, which is unavoidable for signing (or at least expensive). We expect that serious optimization of BLISS software can outperform the current results, but it would be very interesting to see how large the penalty is for a timing-attack-protected implementation of BLISS.

In the realm of yet small world of signatures that offer 128 bits of post-quantum security, TESLA-256 offers an interesting alternative to SPHINCS. Public and secret keys of TESLA-256 are much larger than SPHINCS keys, but TESLA-256 is much faster for signing, significantly faster for verification, and signatures are more than an order of magnitude smaller.

The post-quantum multivariate-based signature scheme Rainbow5640 [26, 30] performs best among all listed schemes but unfortunately, comes with no security reduction to its underlying problem.


 ${ }^{b}$ In the benchmarks we include the improvements by Dagdelen et al. presented in [65].


 "Security (PreQ)" lists the claimed pre-quantum security level; "Security (PostQ)" lists the claimed post-quantum security level, if available; "TAP?" reduction in the random oracle model and whether this reduction is tight; "QROM?, tight?" states the same for the quantum random oracle model; Table 3: Overview of state-of-the-art post-quantum signature schemes. The column "ROM?, tight?" states whether the scheme has a security
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## A Extended Definitions and Security Notions

## A. 1 Smallest Integer Solution problem

The smallest integer solution (SIS) problem is formally defined (in the Euclidean norm) as follows.

Definition 3 (Smallest Integer Solution Problem). Let $n, m, q>0$ be integers and $\beta \in \mathbb{R}_{>0}$. The smallest integer solution problem $\mathrm{SIS}_{n, m, q, \beta}$ is $(t, \varepsilon)$-hard if for any algorithm $\mathcal{A}$, running in time $t$, we have

$$
\operatorname{Pr}\left[\|\mathbf{x}\| \leq \beta \wedge(\mathbf{A x}=\mathbf{0}(\bmod q)) \mid \mathbf{A} \stackrel{\$}{\leftarrow} \mathbb{Z}_{q}^{n \times m} ; \mathbf{x} \leftarrow \mathcal{A}(\mathbf{A})\right] \leq \varepsilon
$$

where the probability is taken over the random choices of matrix $\mathbf{A}$ and algorithm $\mathcal{A}$.
Similarly, the average-case instance of the SIS problem is hard as long as worst-case instances of GapSVP as shown in $[2,56]$.

## A. 2 Signature Schemes

A signature scheme $\Pi$ is defined as a tuple of the following algorithms: KeyGen, Sign, and Verify, where KeyGen and Sign are randomized algorithms.

Upon input the security parameter $\kappa$ the algorithm KeyGen outputs a publicly known verification key vk and a secret signing key sk. The algorithm Sign receives as input sk, vk, and a message $\mu$. It returns a valid signature $\sigma$ for the message $\mu$. The third algorithm Verify gets the verification key vk, the signature $\sigma$, and the message $\mu$ as input and checks if $\sigma$ is a valid signature for the message $\mu$. In this case Verify accepts and outputs 1 , otherwise the algorithm outputs 0 . We require as usual that the signature scheme has to be correct, meaning that for any message $\mu$, any $($ sk, vk) $) \stackrel{\$}{\leftarrow} \operatorname{KeyGen}\left(1^{\lambda}\right)$ we have Verify $(\mathrm{vk}, \mu, \operatorname{Sign}(\mathrm{sk}, \mu))=1$.

Let $\Pi=($ KeyGen, Sign, Verify $)$ be a signature scheme and $\mathcal{A}$ be a probabilistic polynomial-time adversary which upon input the public verification key vk forges a signature. Then the scheme $\Pi$ is $\left(t_{\mathcal{A}}, q_{h}, q_{s}, \varepsilon_{\mathcal{A}}\right)$-unforgeable if any algorithm $\mathcal{A}$ running in time $t_{\mathcal{A}}$, making at most $q_{s}$ queries to a singing oracle and $q_{h}$ hash queries to the random oracle outputs a forgery ( $\mu^{*}, \sigma^{*}$ ) such that $\mu^{*}$ was not queried to the signing oracle and $\operatorname{Verify}\left(\mathrm{vk}, \mu^{*}, \sigma^{*}\right)=1$ is at most $\varepsilon_{\mathcal{A}}$.

## A. 3 Lattices

A $k$-dimensional lattice $\Lambda$ is a discrete additive subgroup of $\mathbb{R}^{n}$ containing all integer linear combinations of $k$ linearly independent vectors $\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{k}\right\}$ with $k \leq n$ and $n \geq 0$. More formally, we have $\Lambda=\left\{\mathbf{B} \cdot \mathbf{x} \mid \mathbf{x} \in \mathbb{Z}^{k}\right\}$. The determinant of a lattice is the value $\operatorname{det}(\bar{\Lambda}(\mathbf{B}))=\sqrt{\operatorname{det}\left(\mathbf{B}^{\top} \mathbf{B}\right)}$.

We note that a basis is not unique for a lattice and moreover, the determinant of a lattice is independent of the basis. That is, a different basis for the same lattice will yield the same determinant with the above formula.

Throughout this paper we are mostly concerned with $q$-ary lattices $\Lambda_{q}^{\perp}(\mathbf{A})$ and $\Lambda_{q}(\mathbf{A})$, where integer $q>0$ denotes the modulus and $\mathbf{A} \in \mathbb{Z}_{q}^{m \times n}$ is a uniformly random chosen matrix. Lattices $\Lambda_{q}^{\perp}(\mathbf{A})$ and $\Lambda_{q}(\mathbf{A})$ are defined by

$$
\begin{aligned}
\Lambda_{q}^{\perp}(\mathbf{A}) & =\left\{\mathbf{x} \in \mathbb{Z}^{n} \mid \mathbf{A x}=\mathbf{0}(\bmod q)\right\} \\
\Lambda_{q}(\mathbf{A}) & =\left\{\mathbf{x} \in \mathbb{Z}^{n} \mid \exists \mathbf{s} \in \mathbb{Z}^{m} \text { s.t. } \mathbf{x}=\mathbf{A}^{\top} \mathbf{s}(\bmod q)\right\}
\end{aligned}
$$

Furthermore, for any $\mathbf{u} \in \mathbb{Z}_{q}^{m}$ we can define $\operatorname{cosets} \Lambda_{\mathbf{u}, q}^{\perp}(\mathbf{A})=\left\{x \in \mathbb{Z}^{n} \mid \mathbf{A x}=\mathbf{u}(\bmod q)\right\}$, i.e., $\Lambda_{q}^{\perp}(\mathbf{A})=\Lambda_{\mathbf{0}, q}^{\perp}(\mathbf{A})$. One can consider $\Lambda_{\mathbf{u}, q}^{\perp}(\mathbf{A})$ as a shifted lattice by a vector $\mathbf{u}$, i.e., $\Lambda_{\mathbf{u}, q}^{\perp}(\mathbf{A})=$ $\Lambda_{q}^{\perp}(\mathbf{A})+\mathbf{y}$ where $\mathbf{y} \in \mathbb{Z}^{m}$ is an integer solution of $\mathbf{A x}=\mathbf{u}(\bmod q)$. We note that for a uniformly chosen matrix $\mathbf{A}$ the determinant of the above modular lattices coincide with $\operatorname{det}\left(\Lambda_{\mathbf{u}, q}^{\perp}(\mathbf{A})\right)=$ $\operatorname{det}\left(\Lambda_{q}^{\perp}(\mathbf{A})\right)=q^{\operatorname{rank}(A)}$ for any $\mathbf{u} \in \mathbb{Z}_{q}^{m}$. Note that the rank of a uniformly random chosen matrix equals $\min (m, n)$ with high probability.

Given a measurable set $S$ and a lattice $L \subset \mathbb{Z}^{n}$, the Gaussian heuristic approximates the number of lattice points in $S$ by $|S \cap L|=\frac{\operatorname{vol}(S)}{\operatorname{det}(L)}$. Especially, if $L$ is a q-ary lattice $\Lambda_{q}^{\perp}(\mathbf{A})$ and $S=[-\delta, \delta]^{n}$, the Gaussian heuristic predicts the number of lattice points in $S$ by $\left|S \cap \Lambda_{q}^{\perp}(\mathbf{A})\right|=$ $\frac{(2 \cdot \delta+1)^{n}}{q^{n}}$.

## B Technical Proofs

Proof (Lemma 2). Recall that the rounding operator $\lfloor\cdot\rceil_{d}$ essentially drops component-wise the least $d$ bits of a vector. Thus, we can bound the probability in the theorem statement by the probability that there exists an $\mathbf{z} \in[-\delta, \delta]^{n}$ such that $\mathbf{A z}=\mathbf{A y}+\mathbf{T c}(\bmod q)$ multiplied by the factor of $2^{d \cdot n}$. This is because there are at most $2^{d \cdot n}$ possible values for Az such that $\lfloor\mathbf{A z}\rceil_{d}=\lfloor\mathbf{A y}+\mathbf{T c}\rceil_{d}(\bmod q)$. It remains to show that

$$
\begin{equation*}
\operatorname{Pr}\left[\exists \mathbf{z} \in[-\delta, \delta]^{n} \mid \mathbf{A z}=\mathbf{A y}+\mathbf{T c}(\bmod q)\right] \leq \frac{(2 \delta+1)^{n}}{q^{m}} \tag{4}
\end{equation*}
$$

Let $\mathbf{u}:=\mathbf{A y}+\mathbf{T c}(\bmod q)$ and let $\mathbf{A}$ be of the form $\mathbf{A}=\left(\frac{\mathbf{A}_{\mathbf{1}}}{\mathbf{A}_{\mathbf{2}}}\right)$ where $\mathbf{A}_{\mathbf{1}} \in \mathbb{Z}_{q}^{n \times n}$ and $\mathbf{A}_{\mathbf{2}} \in \mathbb{Z}_{q}^{m-n \times n}$, and $\mathbf{u}=\left(\frac{\mathbf{u}_{\mathbf{1}}}{\mathbf{u}_{\mathbf{2}}}\right)$ where $\mathbf{u}_{\mathbf{1}} \in \mathbb{Z}_{q}^{n}$ and $\mathbf{u}_{\mathbf{2}} \in \mathbb{Z}_{q}^{m-n}$. Without loss of generality by shifting the rows of $\mathbf{A}$ and $\mathbf{b}$ simultaneously - we can assume that $\mathbf{A}_{\mathbf{1}}$ is a square matrix of $\operatorname{rank}\left(\mathbf{A}_{\mathbf{1}}\right)=n$. This happens with high probability since $\mathbf{A}$ was sampled uniformly and $m>n$.

We stress that there exists only a single unique vector $\overline{\mathbf{z}}=\left(\bar{z}_{1}, \cdots, \bar{z}_{n}\right) \in \mathbb{Z}_{q}^{n}$ such that $\mathbf{A}_{\mathbf{1}} \cdot\left(\bar{z}_{1}, \cdots, \bar{z}_{n}\right)^{T}=\mathbf{u}_{\mathbf{1}}(\bmod q)$. We prove Equation (4), by pointing on two things: (i) the probability that $\overline{\mathbf{z}}$ is in $[-\delta, \delta]^{n}$ can be bounded by $(2 \delta+1)^{n} / q^{n}$, and (ii) the probability that $\mathbf{A}_{\mathbf{2}} \overline{\mathbf{z}}=\mathbf{u}_{\mathbf{2}}(\bmod q)$ is bounded by $1 / q^{m-n}$. Let us have a closer look at these two points.
(i) Define the set $S_{u_{1}}=\left\{\mathbf{z} \in[-\delta, \delta]^{n} \mid \mathbf{A}_{\mathbf{1}} \mathbf{z}=\mathbf{u}_{\mathbf{1}}(\bmod q)\right\}$. Since $\mathbf{A}_{\mathbf{1}}$ is a random matrix of rank $n$, it defines a shifted random lattice $\Lambda_{u_{1}, q}^{\perp}\left(\mathbf{A}_{\mathbf{1}}\right)=\left\{\mathbf{z} \in \mathbb{Z}^{n} \mid \mathbf{A}_{\mathbf{1}} \mathbf{z}=\mathbf{u}_{\mathbf{1}}(\bmod q)\right\}$ where $\operatorname{det}\left(\Lambda_{u, q}^{\perp}\left(\mathbf{A}_{\mathbf{1}}\right)\right)=q^{n}$. Via the Gaussian heuristic we approximate the number of lattice vectors in the set $S_{u_{1}}$ upper bounding the probability for (i). We obtain

$$
\left|[-\delta, \delta]^{n} \cap \Lambda_{u, q}^{\perp}\left(\mathbf{A}_{\mathbf{1}}\right)\right|=\frac{\operatorname{vol}\left([-\delta, \delta]^{n}\right)}{\operatorname{det}\left(\Lambda_{u, q}^{\perp}\left(\mathbf{A}_{\mathbf{1}}\right)\right)}=\frac{(2 \delta+1)^{n}}{q^{n}}
$$

(ii) Let $a_{i, j}$ and $u_{i}$ denote the elements of $\mathbf{A}$ and $\mathbf{u}$, respectively. To bound the probability that $\mathbf{A}_{\mathbf{2}} \overline{\mathbf{z}}=\mathbf{u}_{\mathbf{2}}(\bmod q)$ holds, we basically bound the probability that $a_{i, 1} \bar{z}_{1}+\cdots+a_{i, n} \bar{z}_{n}=u_{i}$ holds for every $i=n+1, \cdots, m$. Note that this equation can be rewritten into the form
$u_{i}-a_{i, 1} \bar{z}_{1}-\ldots-a_{i, n-1} \bar{z}_{n-1}=a_{i, n} \bar{z}_{n}$. Let $\bar{z}_{1}, \ldots, \bar{z}_{n-1}$ be arbitrary. Then, the probability that $\bar{z}_{n}$ will satisfy the above equation is $1 / q$ since the solution vector $\overline{\mathbf{z}}$ is distributed uniform in $\mathbb{Z}_{q}^{n}$ if $\mathbf{A}_{\mathbf{1}}$ and $\mathbf{u}_{\mathbf{1}}$ are. Since index $i$ ranges from $n+1$ to $m$, we get $1 / q^{m-n}$ in total.

Taking the bounds given by (i) and (ii) together we show Equation (4), and obtain the theorem statement by multiplying with $2^{d n}$.

Proof (Lemma 3). First, we bound the probability that there exist vectors $\mathbf{s}$ and $\mathbf{e}$ with small entries such that $\mathbf{A s}+\mathbf{e}=\mathbf{t}$ for $\mathbf{A} \stackrel{\Phi}{\leftarrow} \mathbb{Z}_{q}^{m \times n}$ and $\mathbf{t} \stackrel{\&}{\leftarrow} \mathbb{Z}_{q}^{m}$, i.e., we show that

$$
\delta:=\operatorname{Pr}\left[\exists \mathbf{s} \in[-k \sigma, k \sigma]^{n}, \mathbf{e} \in[-k \sigma, k \sigma]^{m} \mid \mathbf{A s}+\mathbf{e}=\mathbf{t}\right] \leq \frac{(2 k \sigma+1)^{m+n}}{q^{m}}
$$

Since $\mathbf{A}$ and $\mathbf{t}$ are chosen uniformly random the probability $\delta$ can be bound by the ratio of the number of possible vectors $\mathbf{A s}+\mathbf{e}$ with $\mathbf{s} \in[-k \sigma, k \sigma]^{n}$ and $\mathbf{e} \in[-k \sigma, k \sigma]^{m}$, and the number of possible vectors for $\mathbf{t} \stackrel{\$}{\leftarrow} \mathbb{Z}_{q}^{m}$, i.e.,

$$
\delta \leq \frac{\mid\left\{\mathbf{A} \mathbf{s}+\mathbf{e} \mid \mathbf{s} \in[-k \sigma, k \sigma]^{n} \text { and } \mathbf{e} \in[-k \sigma, k \sigma]^{m}\right\} \mid}{\left|\left\{\mathbf{t} \in \mathbb{Z}_{q}^{m}\right\}\right|}
$$

It holds that

$$
\begin{aligned}
\left|\left\{\mathbf{t} \in \mathbb{Z}_{q}^{m}\right\}\right| & =q^{m} \\
\left|\left\{\mathbf{A} \mathbf{s} \mid \mathbf{s} \in[-k \sigma, k \sigma]^{n}\right\}\right| & =\left|\left\{\mathbf{s} \in[-k \sigma, k \sigma]^{n}\right\}\right| \leq(2 k \sigma+1)^{n} \text { since } \mathbf{A} \text { is fixed, and } \\
\left|\left\{\mathbf{e} \in[-k \sigma, k \sigma]^{m}\right\}\right| & \leq(2 k \sigma+1)^{m}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\mid\left\{\mathbf{A s}+\mathbf{e} \mid \mathbf{s} \in[-k \sigma, k \sigma]^{n} \text { and } \mathbf{e} \in[-k \sigma, k \sigma]^{m}\right\} \mid & \leq(2 k \sigma+1)^{n} \cdot(2 k \sigma+1)^{m} \\
& =(2 k \sigma+1)^{n+m}
\end{aligned}
$$

Now, assume $\mathbf{A} \stackrel{\&}{\leftarrow} \mathbb{Z}_{q}^{m \times n}$ and $\mathbf{T} \stackrel{\&}{\leftarrow} \mathbb{Z}_{q}^{m \times n}$ are given. Let $\mathbf{s}_{\mathbf{i}}, \mathbf{e}_{\mathbf{i}}$, and $\mathbf{t}_{\mathbf{i}}$ be the columns of $\mathbf{S}, \mathbf{E}$, and $\mathbf{T}$, respectively. Since the columns $\mathbf{s}_{\mathbf{i}}$ and $\mathbf{s}_{\mathbf{j}}$, and $\mathbf{e}_{\mathbf{i}}$ and $\mathbf{e}_{\mathbf{j}}$, are independent from each other for all $i, j \in\{1, \cdots, n\}$, and $i \neq j$, it holds that

$$
\begin{aligned}
& \operatorname{Pr}\left[\exists \mathbf{S} \in[-k \sigma, k \sigma]^{n \times n} \text { and } \mathbf{E} \in[-k \sigma, k \sigma]^{m \times n} \mid \mathbf{A S}+\mathbf{E}=\mathbf{T}\right] \\
& \leq \operatorname{Pr}\left[\forall i \in\{1, \cdots, n\} \exists \mathbf{s}_{\mathbf{i}} \in[-k \sigma, k \sigma]^{n}, \mathbf{e}_{\mathbf{i}} \in[-k \sigma, k \sigma]^{m} \mid \mathbf{A} \mathbf{s}_{\mathbf{i}}+\mathbf{e}_{\mathbf{i}}=\mathbf{t}_{\mathbf{i}}\right] \\
& \leq \delta^{n} \\
& \leq \frac{(2 k \sigma+1)^{m \cdot n+n^{2}}}{q^{m \cdot n}}
\end{aligned}
$$

## C TESLA ${ }_{Q}$ : A Variant of TESLA Secure in the Quantum Random Oracle Model

We have proven the security of the signature scheme TESLA in the random oracle model (ROM) [12]. The random oracle is widely recognized as relevant for security reductions of cryptographic schemes and, in particular, extensively used for real-world cryptosystems, such as the signature schemes RSA-FDH [12, 13] and RSA-PSS [13]. Security in the ROM shows that in order to break the protocol, one must exploit some weaknesses of the hash function [43].

While security reductions in the ROM may be reasonable for classical adversaries, Boneh et al. [20] argue that this model potentially is inappropriate when considering quantum adversaries.

In fact, a quantum algorithm could implement the concrete choice of hash function - the instantiation of the random oracle - and run it in superposition on exponentially many inputs. To capture this capability of a quantum adversary, Boneh et al. introduced the quantum(-accessible) random oracle model (QROM). Here, adversaries are allowed to query the random oracle in superposition, simulating the real world capabilities of an adversary. Proofs in the QROM are significantly harder to obtain as common classical proof techniques do not easily transfer to the quantum setting, such as adaptive programmability, preimage awareness, lazy-sampling, and rewinding.

There are a couple of post-quantum schemes proven secure in the ROM which remain secure in the QROM [20,21,64]; however, it does not hold in general. In particular, rewinding the adversary is a delicate issue (such as in proofs of signatures derived via the Fiat-Shamir transformation [29]).

In this section, we show that a slight modification of TESLA facilitates the security reduction in the QROM. More precisely, we replace the input of the random oracle by its hash - for which we use a chameleon hash function. A chameleon hash function allows one to find efficiently collisions in its output if he is in possession of a trapdoor. In our security reduction the simulator makes use of such a trapdoor in order to simulate genuine signatures. In fact, by doing so, we are able to show that our security reduction of TESLA can be upgraded to be history-free; a sufficient property to claim security in the QROM even based on classical random oracles [20].

We call this modified construction $\operatorname{TESLA}_{Q}$ to emphasize that the construction provides security in the quantum random oracle model as opposed to TESLA. However, we do not rule out the possibility that TESLA could be proven secure against quantum adversaries in QROM, since, intuitively, this additional value is just introduced to overcome a technical dilemma and does not seem to add any security to the scheme. Moreover, we avoid proof techniques which are generally problematic in the quantum setting.

In the following we first recall some essential definitions and statements which will be of necessity to understand the security of $\operatorname{TESLA}_{Q}$ against quantum adversaries, and present its construction and corresponding security reduction afterwards.

## C. 1 Preliminaries for the Quantum World

Quantum Random-Oracle Model. In the classical random oracle model a classical adversary has access to a random (hash) function $H:\{0,1\}^{*} \rightarrow\{0,1\}^{\kappa}$ which is model by a classical random oracle $O_{c}$. Thus, the adversary gets only the hash value at the classical state it asks for. In case the hash function is replaced by a concrete hash function instead of a random oracle, a quantum attacker can evaluate the concrete hash function on quantum states. To adjust the model to such an adversary Boneh et al. [20] introduce the quantum(-accessible) random oracle model. That means, the adversary is allowed to evaluate the random oracle in superposition, i.e., the adversary can submit quantum states $|\phi\rangle=\sum \alpha_{x}|x\rangle$ to the oracle $O_{c}$ and receives the hash value $\sum \alpha_{x}\left|O_{c}(x)\right\rangle$. Note that the quantum-accessible oracle can also be used as a classical oracle. Furthermore, honest parties and algorithms of the signature scheme are still classical and thus, access $O_{c}$ only via classical bit strings.

History-Free Reduction. The concept of history-free reduction, introduced by Boneh et al. [20], defines a subclass of security reductions for signature schemes in the classical random oracle model which imply security in the quantum model. Informally, history-freeness of a (classical) reduction proof means that the simulated response to a hash or sign query is independent of the (number of) responses to queries before, i.e., it is history-free. Unfortunately, only few signature schemes are known for which there are history-free reductions, and all those schemes follow the hash-and-sign paradigm. In contrast, our signature scheme $\operatorname{TESLA}_{Q}$ has a history-free reduction but follows the Fiat-Shamir transform - thus, does not require any trapdoor known to the signer. Unfortunately, chameleon hash functions involve trapdoors and will have a significant impact on the running time even though the trapdoor is merely used in our construction to simulate successfully signatures in our security reduction.

The following definition [20, Def. 4] captures history-free reductions formally.

Definition 4 (History-free Reduction [20]). A signature scheme $\mathcal{S}=\left(\right.$ KeyGen, $\operatorname{Sign}^{O}$, Verify $\left.^{O}\right)$ in the classical random oracle model has a history-free reduction from a hard problem $\mathcal{P}$ if there is a proof of security that uses a classical PPT adversary $\mathcal{A}$ for $\mathcal{S}$ to construct a classical PPT algorithm $\mathcal{B}$ for problem $\mathcal{P}$ such that statements (a)-(e) are satisfied:
(a) Algorithm $\mathcal{B}$ for $\mathcal{P}$ consists of four explicit classical algorithms: Start, $\underline{\mathrm{Rand}^{O_{c}}, \mathrm{Sign}^{O_{c}} \text {, and }}$ Finish $^{O_{c}}$. The latter three algorithms have access to a shared classical random oracle $\overline{O_{c}}$. These algorithms, except for $\underline{R a n d}^{{ }^{C}}$, may also make queries to the challenger for problem $\mathcal{P}$. The algorithms are used as follows:
(i) Upon input an instance $x$ for problem $\mathcal{P}$, algorithm $\mathcal{B}$ first runs Start $(x)$ to obtain (vk, st) where vk is a signature verification key and st is private state to be used by $\mathcal{B}$. Algorithm $\mathcal{B}$ sends vk to $\mathcal{A}$ and plays the role of the challenger to $\mathcal{A}$.
(ii) When $\mathcal{A}$ makes a classical random oracle query to $O(r)$, algorithm $\mathcal{B}$ responds with $\underline{\operatorname{Rand}}^{O_{c}}(r, \mathrm{st})$. Note that $\underline{\mathrm{Rand}}^{O_{c}}$ is given the current query as input, but is unaware of previous queries and responses.
(iii) When $\mathcal{A}$ makes a classical signature query $\operatorname{Sign}(\mathrm{sk}, \mu)$, algorithm $\mathcal{B}$ responds with $\operatorname{Sign}^{O_{c}}(\mu, \mathrm{st})$.
(iv) When $\mathcal{A}$ outputs a signature forgery candidate $(\mu, \sigma)$, algorithm $\mathcal{B}$ outputs Finish ${ }^{\overline{O_{c}}(\mu, \sigma, \text { st) }}$.
(b) There is an efficiently computable function Instance(vk) which produces an instance $x$ of problem $\mathcal{P}$ such that $\underline{\operatorname{Start}}(x)=(\mathrm{vk}, \mathrm{st})$ for some st. Consider the process of first generating ( $\mathrm{sk}, \mathrm{vk})$ from $\operatorname{KeyGen}\left(1^{\kappa}\right)$, and then computing $x=$ Instance $(\mathrm{vk})$. The distribution of $x$ generated in this way is negligibly close to the distribution of $x$ generated as a real instance to $\mathcal{P}$.
(c) For fixed st, consider the classical random oracle $O(r)=$ Rand $^{O_{c}}(r, s t)$. Define a quantum oracle $O_{\text {quant }}$, which transforms a basis element $|x, y\rangle$ into $|x, y \oplus O(x)\rangle$. We require that $O_{\text {quant }}$ is computationally indistinguishable from a random oracle for quantum algorithms.
(d) $\underline{\mathrm{Sign}}^{{ }^{c}}$ either aborts (and hence $\mathcal{B}$ aborts) or it generates a valid signature relative to the oracle $O(r)=$ Rand $^{O_{c}}(r, s t)$ with a distribution negligibly close to the correct signing algorithm. The probability that none of the signature queries abort is non-negligible.
(e) If $(\mu, \sigma)$ is a valid signature forgery relative to the public key vk and oracle $O(r)=\underline{\operatorname{Rand}^{O_{c}}}(r$, st) then the output of $\mathcal{B}$ (i.e. Finish $^{O_{c}}(\mu, \sigma, s t)$ ) causes the challenger for problem $\mathcal{P}$ to output 1 with non-negligible probability.

Boneh et al. state that history-free reductions imply security in the quantum settings as in the following theorem:

Theorem 2 ( [20]). Let $\mathcal{S}=($ KeyGen, Sign, Verify) be a signature scheme. Suppose $\mathcal{S}$ has a history-free reduction from a problem $\mathcal{P}$. Further, assume that $\mathcal{P}$ is hard for polynomial-time quantum algorithms. Then, $\mathcal{S}$ is secure in the quantum-accessible random oracle model.
Originally, Boneh et al. assumed further the existence of quantum-accessible pseudorandom functions. This assumption has been made obsolete by Zhandry [63] who presented secure constructions of such functions.

Chameleon Hash Functions. Chameleon hash functions has been introduced by Krawczyk and Rabin [44]. Roughly speaking, chameleon hash functions are like collision-resistant hash functions but come with a trapdoor that allows one to find collisions efficiently if in possession. The following captures the definition of chameleon hash functions formally.

Definition 5 (Chameleon hash functions [21]). A chameleon hash function consists of three PPT algorithms $\mathcal{C H}=\left(\mathrm{Gen}, \mathrm{CH}, \mathrm{CH}^{-1}\right)$ defined as follows. Upon input the security parameter $1^{\kappa}$, the probabilistic key generation algorithm Gen outputs a key pair (ek, td) $\stackrel{\&}{\leftarrow} \mathrm{Gen}\left(1^{\kappa}\right)$ where ek is the evaluation key and td the corresponding trapdoor. The evaluation algorithm CH upon input an evaluation key ek, a message $m \in \mathrm{M}_{\mathrm{ek}}$, and randomness $r \in \mathrm{R}_{\mathrm{ek}}$ outputs $\mathrm{CH}(\mathrm{ek}, m, r) \in \mathrm{Y}_{\mathrm{ek}}$. Chameleon hash functions satisfy the following properties:
Chameleon hash property The function $\mathrm{CH}^{-1}$ upon input trapdoor td , messages $m, m^{\prime} \in \mathrm{M}_{\mathrm{ek}}$, and randomness $r \in \mathrm{R}_{\mathrm{ek}}$ outputs $r^{\prime} \leftarrow \mathrm{CH}^{-1}\left(\mathrm{td}, m, m^{\prime}, r\right)$ such that $\mathrm{CH}(\mathrm{ek}, m, r)=\mathrm{CH}\left(\mathrm{ek}, m^{\prime}, r^{\prime}\right)$.

Uniform distribution There exists a distribution $\mathcal{D}_{\mathrm{R}_{\mathrm{ek}}}$ such that for all $m \in \mathrm{M}_{\mathrm{ek}}$, the distributions (ek, $\mathrm{CH}(\mathrm{ek}, m, r)$ and (ek, y) are computationally indistinguishable where (ek, td ) $\leftarrow$ $\operatorname{Gen}\left(1^{\kappa}\right), r \stackrel{\&}{\leftarrow} \mathcal{D}_{\mathrm{R}_{\mathrm{ek}}}$ and $y \leftarrow \mathcal{U}\left(\mathrm{Y}_{\text {ek }}\right)$.
Randomness indistinguishability Let $m, m^{\prime} \in \mathrm{M}_{\mathrm{ek}}$ be arbitrary, and $r \stackrel{\&}{\leftarrow} \mathcal{D}_{\mathrm{R}_{\mathrm{ek}}}$. The distribution $\mathrm{CH}^{-1}\left(\mathrm{td}, m, m^{\prime}, r\right)$ is negligible close to the distribution $\mathcal{D}_{\mathrm{R}_{\mathrm{ek}}}$ where $(\mathrm{ek}, \mathrm{td}) \leftarrow \operatorname{Gen}\left(1^{\kappa}\right)$.
Collision freeness For any PPT algorithm $\mathcal{A}$, we have

$$
\begin{aligned}
\operatorname{Pr}[(m, r) & \neq\left(m^{\prime}, r^{\prime}\right) \wedge \mathrm{CH}(\mathrm{ek}, m, r)=\mathrm{CH}\left(\mathrm{ek}, m^{\prime}, r^{\prime}\right) \mid \\
(\mathrm{ek}, \mathrm{td}) & \left.\stackrel{\&}{\leftarrow} \operatorname{Gen}\left(1^{\kappa}\right) ;\left(m, r, m^{\prime}, r^{\prime}\right) \stackrel{\&}{\leftarrow} \mathcal{A}\left(1^{\kappa}, \mathrm{ek}\right)\right] \leq \operatorname{negl}(\kappa) .
\end{aligned}
$$

Several constructions of chameleon hash functions based on the lattice problems, such as the SIS assumption, are known [18,24]. Any of those could be used as an instantiation in TESLA $_{Q}$ as described in the next subsection.

## C. 2 The Signature Scheme TESLA $Q_{Q}$

Our signature scheme $\operatorname{TESLA}_{Q}$ is similar to TESLA, but the value $\lfloor\mathbf{A y}\rceil_{d}$ is first input to a chameleon hash function CH with fresh randomness $r \stackrel{\&}{\leftarrow} \mathcal{D}_{\mathrm{R}_{\text {ek }}}$ before it is hashed (together with the message) by the random oracle. More formally, TESLA $_{Q}=($ KeyGen, Sign, Verify $)$ is defined as follows.

KeyGen. The key generation is performs the same as steps as in the key generation algorithm of TESLA as described in Section 3.1.In addition, it generates a key pair of the chameleon hash function, (ek,td) $\stackrel{\&}{\leftarrow} \operatorname{Gen}\left(1^{\kappa}\right)$ and sets $s k=(\mathbf{S}, \mathbf{E})$ and $\mathrm{vk}=(\mathbf{T}=\mathbf{A S}+\mathbf{E}$, ek $)$.
Sign. Upon input secret matrices $\mathbf{S}, \mathbf{E}$ and a message $\mu$ the signing algorithm performs the following. First, it samples vectors $\mathbf{y} \stackrel{\&}{\leftarrow}[-B, B]^{n}$ and $r \stackrel{\S}{\leftarrow} \mathcal{D}_{\mathrm{R}_{\text {ek }}}$, and computes $\mathbf{v} \leftarrow \mathbf{A y}(\bmod q)$. Afterwards, the hash value $c=H\left(\mathbf{C H}\left(\lfloor\mathbf{v}\rceil_{d}, r\right), \mu\right)$ is used to compute $\mathbf{z} \leftarrow \mathbf{y}+\mathbf{S c}$ where $\mathbf{c}=F(c)$. Let $\mathbf{w} \leftarrow \mathbf{v}-\mathbf{E c}$. If $\left|\left[\mathbf{w}_{i}\right]_{2^{d}}\right|>2^{d-1}-L$ for some $i \in\{1, \cdots, m\}$ or $\|\mathbf{z}\|_{\infty}>B-U$, then the algorithm restarts; else, it outputs the signature ( $\mathbf{z}, c, r$ ).
Verify. Upon input the public parameters, a message $\mu$ and signature ( $\mathbf{z}, c, r$ ), it first computes $\mathbf{c}=F(c)$ to obtain $\mathbf{w}^{\prime}=\mathbf{A z}-\mathbf{T c}(\bmod q)$, and returns 1 if $c=H\left(C H\left(\left\lfloor\mathbf{w}^{\prime}\right\rceil_{d}, r\right), \mu\right)$ and $\|\mathbf{z}\|_{\infty} \leq B-U$ are both satisfied; otherwise, it returns 0 .

Correctness. It is easy to verify the correctness of $\operatorname{TESLA}_{Q}$. In the signature algorithm the value $\mathrm{CH}\left(\lfloor\mathbf{A y}\rceil_{d}, \mathrm{r}\right)$ is hashed instead of $\lfloor\mathbf{A y}\rceil_{d}$ as in TESLA. Since the value $r \in \mathrm{R}_{\mathrm{ek}}$ is part of the signature, the verification algorithm is always able to verify a given valid signature.

## C. 3 Security Reduction in the Quantum Setting

We show that by incorporating chameleon hash functions into TESLA, we are able to give a historyfree reduction from LWE to $\operatorname{TESLA}_{Q}$. Together with Theorem 2 we conclude that TESLA ${ }_{Q}$ is a quantum-secure lattice-based signature scheme in the quantum random oracle model. Historyfreeness is shown in the following lemma.

Lemma 4. There exists a history-free reduction from $L W E_{n, m, q, \sigma}$ to the signature scheme $\operatorname{TESLA}_{Q}=$ (KeyGen, Sign, Verify). The tightness gap is equal to the signature scheme TESLA as stated in Theorem 1.

Proof. Assume there is a quantum polynomial-time algorithm $\mathcal{A}$ which forges a valid signature in time $t_{\mathcal{A}}$ and probability $\varepsilon_{\mathcal{A}}$. We show how to construct a PPT algorithm $\mathcal{B}$ which solves the $\mathrm{LWE}_{n, m, q, \sigma}$ problem which internally makes black-box use of algorithm $\mathcal{A}$. That means, $\mathcal{B}$ upon an instance ( $\mathbf{A}, \mathbf{T}$ ) decides whether matrices $\mathbf{A}$ and $\mathbf{T}$ are chosen uniformly random or whether they are of the form $\mathbf{A S}+\mathbf{E}=\mathbf{T}$ for some $\mathbf{S}$ and $\mathbf{E}$ with Gaussian-distributed entries. Following the idea of the classical reduction proof of Theorem 1, the adversary can forge (up to negligible
probability) a signature only if a tuple $(\mathbf{A}, \mathbf{T})$ with $\mathbf{A S}+\mathbf{E}=\mathbf{T}$ is given. Furthermore, we show that our reduction is history-free.

A history-free reduction includes five (classical) algorithms Start, Rand ${ }^{O_{c}}, \underline{\operatorname{Sign}}^{O_{c}}$, Finish ${ }^{O_{c}}$, and Instance, as in Definition 4, where Rand ${ }^{O_{c}}, \operatorname{Sign}^{O_{c}}$, and Finish ${ }^{O_{c}}$ have access to the same classical random oracle $O_{c}$.

Start: Algorithm $\mathcal{B}$ upon input $(\mathbf{A}, \mathbf{T})$ samples key pairs for the chameleon hash function (ek, td) $\stackrel{\&}{\leftarrow}$ Gen $\left(1^{\lambda}\right)$ and defines $v k=(\mathbf{T}$, ek $)$ and state $s t=(v k, t d)$. It returns (vk, st). Matrix $\mathbf{A}$ is set as the global system parameter.
$\operatorname{Rand}^{O_{c}}$ : When $\mathcal{A}$ queries $O(h, \mu)$ for some hash value $h \in \mathrm{Y}_{\text {ek }}, \mathcal{B}$ responds with $\operatorname{Rand}^{O_{c}}(h, \mu):=$ $O_{c}(h, \mu)$.
$\operatorname{Sign}^{O_{c}}$ : When $\mathcal{A}$ asks the signature oracle on message $\mu$, algorithm $\mathcal{B}$ proceeds as follows. First, $\mathcal{B}$ samples values $\mathbf{v}^{\prime} \stackrel{\Phi}{\leftarrow} \mathbb{Z}_{q}^{m}, \mathbf{r}^{\prime} \stackrel{\Phi}{\leftarrow} \mathcal{D}_{\mathrm{R}_{\mathrm{ek}}}$ and $\mathbf{z} \stackrel{\$}{\leftarrow}[-B+U, B-U]^{n}$ uniformly at random. Afterwards, $\mathcal{B}$ queries its internal oracle $O_{c}$ on $\left(\mathrm{CH}\left(\left\lfloor\mathbf{v}^{\prime}\right\rceil_{d}, r^{\prime}\right), \mu\right)$ to obtain $c=O_{c}\left(\mathrm{CH}\left(\left\lfloor\mathbf{v}^{\prime}\right\rceil_{d}, r^{\prime}\right), \mu\right)$. Let $\mathbf{w}=\mathbf{A z}-\mathbf{T c}(\bmod q)$ where $\mathbf{c}=F(c)$. Algorithm $\mathcal{B}$ responds with signature $\underline{\operatorname{Sign}}{ }^{O_{c}}(\mu):=$ $(\mathbf{z}, c, r)$ where $r=\mathrm{CH}^{-1}\left(\mathrm{td},\left\lfloor\mathbf{v}^{\prime}\right\rceil_{d},\lfloor\mathbf{w}\rceil_{d}, r\right)$.
$\underline{\text { Finish }}^{O_{c}}$ : If $\mathcal{A}$ outputs a forgery $\left(\mu^{*}, \sigma^{*}\right)=\left(\mu^{*},\left(\mathbf{z}^{*}, c^{*}, r^{*}\right)\right)$ in time $t_{\mathcal{A}}$, then $\mathcal{B}$ outputs Finish ${ }^{O_{c}}\left(\mu^{*}, \sigma^{*}\right)=$ 1 , i.e., $\mathcal{B}$ knows with overwhelming probability that $(\mathbf{A}, \mathbf{T})$ is an LWE tuple. Otherwise, Finish ${ }^{O_{c}}$ outputs 0 .
Instance: We define Instance $(\mathbf{A}, \mathbf{T}$, ek $):=(\mathbf{A}, \mathbf{T})$. It holds that Start $(\underline{\text { Instance }}(\mathbf{A}, \mathbf{T}))=((\mathbf{A}, \mathbf{T}, \mathrm{ek})$, $(\mathbf{A}, \mathbf{T}$, ek, td)), thus Instance and Start satisfy the required property of Definition $4(\mathrm{~b})$.

We now show that the remaining conditions for history-freeness are also satisfied.
Since $\underline{\operatorname{Rand}}^{{ }^{C_{c}}}$ returns a value given by the classical random oracle $O_{c}$, the output of Rand ${ }^{O_{c}}$ is completely random and independent distributed, which shows property $4(\mathrm{c})$. The simulated responses to sign queries do not abort in any case. In fact, the distribution of the simulated signature are identical to genuine signatures by randomness indistinguishability of chameleon hash functions. Note that in the simulation we have $\mathrm{CH}\left(\left\lfloor\mathbf{v}^{\prime}\right\rceil_{d}, r^{\prime}\right)=\mathrm{CH}\left(\lfloor\mathbf{A z}-\mathbf{T c}\rceil_{d}, r\right)$ such that $c=O\left(\mathrm{CH}\left(\lfloor\mathbf{A z}-\mathbf{T c}\rceil_{d}, r\right), \mu\right)=O\left(\mathrm{CH}\left(\left\lfloor\mathbf{v}^{\prime}\right\rceil_{d}, r^{\prime}\right), \mu\right)=O_{c}\left(\mathrm{CH}\left(\left\lfloor\mathbf{v}^{\prime}\right\rceil_{d}, r^{\prime}\right), \mu\right)$ holds for any message $\mu$. Thus, property $4(\mathrm{~d})$ is satisfied.

Assume $\mathcal{A}$ outputs a valid signature forgery $\left(\sigma^{*}, \mu^{*}\right)$, where $\mathcal{A}$ did not ask $\mu^{*}$ to her signing oracle. Then, by the reduction proof of Theorem 1, we know that with overwhelming probability, the tuple $(\mathbf{A}, \mathbf{T})$ given as the challenge is an LWE tuple. If no signature is output by $\mathcal{A}$ in time $t_{\mathcal{A}}$, similarly with overwhelming probability it must have been two uniformly sampled matrices $(\mathbf{A}, \mathbf{T})$. Thus, $\mathcal{B}$ solves the LWE problem which shows 4(e).

Using Theorem 2 and Lemma 4 we know that the signature scheme $\operatorname{TESLA}_{Q}$ is secure in the quantum-accessible random oracle model. We note that the security reduction for $\operatorname{TESLA}_{Q}$ in Theorem 3 is as tight as shown for TESLA.

Theorem 3. Let $\mathrm{TESLA}_{Q}=$ (KeyGen, Sign, Verify) be the signature scheme defined in C.2. If $\operatorname{LWE}_{n, m, q, \sigma}$ is hard against quantum adversaries, then the signature scheme $\mathrm{TESLA}_{Q}$ is unforgeable against adaptively chosen-message attacks in the quantum-accessible random oracle model.
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[^1]:    ${ }^{4}$ This technique was also used by Abdalla et al. [1], leading to the only other Fiat-Shamir latticebased signature with tight reduction. Unfortunately, this imposes further conditions on their parameters yielding a less efficient signature scheme than the original scheme by Lyubashevsky [51].
    ${ }^{5}$ There are only two other lattice-based signature schemes proven secure in QROM which are GPV [37] and a variant of Lyubashevsky's scheme [52] proven secure by Dagdelen et al. [29].

[^2]:    ${ }^{6}$ As it is common for signatures derived by the Fiat-Shamir transform, we instantiate a signature of bit security $\lambda$ using a random oracle which outputs $\lambda$ bits. As in [52], finding a collisions in the random oracle does not constitute a break.

[^3]:    ${ }^{7}$ We note that their implementation does not make use of the fastest building blocks known today, such as BKZ 2.0 [27]. Still, no runtime estimates are publicly accessible of faster enumeration algorithms. For our purpose Kuo et al. [45] is fast enough to outperform quantum sieving algorithms for our lattice targets.

