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Abstract. Group signatures represent an important mechanism for
privacy-preserving applications. However, their practical applicability is
restricted due to inefficiencies of existing membership revocation mech-
anisms that place a computational burden and communication overhead
on signers and verifiers. In particular, it seems that the general belief (or
unwritten law) of avoiding online authorities by all means artificially and
unnecessarily restricts the efficiency and practicality of revocation mech-
anisms in group signature schemes. While a mindset of preventing online
authorities might have been appropriate more than 10 years ago, today
the availability of highly reliable cloud computing infrastructures could
be used to solve open challenges. More specifically, in order to overcome
the inefficiencies of existing revocation mechanisms, we propose an alter-
native approach denoted as linking-based revocation (LBR). The novelty
of LBR is its transparency for signers and verifiers that spares additional
computations as well as updates. We introduce dedicated revocation au-
thorities (RAs) that can be contacted for efficient (constant time) re-
vocation checks. In order to protect these RAs and to reduce the trust
in these authorities, we also introduce distributed controllable linkability
such that RAs need to cooperate with multiple authorities to compute
the required linking/revocation tokens. Besides efficiency, an appealing
benefit of LBR is its generic applicability to pairing-based GSSs secure
in the BSZ model and GSSs with controllable linkability. This includes
the XSGS scheme, and the GSSs proposed by Hwang et al., one of which
has been standardized in the recent ISO 20008-2 standard.

Request for Comments

This paper will appear in the post-proceedings of the International Con-
ference on Cryptology & Malicious Security 2016 (Mycrypt 2016), which
seeks submissions in the context of paradigm-shifting crypto and unconven-
tional solutions to existing problems. As there is still time to prepare the
conference version of this paper, we would appreciate any comments on this
somehow unconventional proposal of using an online revocation authority
to achieve efficient revocation in group signature schemes.
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1 Introduction

Group signature schemes (GSSs) [17] represent an important privacy-preserving
technology. In particular, such schemes allow users to prove affiliation to a spe-
cific (managed) group without revealing their identity, although in case of dispute
a dedicated opening authority is able to identify signers. GSSs are especially at-
tractive in scenarios like public transport or subscription-based services, where
there is no need for service providers to uniquely identify single users but only to
ensure that they are allowed to use the respective services. Although users are
anonymous, service providers still want to ensure that group membership can
be efficiently revoked. However, membership revocation is a non-trivial task as
(1) users are anonymous and their privacy should be protected even in case of
revocation, and (2) the revocation of one user should not affect the signing capa-
bilities of other users. Even though membership revocation has gained increasing
attention in the last decade [2, 8, 9, 23, 24, 37, 43], existing mechanisms place a
computational burden and communication overhead on signers and verifiers.

While it seems that existing concepts aim to prevent online authorities by all
means, we show that a paradigm shift towards online authorities—which we will
protect by means of threshold cryptography—allows for the most efficient (con-
stant time), and most generic revocation mechanism for existing GSSs. Given
a signature in question and a revocation list, a revocation authority determines
the revocation status of a signer by using a dedicated trapdoor to (anonymously)
link the signature against a list of revoked members. Hence, this authority still
preserves the signer’s anonymity as it is strictly less powerful than an opening
authority who can determine the actual identity of the signatory. Our somewhat
unconventional proposal of using an online revocation authority overcomes many
issues of existing revocation mechanisms and, thus, we believe that our revoca-
tion mechanism represents a valuable addendum to the portfolio of revocation
mechanisms.

Online Requirement. Although our approach relies on an online authority
for the respective revocation checks, we argue that today many devices are al-
ready connected to the Internet permanently and rely on the availability of cloud
computing infrastructures. The establishment of the Internet of Things (IoT) re-
quires devices being connected to the Internet, either via WiFi or even embedded
SIM cards, for various (sometimes dubious) reasons. Nevertheless, irrespective
of whether existing IoT devices provide any useful features, the point is that
many devices are already interconnected among each other and also extensively
use Internet services based on cloud computing infrastructures and, thus, we
consider an online RA as absolutely reasonable. In case network connectivity
and availability are not an issue, our proposed revocation mechanism provides
significant advantages compared to other revocation mechanisms. Further, since
signature verification is decoupled from the online revocation checks, these revo-
cation checks can also be postponed in case the revocation authority might not
be available. Besides, as we will discuss later, we protect the required trapdoor
keys by means of threshold cryptography in order to reduce the risk of attacks.
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Contributions. The contributions of this work can be summarized as follows.

– We suggest a paradigm shift towards online revocation checks for group
signatures by relying on online revocation authorities (RAs). Although this
currently seems to be prevented by all means, it, however, allows us to come
up with a privacy-respecting constant-time revocation mechanism that can
be generically applied to a large class of pairing-based GSSs. In doing so, we
use the concept of controllable linkability for group signatures.

– We introduce the concept of distributed controllable linkability. This is a
threshold variant of controllable linkability, which requires a predefined num-
ber of t linking authorities to cooperate in order to link signatures. Using
this concept, we can reduce the trust in RAs and also improve the robustness
of RAs. Besides, it may be of independent interest as a feature on its own.

– We demonstrate the ease of applicability of our linking-based revocation
mechanism on the well-known XSGS group signature scheme [21].

2 State-of-the-Art in Revocation and Motivation

Below we discuss efficiency considerations of existing revocation mechanisms re-
sulting from additional computations and updates for signers as well as verifiers.
R denotes the number of revoked members and N the number of group members.

Basic Approaches. The most basic approach is reissuance-based revocation [1]
that requires all non-revoked members to receive new credentials. Similarly,
credential-update revocation (CUR) [7] requires non-revoked members to update
their credentials on every revocation. Both mechanisms suffer from additional
communication and computation overhead in case of frequent revocations. In
particular, O(R) (multi-)exponentiations for signers.

Blacklist Revocation. Certificate-based blacklist revocation (BR-C) [10] re-
quires signers to provide a zero-knowledge proof that they are not listed on a
revocation list (RL), which means that signers/verifiers need to perform O(R)
computations for every sign/verify operation and the signature size also increases
linearly. Similar revocation mechanisms relying on revocation lists of private keys
or signatures have been proposed for DAA settings [11, 12]. Again, the compu-
tational effort as well as the signature size increases linearly with the revocation
list. Accumulator-based blacklist revocation (BR-A) [3,13,24] applies (universal)
cryptographic accumulators to allow for a compact and constant-size representa-
tion of RL as well as constant-size proofs to prove (non-)membership. Blacklists
of ordered credential-identifier pairs [41] also lead to constant costs for signers
and verifiers, but signers need to fetch an updated RL in the size of O(R) (and
O(N) in predecessor schemes [45, 46]) on each revocation, and the public key
size is O(N) (or O(

√
N) with significantly higher signing costs).
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Verifier-Local Revocation. In verifier-local revocation (VLR) [8, 43, 44, 61],
verifiers test for a given signature if a certain relation holds for each entry on RL,
which indicates that the signer has been revoked. Consequently, verifiers need
to update RL on every revocation and a check costs O(R) group operations
or even pairing evaluations. Although [8] proposes a constant-time revocation
check, it only works if the same message and the same randomness is used for all
signatures. This, however, is only reasonable for specific applications like DAA.
Other disadvantages of VLR are that signatures of revoked members become
linkable for all verifiers, i.e., it lacks backward unlinkability, and that anyone in
possession of RL can link signatures of revoked users. Although this can be fixed
and backward unlinkability can be added, e.g., by introducing time intervals [43],
this still adds additional non-trivial overhead. Besides, [22] proposed time-token
dependent linking which can also be applied for VLR. However, signatures be-
come publicly linkable (without any trapdoor information) if users sign more
than once per time period, a separate RL must be maintained for each time
period, and RLs need to be recomputed entirely for each time period since the
revocation tokens of users change in each time period. While one could simply
encrypt these revocation tokens to be decryptable by revocation authorities only,
i.e., to prevent public linkability, this would increase the signature size in part
due to additional zero-knowledge proofs. In contrast, our approach preserves
the privacy of signers and does not increase the signature size as it relies on
the information already available in standard group signature schemes. Chow et
al. [18] proposed a similar concept for membership revocation in ID-based ring
signatures, a related but different concept. Group signatures with probabilistic
revocation (GSPR) [37] allow for constant-time revocation checks at the expense
of probabilistic revocation guarantees. However, in contrast to VLR the signer
has to perform O(m) expensive operations, where m is a fixed value represent-
ing the number of signatures that can be issued by a signer before signatures
become publicly linkable. Consequently, there is a trade-off between the stor-
age/computational requirements for signers and the requirement for performing
the group setup phase again. Moreover, the size of the group public key is O(m)
and the GM needs to process O(m) user-specific tokens in order to update RL.

Revocation Mechanisms for Standard Model GS. For the sake of com-
pleteness we want to mention that there are also various revocation mechanisms
designed to be compatible with the Groth-Sahai proof system [28] (instead of re-
lying on Σ-protocols and the random oracle model). State-of-the-art mechanisms
are due to Libert, Peters, and Yung (LPY) [39], which rely on the ciphertext
of a broadcast encryption scheme as a RL. Later, LPY [38] has been improved
to achieve constant size group signing keys. Attrapadung et al. (AEHS) [2] fur-
ther reduced the revocation list to a constant size. However, signature sizes for
LPY are about 100 and 144 group elements respectively, and AEHS produces
even larger signatures. Thus, we exclude these revocation mechanisms from our
comparison below, since we put a focus on group signature schemes that allow
signers to be executed in resource-constrained environments as will be discussed
in our motivating example below.
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Our Proposal (LBR). Existing revocation mechanisms are either ineffi-
cient or, in the worst case, even impossible to be implemented in resource-
constrained environments, which is why revocation has been identified as the
major bottleneck of state-of-the-art GSSs [40]. We address this problem by
introducing linking-based revocation (LBR). LBR allows a constant-time re-
vocation mechanism that can be generically applied to existing GSSs, and
in particular PB-GSSs [21, 29–32, 48] following the sign-and-encrypt-and-prove
(SEP) paradigm [14]. Essentially, we rely on the feature of controllable link-
ability [6, 29–31, 55] that allows a dedicated entity to determine whether two
signatures have been produced by the same (anonymous) signer. By replacing
the used public key encryption scheme of a GSS with its AoN-PKEET∗ variant
(cf. Section 3.1), this feature can be added to GSSs following the SEP paradigm
generically. The idea of LBR is that, in analogy to the online certificate status
protocol (OCSP) [53] which is widely used for certificate revocation checks in
the PKIX [19] setting1, an online party can be contacted for revocation checks.
To obtain robustness against compromise of online authorities, we introduce the
feature of distributed controllable linkability, which may be of independent inter-
est. When applying distributed controllable linkability to revocation, it allows
RAs to anonymously link a given signature—with the cooperation of at least one
linking authority—against anonymous revocation tokens on RL. An additional
optimization even allows for constant-time revocation checks.

In contrast to existing revocation mechanisms, our mechanism is transparent
for signers and verifiers. Most importantly, LBR is efficient in the sense that
(1) no key updates or additional computations are required for signers, (2) no
expensive local revocation checks are required for verifiers, and (3) neither the
signature size nor the key size increases. While all existing revocation approaches
require signers and/or verifiers to fetch (possibly large) RLs from time to time,
our mechanism relies on an always-online authority that is available for revoca-
tion checks. Although an online authority for such tasks might be considered
as being unconventional or impractical at first, we believe that such an always-
online requirement for specific authorities is absolutely reasonable and a similar
approach has also been discussed in the context of anonymous credential systems
(cf. [59]). In order to protect these RAs against attacks, we distribute the linking
trapdoor required for the revocation checks to multiple entities. Consequently, an
attacker would have to corrupt multiple entities to recover the linking trapdoor.

Comparison. Table 1 compares existing revocation mechanisms for practical
group signature schemes in the random oracle model regarding their efficiency
and practicality. For each mechanism, we compare the memory overhead for
the group public key and the signature as well as the computational overhead
for updating keys/credentials, signature generation, and signature verification.
Furthermore, we indicate the amount of information that needs to be fetched by
signers and verifiers in case of revocation. As some schemes require both signers

1 A recent study [50] even states that OCSP is the most popular approach for revo-
cation checks in the PKIX setting.
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and verifiers to fetch updates, we also indicate whether these updates must be
synchronized, i.e., whether both parties need to have the same update-version
as otherwise valid signatures cannot be computed and verified. Last but not
least, we indicate whether signers and verifiers must be online for the revocation
mechanism to work, where ♦ means semi-online, i.e., signers and verifiers can
decide when to go online to fetch the necessary updates.

Table 1. Comparison of Revocation Mechanisms.

Type
Overhead memory Overhead time Updates

Synchronized
Online

GPK Signature Update (signer) Sign Verify Signers Verifiers Signers Verifiers

CUR [7,31] − − O(R) − − O(R) O(1) 3 ♦ ♦
BR-C [10] − O(R) − O(R) O(R) O(R) O(R) 3 ♦ ♦
BR-ID [41] O(

√
N) O(1) − O(1) O(1) O(R) O(1) 3 ♦ ♦

BR-A [3,13,24] − O(1) − O(1) O(1) O(1) O(1) 3 ♦ ♦
VLR [8] − − − − O(R) − O(R) − 8 ♦
GSPR [37] O(m) O(1) − O(m) O(1) − O(1) − 8 ♦
LBR − − − − O(1) − − − 8 3

Although VLR seems to provide similar advantages and features as LBR, our
approach of LBR only allows RAs to link signatures, which is not the case within
VLR as users can link signatures themselves. Thus, LBR overcomes the delicate
issue of revoked members losing their anonymity. In addition, our proposed re-
vocation mechanism can be generically applied to many PB-GSSs following the
SEP paradigm, which covers a large class of state-of-the-art and practically ef-
ficient GSSs. As we will see below, our approach of LBR provides dedicated
advantages and superior features for specific scenarios.

Motivating Example. As pairing-based cryptography has been optimized for
resource-constrained devices [15,16,27,33,51,58], PB-GSSs have become entirely
practical, at least when considering the performance of signature generation
only. For instance, GSSs have been proposed as a privacy-preserving mecha-
nism for public transport systems [34]. Their application allows passengers to
anonymously prove possession of a valid ticket, but the service provider cannot
identify passengers. Still, revocation of misbehaving passengers by invalidating
tickets must be possible and these revocations should not affect other tickets in
any way. Clearly, frequent updates through authenticated channels between the
tickets and the service provider are impractical, as they would affect the valid
tickets. Besides, performance is a crucial issue and, hence, the invalidation of
one ticket should not lead to additional computations for the remaining (valid)
tickets. While VLR might be a possible solution to overcome these problems,
public transport systems usually support tickets with a limited validity, i.e., 1-
hour tickets, daily tickets, monthly tickets, and yearly tickets. Such tickets must
be immediately revoked as soon as their validity ends and, thus, immediate revo-
cation of tickets must be efficiently possible. Hence, VLR still faces the following
problems. (1) RLs lead to O(R) computational effort for verifiers which is espe-
cially daunting in case of large RLs, and (2) RLs change frequently and must
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be distributed in a timely manner, i.e., immediately after the revocation of one
ticket, to many verifiers. Clearly, LBR overcomes these issues as it gets rid of
the computational overhead for signers as well as verifiers and the need to com-
municate any revocation updates to signers and verifiers. Applying LBR allows
the service provider to implement an existing PB-GSS (e.g. [21, 29–31, 48]) as
a means to prove possession of a valid ticket. Turnstiles and gates that check
the validity of a ticket are connected to the revocation authority. For each ticket
to be verified, turnstiles request the revocation check via specifically deployed
RAs and depending on the returned decision, access is either granted or denied.
Considering some of the biggest metro systems around the world with several
hundred millions of served passengers per year, e.g., Beijing, Moscow, and NY
City, the efficiency of the used revocation mechanism is of utmost importance.
Besides, also the European Union demands for privacy protection of individuals
and the principle of data minimization in transportation systems within the EU
Directive 2010/40. Hence, GSSs will play an important role in the future and
efficient revocation mechanisms will be required.

3 Preliminaries

Let G1 = 〈g1〉, G2 = 〈ĝ2〉, and GT be cyclic groups of prime order p. We write
elements in G2 as ĝ, v̂, etc. A bilinear map e : G1 × G2 → GT is a map, such
that e(ua, v̂b) = e(u, v̂)ab for all u ∈ G1, v̂ ∈ G2, and a, b ∈ Zp. Additionally, we
require e(g1, ĝ2) 6= 1 and e is efficiently computable. If G1 = G2, then e is called
symmetric (Type 1) and asymmetric (Type 2 or Type 3) otherwise. For Type 2
pairings there is an efficiently computable isomorphism ψ : G2 → G1, whereas
for Type 3 pairings no such efficient isomorphism is known. We (informally)
state the used assumptions below.

DDH. Let G be a cyclic group of prime order p and g a generator. The DDH
assumption states that given (g, ga, gb, gc) it is hard to decide whether ab = c.

(S)XDH. Let G1, G2, and GT be three cyclic groups of prime order p and
e : G1 ×G2 → GT a pairing. The (S)XDH assumption states that the DDH
assumption holds in G1 (and G2).

A function ε : N→ R+ is called negligible if for all c > 0 there is a k0 such that
ε(k) < 1/kc for all k > k0. We use ε to denote such a negligible function.

3.1 All-or-Nothing Public Key Encryption with Equality Tests

All-or-nothing public key encryption with equality tests (AoN-PKEET) [56] al-
lows entities in possession of a trapdoor to perform equality tests on ciphertexts
without learning the underlying plaintexts. A modification denoted as AoN-
PKEET∗ [55] allows IND-CPA security against outsiders and requires compati-
bility with efficient zero-knowledge proofs of knowledge (ZKPoK) of plaintexts.
Such an AoN-PKEET∗ scheme (KeyGen, Enc, Dec, Aut, Com) is a conventional
(at least IND-CPA secure) public key encryption scheme (KeyGen, Enc, Dec)
(compatible with efficient ZKPoK) augmented by two algorithms Aut and Com.
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Aut(sk): Takes the private decryption key sk of the public key encryption scheme
and returns the trapdoor tk required for the equality test.

Com(T, T ′, tk): Takes two ciphertexts (T , T ′) and a trapdoor tk and returns true
if T and T ′ encrypt the same (unknown) message and false otherwise.

Definition 1 ([55]) An AoN-PKEET∗ scheme is secure if it is sound, provides
OW-CPA security against Type-I adversaries (trapdoor holders) and if the under-
lying encryption scheme provides IND-CPA/IND-CCA2 security against Type-II
adversaries (outsiders).

Soundness requires correctness of the public key encryption scheme and for
all (pk, sk) ← KeyGen(1λ) one requires that Com(Enc(pk,m), Enc(pk,m′),
Aut(sk)) = true if and only if m = m′. Subsequently, we provide definitions
for OW-CPA as well as IND-CPA/IND-CCA2 security, whereM denotes the mes-
sage space of a scheme.

Definition 2 (OW-CPA security) An AoN-PKEET∗ scheme is OW-CPA se-
cure, if for all PPT adversaries A and security parameters λ there is a negligible
function ε such that:

Pr

[
(pk, sk)← KeyGen(1λ), tk← Aut(sk),m←RM,
c← Enc(pk,m),m∗ ← A(pk, tk, c)

: m∗ = m

]
≤ ε(λ).

Definition 3 (IND-CPA/IND-CCA2 security) An AoN-PKEET∗ scheme is
IND-CPA/IND-CCA2 secure, if for all PPT adversaries A and security parame-
ters λ there is a negligible function ε such that:

Pr

 (pk, sk)← KeyGen(1λ), tk← Aut(sk),
(m0,m1, s)← AO1(pk), b←R {0, 1}, c← Enc(pk,mb)
b∗ ← AO2(pk, c, s)

: b∗ = b

 ≤ 1/2+ε(λ)

where m0,m1 ∈M, and

O1(·) = ⊥ and O2(·) = ⊥ for IND-CPA
O1(·) = ODec and O2(·) = ODec for IND-CCA2

and ODec represents the decryption oracle, and A has not queried the decryption
oracle for the challenge ciphertext c.

Instantiation based on ElGamal Encryption. For reasons of simplicity we
will demonstrate our approach based on ElGamal encryption (instead of its twin
variants [25,47,52] as demonstrated in Section 6), but we stress that it also works
for other pairing-based schemes like linear ElGamal [7] (and its corresponding
twin variant) or Cramer-Shoup encryption [20]. Nevertheless, if AoN-PKEET∗ is
instantiated with ElGamal encryption and assuming the private decryption key
ξ ∈ Zp and the corresponding public key h = gξ ∈ G1, the resulting ciphertext is
(T1 = gα, T2 = m · hα) ∈ G2

1 for a random α ∈ Zp. Given two ciphertexts T and
T ′, and the trapdoor key tk = (r̂, ŝ = r̂ξ) ← Aut(ξ) for a random r̂ ∈ G2, the
equality test on the encrypted messages can be performed via the Com(T,T′, tk)
algorithm of the AoN-PKEET∗ scheme: e(T2, r̂)·e(T1, ŝ)−1 = e(T ′2, r̂)·e(T ′1, ŝ)−1.
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3.2 Sign-and-Encrypt-and-Prove Paradigm

GSSs following the SEP paradigm consist of the following three building blocks:
(1) a secure signature scheme DS = (KeyGens,Sign,Verify); (2) an at least IND-
CPA secure public key encryption schemeAE = (KeyGene,Enc,Dec); and (3) non-
interactive zero-knowledge proofs of knowledge (NIZKPKs), e.g., honest-verifier
zero-knowledge proofs of knowledge made non-interactive using the Fiat-Shamir
transform (denoted as signatures of knowledge (SoK) subsequently).

The group public key gpk consists of the public encryption key pke, and the
signature verification key pks. The master opening key mok is the decryption
key ske and the master issuing key mik is the signing key sks. During the joining
procedure a user i sends f(xi) to the issuer, where f(·) is a one-way function
applied to a secret xi. The issuer returns a signature cert ← Sign(sks, f(xi)) as
the user’s certificate. A group signature σ = (T, π) for a message M consists of
a ciphertext T ← Enc(pke, cert) and the following SoK π:

π ← SoK{(xi, cert) : cert = Sign(sks, f(xi)) ∧ T = Enc(pke, cert)}(M).

The above description provides an intuition for the SEP approach and there
exist different variations, e.g., sometimes cert is computed for xi instead of f(xi)
(which, however, does not yield constructions providing non-frameability), or T
may represent an encryption of f(xi) or g(xi) for some one-way function g(·).
This, however, is not important in the context of controllable linkability, where
it is only required that T contains the encryption of a constant, per-user unique
value cert.

3.3 Threshold Secret Sharing

A (t, n)-threshold secret sharing scheme allows to distribute a secret s to n parties
in a way such that it requires the cooperation of at least t entities to recover s,
while any set of up to t−1 entities learns nothing about s. A simple and famous
(t, n)-threshold scheme based on polynomial interpolation has been proposed
by Shamir [54]. Here, to share a secret s, one chooses a random polynomial

F (x) = s+
∑t−1
`=1 a` ·x` of degree t− 1 such that F (0) = s over some finite field.

Shares are of the form (i, F (i)) and any subset of size at most t− 1 will learn no
information about s. Given shares (i, F (i)) ∈ I such that |I| ≥ t, s can however
be efficiently recovered via s = F (0) =

∑
i∈I ci · F (i), where ci =

∏
j∈I,j 6=i

j
j−i

are the corresponding Lagrange coefficients. We will use this scheme to share a
group element from a prime order group (cf. [4]).

3.4 Group Signatures with Controllable Linkability

Hwang et al. [29–31] introduce a model for GSSs with controllable linkability
that builds upon the well-established BSZ model [5] (although, Hwang et al.
use a weaker notion of anonymity). The group manager is logically split into
(1) an opening authority capable of opening signatures, (2) an issuing authority
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capable of issuing signing keys to group members, and (3) a linking authority
capable of linking signatures, i.e., an authority that can determine whether or
not two signatures have been issued by the same anonymous signer. However,
the linking key does not allow to actually identify the signer, which means that
the linking authority is strictly less powerful than the opening authority. We
denote the keys of these authorities as master opening key (mok), master issuing
key (mik), and master linking key (mlk), respectively. A GSS with controllable
linkability is specified as a tuple GS-CL = (GkGen, UkGen, Join, Issue, GSig, GVf,
Open, Judge, Link) of PPT algorithms as defined in [5, 29–31].

GkGen(1λ): On input a security parameter λ, this algorithm generates the public
parameters and outputs a tuple (gpk, mok, mik, mlk), representing the group
public key, the master opening key, the master issuing key, and the master
linking key.

UkGen(1λ): On input a security parameter λ, this algorithm generates a key pair
(uski, upki).

Join(uski, upki): On input the user’s key pair (uski, upki), this algorithm interacts
with Issue and outputs the group signing key gski of user i.

Issue(gpk,mik, reg): On input the group public key gpk, the master issuing key
mik, and the registration table reg, this algorithm interacts with Join to add
user i to the group.

GSig(gpk,M, gski): On input the group public key gpk, a message M , and a
user’s secret key gski, this algorithm outputs a group signature σ.

GVf(gpk,M, σ): On input the group public key gpk, a message M , and a signa-
ture σ, this algorithm verifies whether the signature σ is valid with respect
to the message M and the group public key gpk and outputs true if the
verification succeeds and false otherwise.

Open(gpk, reg,M, σ,mok): On input the group public key gpk, the registration
table reg, a message M and a valid signature σ corresponding to this mes-
sage, and the master opening key mok, this algorithm returns the signer i
together with a publicly verifiable proof τ attesting the validity of the claim
and ⊥ otherwise.

Judge(gpk,M, σ, i, upki, τ): On input the group public key gpk, a message M , a
valid signature σ, the claimed signer i, the public key upki as well as a proof
τ , this algorithm returns true if τ is a valid proof that i produced σ and
false otherwise.

Link(gpk,M, σ,M ′, σ′,mlk): On input the group public key gpk, a message M
and valid signature σ as well as a message M ′ and valid signature σ′, and
the master linking key mlk, this algorithm returns true if both signatures
stem from the same signer and false otherwise.

Security Properties for GSs with Controllable Linkability. For a GSS
to be secure it needs to satisfy the following properties (cf. [5,29,31] for a formal
description).

Anonymity: The identity of the signer can only be determined by the authority
in possession of the master opening key.
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Traceability: The opening authority must be able to open a valid signature
and to prove the corresponding claim.

Non-frameability: An adversary should not be able to prove that an honest
user generated a signature unless this user indeed produced this signature.

Linkability: The master linking key should neither be useful to gain any infor-
mation for opening a signature nor for generating opening proofs. Further-
more, colluding parties—including users, the linker, and/or the opener—
should not be able to generate pairs of messages and signatures with con-
tradicting open and link decisions.

3.5 Concepts Related to Controllable Linkability

The following two concepts are related to controllable linkability and thus we
discuss their suitability to implement linking-based revocation (LBR) subse-
quently. The first concept does not qualify for LBR due to privacy concerns
(public linkability of signatures). The second concept qualifies for LBR, but
the underlying linking mechanisms always requires computations linear in the
number of revoked members. We briefly discuss both approaches below and for a
more detailed comparison of these concepts we refer the interested reader to [55].

Linkable Group Signatures. Constructions of GSSs relying on tracing-by-
linking [57, 60] do not employ the SEP paradigm and, hence, no authority can
open a given signature. Only if a member signs more than k times, signatures of
this member become publicly traceable. Similarly, link-but-not-trace GSSs [42]
allow to publicly link signatures, while opening requires all users to prove that
a signature has not been produced by them (disavowing), which is clearly not
possible for the member who actually produced this message. Both of these
approaches allow to publicly link signatures and are thus not appropriate can-
didates for a revocation mechanism we are envisioning.

Traceable Signatures. Traceable signatures [35] are a variant of group signa-
tures that allow the group manager to publish a tracing trapdoor for any group
member that can be used to trace signatures of the respective member. Conse-
quently, they could be used in a similar manner for revocation as controllable
linkability. Namely, on revocation one could call the Reveal algorithm for the
revoked user and provide the respective tracing trapdoor to the RA. Given a
signature, the RA uses all the tracing trapdoors (representing the revocation
list) and runs the Trace algorithm in question on the given signature and ev-
ery tracing trapdoor from the list. However, while we achieve a constant-time
revocation check, traceable signatures would always require a linear check.

4 Building Blocks for GSs with Linking-Based Revocation

Subsequently, we briefly outline the high-level idea of our proposed revocation
mechanism. Afterwards, we introduce the necessary building blocks and modi-
fications, i.e., we show how to achieve constant-time revocation checks and we
also introduce the feature of distributed controllable linkability.
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4.1 High-Level Idea of GSs with Linking-Based Revocation

We recall that the generic compiler in [55] allows to add controllable linkability
to PB-GSSs following the SEP paradigm that are secure in the BSZ [5] model.
Essentially, this generic compiler replaces the used encryption scheme (used to
encrypt membership certificates) with its AoN-PKEET∗ variant, which allows to
determine whether two ciphertexts encrypt the same plaintext, without learning
the plaintexts. Thereby, controllable linkability allows a dedicated authority to
determine whether two signatures have been issued by the same unknown signer
by performing an equality test on the encrypted membership certificates. We
stress that the dedicated approaches to construct group signatures with control-
lable linkability in [29–31] implicitly use the same idea and thus can also be used
in combination with our revocation approach. Technically, they do not directly
apply AoN-PKEET∗ to the membership certificate, but another user-related
value. Nevertheless, one can apply our subsequently discussed ideas analogously.

Based on the concept of controllable linkability, the idea of linking-based
revocation is as follows. A verifier first verifies a given signature before contacting
a dedicated RA for the revocation check. Note that this also means that the
signature verification is decoupled from the actual revocation check and, thus,
revocation checks can also be postponed as in case of OCSP requests in the PKIX
setting. The RA is given the master linking key, a revocation list, e.g., a list of
signatures of revoked members, and a signature in question. For the revocation
check, the RA links the given signature against all entries on RL. If any of these
signatures links, the corresponding signer has been revoked. Figure 1 illustrates
this basic approach, which is, however, rather naive for the following reasons.

1. The revocation check is linear in the size of RL, i.e., has cost O(R).

2. If an attacker compromises the RA and steals the linking key, she would be
able to link any two signatures which is clearly not desired.

RA1 (mlk, RL) ... RAn (mlk, RL)

Verifier1 Verifier2 Verifier3 Verifier4 Verifier5

σ

0/
1

Link(σ, ·, σi, ·,mlk) for 0 ≤ i < |RL|

Fig. 1. Naive (insecure) instantiation of linking-based revocation: An attacker can steal
the linking key mlk by compromising a single revocation authority.
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Subsequently, we deal with these issues and gradually introduce the necessary
modifications to achieve (1) constant-time revocation checks, and (2) to remove
the single point of attack by distributing the linking key among multiple entities.

4.2 Constant-Time Revocation Checks

To obtain constant-time revocation checks, we modify the Com(T,T′, tk) algo-
rithm of the AoN-PKEET∗ scheme in a way that it does no longer decide whether
two ciphertexts encrypt the same message, but instead returns a value—the re-
vocation token—that is computed from a given ciphertext T and the trapdoor
tk. We stress that we cannot generically decide for any AoN-PKEET∗ whether
this is possible, but it is in fact possible for all natural ElGamal-style AoN-
PKEET∗ schemes in the pairing setting. For instance, for conventional ElGamal
encryption this yields revocation tokens of the form e(T2, r̂)·e(T1, ŝ)−1 = e(m, r̂).
Subsequently we denote such an invocation as t← Com(T,⊥, tk).

Security Definition. In order to reason about the security of such a mechanism
when applied to revocation, we introduce the notion of token indistinguishabil-
ity. Token indistinguishability considers an adversary that does not know the
trapdoor tk but for a ciphertext T = (T1, T2) on any message m observes tokens
t of the form e(T2, r̂) · e(T1, t̂)−1 = e(m, r̂). This information, however, does not
allow the adversary to reason about any tokens seen in the future.

Definition 4 (Token Indistinguishability) An AoN-PKEET∗ scheme is T-
IND, if for all PPT adversaries A and security parameters λ there is a negligible
function ε such that:

Pr


(pk, sk)← KeyGen(1λ), tk← Aut(sk),
s← AORMsg(pk),m←RM, c← Enc(pk,m),
b←R {0, 1}, t0 ← Com(c,⊥, tk), t1←R T
b∗ ← AORMsg(pk,m, tb, s)

: b∗ = b

 ≤ 1/2 + ε(λ)

whereM represents the message space, T represents the token space, and ORMsg

represents the oracle to generate random messages and corresponding tokens
(mi, ti), such that mi←RM and ti ← Com(Enc(pk,mi),⊥, tk).

Lemma 1. Under the DDH assumption, AoN-PKEET∗ based on ElGamal in
G1 in an XDH setting is secure and T-IND.

Proof (Lemma 1). Given an adversary A that breaks the T-IND of AoN-
PKEET∗, we show how to construct an adversary B against DDH. Let
(g, ga, gb, gc) be a DDH instance given to B. B randomly generates a private
key sk and a corresponding public key pk, and sets tk ← Aut(sk), i.e., B im-
plicitly sets r̂ = ĝb. A is now allowed to query ORMsg, which B answers as
(gmi , e((gb)mi , ĝ) for a random mi ∈ Zp. Eventually, A receives the challenge
(ga, e(gc, ĝ)) and outputs its guess. It is clear that if the DDH instance is valid,
then the challenge represents a valid message-token tuple and is an independent
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and random element otherwise. Thus, we perfectly simulate the T-IND game for
A and it is clear that whenever A breaks T-IND we can break DDH with the
same probability. ut

4.3 Distributed Controllable Linkability

Due to the fact that our proposed revocation mechanism relies on an always-
online revocation authority, the attack surface is significantly higher than in case
of an offline authority. Essentially, we want to ensure that an attacker cannot
steal the master linking key mlk by compromising such an authority. In order to
prevent such a single point of failure, we thus introduce threshold AoN-PKEET∗

which then enables us to realize distributed controllable linkability. Thereby, we
reduce the trust in the linking authority and also obtain more robustness. In a
similar manner Ghadafi [26] introduced distributed tracing, such that multiple
opening authorities must cooperate in order to open a signature.

The basic idea is to distribute the trapdoor tk← Aut(sk) of an AoN-PKEET∗

primitive among n entities using a (t, n)-secret sharing scheme. Then, the co-
operation of at least t authorities is required to recover the trapdoor tk or to
employ the trapdoor to perform equality tests on encrypted data.

Formal Model. We define threshold AoN-PKEET∗ as a tuple of algorithms
T -PKEQ∗ = (KeyGen,Enc,Dec,Aut,DKAut,TShare,TSCom), where DKAut is
an algorithm that distributes the trapdoor key, TShare is an algorithm to com-
pute the corresponding trapdoor shares for given ciphertexts, and TSCom is an
algorithm to perform the plaintext equality test based on a given set of shares.

DKAut(tk, t, n): Takes a trapdoor key tk, a threshold t, and a number of total
shares n, and returns trapdoor shares (tki)

n
i=1, such that a subset of at least

t entities is required to perform equality tests.
TShare(T, T ′, tki): Takes two ciphertexts (T , T ′) and a trapdoor share tki, and

returns corresponding shares Ci and C ′i for the equality test.
TSCom({Ci, C ′i}i∈I): Given a set of shares {Ci, C ′i}i∈I with |I| ≥ t, the algo-

rithm combines the shares to perform the plaintext equality test and returns
true if T and T ′ encrypt the same (unknown) message and false otherwise.

Similarly to how the Com(T,⊥, tk) algorithm has been adapted to return an
anonymous revocation token t for a given ciphertext T , the TShare and TSCom
algorithms can be adapted to return appropriate shares and the corresponding
revocation token, respectively. We denote an invocation that returns the cor-
responding shares as TShare(T,⊥, tki) and an invocation that combines these
shares to compute the revocation token as TSCom({Ci,⊥}).

Instantiation based on ElGamal and Shamir’s secret sharing. Again, we
assume a conventional ElGamal-based AoN-PKEET∗ in a bilinear map setting,
where the private key is sk = ξ ∈ Zp and the trapdoor for plaintext equality
tests is tk = (r̂, ŝ = r̂ξ) ∈ G2. We omit the KeyGen, Enc, Dec algorithms for the
sake of brevity and only present the relevant algorithms below.
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DKAut(tk, t, n): Given a trapdoor key tk = (r̂, ŝ = r̂ξ), a threshold t, and a total
number of shares n, it computes the shares (tki)

n
i=1. Therefore, it computes a

polynomial F (x) = r̂ ·
∏t−1
`=1 f̂

x`

` for random f̂` ∈ G2, e.g., f̂` = ĝr for random

r ∈ Zp. Similarly, it computes a polynomial G(x) = ŝ ·
∏t−1
`=1 ĝ

x`

` for random
ĝ` ∈ G2. Finally, it returns the shares (tki = (i, r̂i ← F (i), ŝi ← G(i)))ni=1.

TShare(T, T ′, tki): Given two ciphertexts (T, T ′) = ((T1, T2), (T ′1, T
′
2)) as well as

a share of the trapdoor tki, it computes and returns the comparison shares
Ci = e(T2, r̂i) and Di = e(T1, ŝi) and C ′i = e(T ′2, r̂i) and D′i = e(T ′1, ŝi).

TSCom({Ci, Di, C
′
i, D

′
i}i∈I): Given a set of comparison shares {Ci, Di, C

′
i, D

′
i}i∈I

with |I| ≥ t, the algorithm combines the shares to perform the plaintext
equality test. Therefore, it computes S and S′ as follows:

S =
∏
i∈I

CLii ·

(∏
i∈I

DLi
i

)−1
S′ =

∏
i∈I

C ′Lii ·

(∏
i∈I

D′Lii

)−1

where Li =
∏
j∈I

j
j−i for j 6= i are the Lagrange coefficients. Finally, it

returns true if S = S′ and false otherwise.

The correctness of the above construction can be seen by inspection. Further-
more, the notion of token indistinguishability (T-IND) as defined in Section 4.2
also holds for the threshold variant of AoN-PKEET∗.

5 GSs with Linking-Based Revocation

We now specify a GSS with linking-based revocation as a tuple GS-LBR =
(GkGen, UkGen, Join, Issue, GSig, GVf, Open, Judge, CheckStatus, Revoke). Next,
we outline the algorithms that change due to our modifications as well as the
additional algorithms CheckStatus and Revoke.

GkGen(1λ, t, n): On input a security parameter λ, a threshold t, and a total num-
ber of shares n, the algorithm outputs a tuple (gpk,mok,mik,mlk, (mlki)

n
i=1).

First, it runs (pke, ske)← KeyGen(1λ) of the (t, n)-threshold AoN-PKEET∗

scheme, sets mok = ske, and integrates pke into gpk. Then it runs
(tkpub, tkpriv) ← Aut(mok), sets the master linking key mlk = (tkpub, tkpriv),
and integrates tkpub into mik. Furthermore, it generates the shares mlki ←
DKAut(mlk, t, n) for the n distributed linking authorities. The rest remains
unchanged.

GVf(gpk,M, σ): On input the group public key gpk, a message M , and a sig-
nature σ, the algorithm determines whether the signature σ is valid with
respect to the message M and the group public key gpk. Afterwards, it in-
teracts with the CheckStatus algorithm to determine the revocation status
of the signatory. Finally, it returns true if the signature is valid and has not
been revoked and false otherwise.
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CheckStatus(RL,L): On input a revocation list RL containing anonymous re-
vocation tokens, and a set of existing linking authorities L, this algorithm
interacts with the GVf algorithm and determines the revocation status of a
signatory corresponding to a signature. In order to determine the revocation
status, it interacts with t linking authorities Li ∈ L via the TShare algorithm
and retrieves the corresponding shares for the computation of the revocation
token. Afterwards, it uses the TSCom algorithm to combine these shares and
to retrieve the final revocation token. If the revocation token exists on the
RL, the signatory has been revoked. Otherwise, it has not been revoked.

Revoke(gpk,mik, reg,RL, i): On input of the group public key gpk, the master
issuing key mik, the registration table reg, the current revocation list RL, and
a user i to be revoked2, the algorithm computes the anonymous revocation
token ti corresponding to user i and adds it to the revocation list. It returns
the updated revocation list RL = RL ∪ {ti}.

5.1 Discussion and Security

Computation of Revocation Tokens. Staying with our conventional El-
Gamal example and considering revocation tokens which are of the form
e(T2, r̂) · e(T1, ŝ)−1 = e(m, r̂), we observe that these tokens can be computed
in two different ways.

Given m and r̂: Given a message m, e.g., a user’s certificate, and r̂ allows to
compute revocation tokens t = e(m, r̂). Thus, if the issuer is given access to
r̂, the revocation token t can be computed with the information available
during the Issue algorithm and added to the registration table reg.

Given σ = (T, π) and mlk = (r̂, r̂ξ): Given a signature σ = (T, π) and the mas-
ter linking key mlk, such a revocation token t can also be computed on the
fly, i.e., t ← Com(T,⊥,mlk). Thus, such a token can be computed directly
from a given signature which allows for anonymous revocation of users as
signatures need not be opened before revocation.

Note that if the revocation tokens are precomputed and stored in the reg-
istration table reg, then an attacker who manages to get in possession of the
registration table reg and RL (but not necessarily the mlk) can conceptually
identify (open) all signers on RL as the same tokens can be found in reg. This
is not possible in case the revocation tokens are computed on the fly as in this
case the attacker cannot link entries on RL to entries in the registration table
reg since the revocation tokens do not yield any useful information (cf. T-IND).

Revocation and Revocation Check. Eventually, in case of a revocation, the
token—that can either be computed (1) by opening a signature first or (2) from
the signature directly—is added to RL. The actual revocation check for a signa-
ture σ = (T, π) then requires the computation of the token t← Com(T,⊥,mlk)

2 Note that revocation can also be done based on a user’s signature by means of mlk
in which case the user’s identity will not be required.
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and a simple look-up operation, i.e., checking whether or not t ∈ RL, and con-
sequently can be performed in time O(1).3 Also note that, except for the party
in possession of mlk, the anonymous revocation token does not yield any useful
information and also does not endanger the privacy of signers.

Revocation Check with Threshold AoN-PKEET∗. We point out that a RA
in our setting does not hold the linking key mlk but always needs to contact a set
of at least t linking authorities (over authenticated and confidential channels) to
compute the required tokens. Thereby, we assume that no t linking authorities
can be compromised. Consequently, in contrast to the naive approach, breaking
into the (always-online) RA does not reveal the linking key. The only information
that an attacker gains by compromising RAs is a list of revocation tokens ti (and
possibly the corresponding messages mi and ciphertexts ci). However, as already
argued in Section 4.2, this does not allow the attacker to compromise the overall
anonymity of the scheme as this information does not allow her to distinguish
other tokens t from random. Although we only cover passive attacks, this is a
reasonable model because in case a RA gets compromised, the corresponding
authentication key will be revoked and replaced and the adversary can only
behave passive.

Figure 2 illustrates the basic idea of our secure instantiation of linking-
based revocation. A verifier first verifiers a given signature σ = (T, π) via
the GVf algorithm and afterwards wants to learn about the revocation status
of this signature. Therefore, it interacts with a RA by means of CheckStatus.
The RA interacts with t LAs in order to retrieve the corresponding shares
by means of {Ci,⊥} ← TShare(T,⊥,mlki) and, afterwards, RA employs the
t ← TSCom({Ci,⊥}i∈I) algorithm to combine these shares, which yields the
revocation token t. After checking whether or not t exists on RL, the RA returns
the corresponding decision via CheckStatus.

LA1 (mlk1) LA2 (mlk2) LA3 (mlk3) ... LAn (mlkn)

RA1 (RL) ... RAn (RL)

Verifier1 Verifier2 Verifier3 Verifier4 Verifier5

Ch
ec
kS
ta
tu
s

T
Share T

Sh
ar
e

TSCom

Fig. 2. Schematic of our secure instantiation of linking-based revocation.

3 Hash tables allow to check whether or not t ∈ RL in constant time. For instance,
employing cuckoo hashing [49] allows for a worst-case complexity of O(1).
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As the RL as well as the learned tokens t do not endanger the privacy of group
members (cf. T-IND), the role of RAs can be distributed over multiple cloud ser-
vices. Besides, we assume that no t LAs can be compromised at once and since
the trapdoor shares mlki do not endanger the privacy of group members, these
trapdoor shares mlki can also be safely distributed over multiple cloud services.
Similar to traditional OCSP responses, the response from RAs must be signed.
Although one could also employ the feature of verifiable controllable linkabil-
ity [6] in order to prove that a given signature has or has not been revoked, this
would add an additional overhead for the verifier, especially in case the signatory
has not been revoked. More specifically, if the signatory is already revoked, the
RA needs to perform a proof that the given signature can be linked to one specific
entry on RL. In contrast, if the signatory has not been revoked, the RA needs to
prove that the given signature has not been produced by any entity on RL and,
hence, a naive instantiation of verifiable controllable linkability means that the
proof increases linearly with the size of RL. In addition, such a naive instantia-
tion of verifiable controllable linkability would break backward unlinkability as
verifiers would receive a proof that a specific signature links to a specific entry
on RL (that must be publicly available in this case), which means that verifiers
could link all signatures of revoked members. Although backward unlinkability
can be achieved by using disjunctive zero-knowledge proofs (i.e., OR proofs),
such proofs also introduce non-trivial overhead for the involved entities. Thus,
we suggest that RAs sign the returned response, similar to traditional OCSP
responses. In order to reduce the communication and computational costs one
could additionally employ distributed OCSP (D-OCSP) as proposed by Koga
and Sakurai [36], such that all RAs have a different signing key although they
share the same public key.

Security Model. In contrast to other revocation mechanisms, the RA in our
setting only returns a boolean decision, i.e., whether or not the signatory has
been revoked. Thus, unlike other revocation mechanisms, the RA does not reveal
additional revocation-related information which would require to integrate the
revocation feature into the formal security model of the GSS. Basically, LBR is
an application of the feature of controllable linkability and, thus, we do not need
to formally model our revocation mechanism in the security model. In fact, the
role of the RA is already covered by the security model of group signatures with
controllable linkability and our revocation mechanism is already considered in
the original model (although this functionality is now implemented by the RA).
Consequently, we also do not modify the security properties listed in Section 3.4.
In addition, correctness of revocation follows from correctness of the GSS with
controllable linkability.

6 Applying Linking-Based Revocation

For illustration purposes, we show how linking-based revocation can be applied
to the eXtremely Short Group Signature scheme (XSGS) [21]. By means of the
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generic compiler [55], XSGS can be turned into a GSS with controllable link-
ability for free (without any overhead). Since LBR is transparent for signers,
we only need to modify the GkGen algorithm. GkGen generates the additional
linking key, which allows the revocation authority (in cooperation with multi-
ple linking authorities) to perform the revocation check. Furthermore, we add
the algorithms CheckStatus and Revoke according to the model for GSs with
controllable linkability. The scheme is as follows (cf. [21] for more details):

GkGen(1λ, t, n): The master opening key is mok = (ξ1, ξ2) for two randomly
chosen elements ξ1, ξ2 ∈ Zp. The master linking key is mlk = (r̂, ŝ = r̂ξ1)
for a randomly chosen element r̂ ∈ G2. The master issuing key consists of
mik = (γ, r̂) for a randomly chosen element γ ∈ Zp. The master linking
key mlk is distributed among n linking authorities via mlki = (r̂i, ŝi) ←
DKAut(mlk, t, n). The group public key is gpk = (g1, k, h = kξ1 , g =
kξ2 , ĝ2, ŵ = ĝγ2 ) ∈ G4

1 ×G2
2.

Issue(gpk,mik, reg): The Issue algorithm interacts with the Join algorithm to
add a user to the group. Thereby, a user receives a membership certificate
(Ai, x, y), such that Ax+γi = g1h

y, where y ∈ Zp is known to the user only.
The issuing authority adds all the relevant information to the registration
table reg.

GSig(gpk,M, gski): Given the group public key gpk, a message M , and a user’s
signing key gski = (A, x, y) ∈ G1×Z2

p, a signature is computed as follows. It
randomly selects α, β ∈ Zp and encrypts the membership certificate:

T1 = kα T2 = Ahα T3 = kβ T4 = Agβ

Then it sets z = xα + y and computes the non-interactive zero-
knowledge proof of knowledge (α, β, x, z) as follows. It picks blinding values
rα, rβ , rx, rz ∈ Zp and computes the following values:

R1 = krα R3 = krβ R4 = hrα/grβ

R2 = e(T2, ĝ2)rx · e(h, ŵ)−rα · e(h, ĝ2)−rz

c = H(M,T1, T2, T3, T4, R1, R2, R3, R4)

sα = rα + cα sβ = rβ + cβ

sx = rx + cx sz = rz + cz

Finally, output the signature σ = (T1, T2, T3, T4, c, sα, sβ , sx, sz).
GVf(gpk,M, σ): Given the group public key gpk, a message M and a correspond-

ing signature σ, verification is performed by checking the following relations:

ksα = R1 · T c1 ksβ = R3 · T c3 hsα/gsβ = R4 ·
(
T2

T4

)c
e(T2, ĝ2)sx · e(h, ŵ)−sα · e(h, ĝ2)−sz = R2 ·

(
e(g1,ĝ2)
e(T2,ŵ)

)c
If all of the above relations hold, the algorithm interacts with CheckStatus
to learn about the revocation status of the signatory of σ. Finally, it returns
true if the signature is valid and has not been revoked and false otherwise.
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CheckStatus(RL,L): Given a revocation list RL consisting of revocation tokens
of revoked members, and a list of available linking authorities L, it interacts
with the GVf algorithm and determines the revocation status of the signatory
corresponding to a signature σ in question. Therefore, it interacts with a
subset of at least t linking authorities I ⊆ L, i.e., |I| ≥ t, to retrieve t
comparison shares {Ci, Di,⊥,⊥} ← TShare((T1, T2),⊥,mlki) as follows:

Ci = e(T2, r̂i) Di = e(T1, ŝi).

Based on these comparison shares, it computes the revocation token t via
t = TSCom({Ci, Di,⊥,⊥}i∈I) as follows:

Li =
∏

j∈I,j 6=i

j

j − i
t =

∏
i∈I

CLii ·

(∏
i∈I

DLi
i

)−1

Return true (revoked) if t ∈ RL and false (not revoked) otherwise.
Revoke(gpk,mik, reg,RL, i): Given the group public key gpk, the master issuing

key mik, the registration table reg, the current revocation list RL, and a user
i to be revoked4, the algorithm computes the revocation token ti = e(Ai, r̂)
for user i and adds it to the revocation list, i.e., RL = RL ∪ {ti}.

Security Analysis. We know that XSGS scheme is secure in the BSZ model (as
shown in [21]) and in particular uses twin ElGamal encryption. We simply use
its AoN-PKEET∗ version (according to the generic compiler [55]), which yields
a secure group signatures with controllable linkability. Token indistinguishabil-
ity, as defined and shown for standard ElGamal in Section 4.2, also holds for
twin ElGamal and consequently an adversary cannot learn anything from the
anonymous revocation tokens on RL.

7 Conclusion

It is well known that revocation mechanisms represent the major bottleneck in
group signature schemes (see e.g., [40]). However, the general belief that any on-
line authority must be prevented unnecessarily restricts the efficiency and prac-
ticality of revocation in group signature schemes. In this paper, we showed that
the major drawbacks of existing revocation mechanisms, e.g., additional compu-
tations/updates for signers and verifiers, can be overcome by a paradigm-shift
towards the incorporation of an online revocation authority. Since many appli-
cations and services already rely on always-connected devices that permanently
interact with cloud computing infrastructures, the introduction of such an online
revocation authority is absolutely reasonable. Considering (1) the significant per-
formance gain (constant-time revocation checks), (2) the transparency for signers

4 Again, revocation can also be done based on a user’s signature σ = (T, π) by means
of mlk in which case the user’s identity will not be required.
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as well as verifiers, and (3) the general applicability to well-established PB-GSSs,
we claim that our approach advances the open issue of efficient membership re-
vocation in the context of GSSs. Hence, linking-based revocation represents a
valuable contribution to the existing portfolio of revocation mechanisms.
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