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Abstract. In this paper we consider the fundamental question of op-
timizing finite field multiplications with one fixed element. Surprisingly,
this question did not receive much attention previously. We investigate
which field representation, that is which choice of basis, allows for an op-
timal implementation. Here, the efficiency of the multiplication is mea-
sured in terms of the number of XOR operations needed to implement
the multiplication. While our results are potentially of larger interest, we
focus on a particular application in the second part of our paper. Here
we construct new MDS matrices which outperform or are on par with all
previous results when focusing on a round-based hardware implementa-
tion.
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1 Introduction

Many cryptographic schemes build on finite fields as their underlying mathematic
structure. In almost all cases, the schemes can be designed without having to
specify a concrete representation of the finite field in advance. However, when
finally being implemented in practice, one necessarily has to choose a partic-
ular representation of the finite field, basically as bit strings. In general, this
choice does not influence the security of the scheme, but might well influence
the performance of the resulting implementation. In this work we focus on this
choice of field representations and derive theoretical results on how to choose
an optimal field representation with respect to multiplication with fixed field
elements. Before going into details, we elaborate on this setup in the special case
of symmetric cryptography.

Symmetric cryptographic primitives build the back-bone of virtually any
secure communication today. Block ciphers and hash functions can be seen as the
workhorses in cryptography, used for encrypting and authenticating the largest
part of the workload.
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Today, we are in the comfortable situation of having at hand a choice of strong
block ciphers and hash functions that seem secure against even the strongest
adversaries with practically unlimited computational resources. Moreover, those
primitives are based on rather well-understood design principles that allow to
construct efficient, simple and easy to analyze ciphers. Especially in the case of
substitution-permutation (SP) networks, following the seminal ideas of AES [9]
and its predecessor SQUARE [8], arguing the security of ciphers against the
two most powerful generic attacks, that is differential- and linear attacks [6,23],
became significantly easier. In an SP-network the cipher (or the cryptographic
permutation) consists of a number of almost identical rounds, each of which
consists of a layer of S-boxes and an F2-linear layer to mix those parts.

One of the most important design strategies for those primitives is the so-
called wide-trail strategy, initiated in [7], that aims at lower bounding the number
of active S-boxes. Here, for a given linear or differential trail, an S-box is called
active if its input-mask (resp. input-difference) is non-zero. The main observa-
tions of the wide-trail strategy is that it is actually the linear layer that is to a
large extent responsible for the security of the primitive against linear and dif-
ferential attacks. Moreover, the wide-trail strategy allows a natural decoupling
of the design choice for a linear layer and an S-box.

Interestingly, for the linear layer not many general constructions are known.
Two basic approaches can be identified. On the one hand, an ad-hoc approach,
where lower bounding the number of active S-boxes requires computer-aided
tools that search (sometimes heuristically) for optimal trails. This approach is
used e.g. for Serpent [5] or Keccak [4]. On the other hand, a code-based ap-
proach, where the linear layers are chosen in such a way that they correspond
to good (often locally optimal) linear codes. This is, most prominently, the case
for AES where a Maximum Distance Separable (MDS) code is implemented via
the MixColumns operation.

Even in the theoretically better circumstantiated code-based approach many
fundamental questions are left open. Here, when using an MDS matrix for (parts
of) the linear layer, the main challenge is to choose an MDS matrix that is most
suitable for an efficient implementation. As those MDS matrices are usually
defined over a finite field with characteristic two, i.e. F2n , one important and so
far almost unstudied question is the choice of an F2-basis of F2n and its impact
on the implementation efficiency.

From a design point of view, one has to choose a linear layer given as a
mapping on Fb2n and an F2-basis of F2n to concretely specify the primitive.
This is actually a very natural separation of the design of the cipher and its
specification (and thus implementation) on bit level. As nicely explained in [10]
by introducing RIJNDAEL-GF this separation is probably most obvious for
AES itself, but in principle possible for any cipher. Following [10], the choice of
basis is to a large extent independent of the design and the security of the cipher.
However, the choice of basis might have a significant impact on the efficiency of
the cipher on certain platforms.



For software implementations, depending on the details, the choice of basis
is either irrelevant (in e.g. a table-based implementation) or hard to capture (in
e.g. a bit-sliced implementation) as the efficiency might depend on the exact
instructions offered by a given platform. For hardware implementations, one has
to distinguish between a serial implementation or a round-based implementa-
tion. As the round-based implementation seems most relevant in practice (cf.
[27]), we mainly focus on this use-case here. Surprisingly, compared to a serial
hardware implementation, the case of a round-based hardware implementation
has attracted less attention so far.

For a round-based hardware implementation, the impact of the choice of
basis already becomes apparent when focusing on how to implement the mul-
tiplication with one given element α in F2n . For different choices of bases, the
efficiency of implementations of the resulting F2-linear mappings differs signifi-
cantly. Thus, the very fundamental task we study in the first part of the paper is:

For a given element α ∈ F2n find a basis such that multiplication by α can
be implemented most efficiently.1

It is worth pointing out that the related question of how to efficiently multiply
two arbitrary field elements has been studied extensively in the past.

While the above question is of independent interest, with potentially very
different applications, we use our results for designing efficient linear layers.
Thus, in the second part, we will give several constructions of MDS matrices.
Echoing the above, the construction of our MDS matrices are independent of
the choice of the basis – actually to a large extent independent of the field size
as well.

The combination of the first part, i.e. how to choose a basis that allows
for an optimal implementation, and the second part, i.e. the construction of
MDS matrices, finally results in implementations of MDS matrices that are more
efficient for a large variety of parameters than the best matrices discussed so far
in literature.

Thus, this application serves as a nice example were an improved understand-
ing on how to choose the field representation immediately leads to improved re-
sults. This is even more interesting as the construction of efficient MDS matrices
has been an active field of research recently.

1.1 Related Work

In particular the construction of efficient serial MDS matrices is a well-studied
subject. Considering serial implementations of MDS matrices is based on the
initial idea of Guo, Peyrin, and Poschmann used in the design of PHOTON
[13] and later in the block cipher LED [14]. In a nutshell the idea is not to
implement an MDS matrix directly, but rather implement a matrix A such that

1 Note that the choice of basis is of course not restricted to choosing different irre-
ducible polynomials to represent the finite field.



Ak is MDS for some small k. When considering a hardware implementation, it
reduces the chip area if implementing A is significantly cheaper than Ak. The
circuit implementing A is then iterated k times, which does not increase its
size significantly. This basic idea has been further generalized and improved in
a series of subsequent papers. In [24] and [30] the authors focus on even more
efficient choices for A by considering additive, i.e. F2-linear MDS codes. Their
approach uses symbolic computations in order to derive general conditions on
how to choose the matrix entries independent of the dimension.

In [31] Xu et al. furthermore took into account the cost of implementing the
inverse matrix. At FSE 2014, in [2] Augot and Finiasz improved significantly
upon the efficiency of the search algorithm of [24], allowing them to search for
MDS matrices of much larger dimension than previously possible.

For a round-based implementation, less work has been done so far. The au-
thors of [27] focus on MDS matrices that have an efficient implementation (in
terms of the XOR-count) and put special emphasis on involutory MDS matrices,
i.e. MDS matrices that are their own inverse. They derive several constructions
and rather efficient search methods for MDS matrices meeting their goals. Very
recently, Liu and Sim [21] improved upon some of those results by characteriz-
ing equivalences in circulant (and circulant-like) MDS matrices and thus further
reduced the search space. In both works, in order to improve the efficiency for
a given MDS matrix defined over a finite field, the authors considered different
representations of the underlying finite fields by running through all possible
irreducible polynomials of the given degree. However, in view of the question of
how to choose an optimal basis, this corresponds to investigating only a small
subset of all possible bases. Work on investigating the XOR-count distribution
for other than the polynomial bases has been done very recently in [25].

Also recently, Li and Wang constructed circulant involutory F2-linear MDS
matrices [19]. While it was already known that circulant MDS matrices over
a finite field cannot be involutory [15], they have shown their existance in the
additive case. Independently, the authors of [21] have shown the existence of
left-circulant involutory MDS matrices over finite fields.

1.2 Our Contribution

After fixing our notation and recalling basic facts in Section 2, in the first part
of the paper we focus on the question on how to find an optimal implementation
of the multiplication by a given field element α (cf. Section 3). Here efficiency
is measured in terms of the number of XOR operations needed to implement
the corresponding binary matrix. Note that this metric differs from the XOR-
count used in [27]. In [27] the XOR-count of an n × n matrix M was defined
as the number of ones in M minus n. However, the number of (additional) ones
in a matrix does not necessarily correspond to the number of XOR operations
needed for implementation. Thus, while the number of ones in M is certainly
an easier to handle metric, in our opinion it is more appropriate to consider
the actual number of XOR operations as the efficiency metric. Note that this
improved notion was also discussed in [16]. For technical reasons, we focus on



the number of XOR operations without temporary registers, i.e. in-place XOR
operations. One of our main results in this first part of the paper is, that for
a non-trivial element α one can find a basis such that the resulting matrix
can be implemented with one XOR operation if and only if the characteristic
polynomial of α is an irreducible trinomial. Note that an XOR-count equal to
one in our notion coincides with the definition of the XOR-count in [27]. The
interesting part here is that the condition on the characteristic polynomial is
not only sufficient but also necessary. As an immediate consequence, one cannot
hope to implement the multiplication by any element α 6= 1 in F∗28 with one
XOR only. This follows by the above and the well-known fact that there are no
irreducible trinomials of degree 8 [28].

We furthermore show that, for any given basis, there are at most two (non-
trivial) elements α and β such that the multiplication with those elements can be
implemented with one XOR operation. In fact, β is necessarily the multiplicative
inverse of α.

While the weight of the (irreducible) characteristic polynomial of an element
α clearly gives an upper bound of the number of XOR operations needed to im-
plement the corresponding multiplication, we show that this bound is in general
not tight in the case were the characteristic polynomial is of weight larger than
three.

In particular, for all elements α ∈ F∗2n with n ≤ 8 we present an optimal
representation such that the multiplication with α can be implemented with a
minimal number of XOR operations. For all those elements α, that are not con-
tained in a proper subfield of F2n , the multiplication can be implemented with
at most 3 XOR operations (and often with two only). Those results are given in
Tables 3 to 7 and cover the cases which are most relevant for symmetric cryptog-
raphy. Interestingly, and maybe counter-intuitive, multiplication with non trivial
elements in a proper subfield turns out to be among the most expensive in all
the cases explored here.

Moreover, for all n ≤ 2048 for which no irreducible trinomial of degree n
exists, we present one element α ∈ F2n such that multiplication by α requires
two XOR operations, cf. Table 8. Those results are proven optimal by the above
mentioned necessary and sufficient condition.

In the second part of the paper (cf. Section 4) we present several (circulant)
matrices. Entries in those matrices are represented as powers of a generic field
element α. By symbolically computing all minors, i.e. the determinants of all
square submatrices, we derive a list of polynomials in F2[α]. Now, whenever α is
chosen such that it is not a root of any of those polynomials, the matrix is MDS.
One nice consequence of this approach is that, as the degree of those polynomials
is limited, our matrices are MDS for almost all elements in F2n as soon as n is
large enough, i.e. larger than the maximal degree of those polynomials.

Finally, the first and second part are combined in Section 4.2 to result in
the most efficient MDS matrices in terms of the XOR-count known so far. A
summary of our results and comparison with previous work is given in Table 1
and Table 2, respectively. The main observation here is that if multiplication by



α can be implemented with t XOR operations, then multiplication by α±i for
i ≥ 0 can be implemented with at most t · i XOR operations.2 Thus, by simply
minimizing the sum of the (absolute) exponents for our circulant MDS matrices,
we immediately reduce the XOR-count.

As an interesting side result, we like to point out that the XOR-count per
bit actually decreases with increasing field size.3 For example, our 4 × 4 MDS
matrices have a per bit XOR-count of 3 + 3

n , or 3 + 6
n in the case that no

irreducible trinomial of degree n exists.
Thus, even so reducing the number of XOR operations has already received

considerable attention recently, this part nicely shows that our improved under-
standing of how to choose an optimal basis allows us to easily improve upon
known constructions. Note that such improvements are possible independent
from which XOR-count definition is used, that is, we were able to improve ex-
isting results also in the old XOR-count definition by changing the basis. For
example, we found an element in F28 with only 2 additional non-zero entries
which directly improves the results of [27].

Finally, in Section 5 we give a perspective on non-linear, additive MDS ma-
trices. In particular, we point out that while there exists no α ∈ F28 (resp. F213 ,
F216) which can be implemented with only one XOR operation, there does exist
an 8× 8 (resp. 13× 13, 16× 16) binary matrix, that can be used in place for the
multiplication by α in the above mentioned 4× 4 matrix to result in an additive
MDS matrix with reduced cost.4 Again, the idea of considering the entries of
the matrix as powers of a single field element is beneficial as the conditions for
the matrix to be MDS remain basically unchanged.

We conclude the paper by pointing to some interesting questions for future
investigations.

2 Preliminaries

If p is a prime, we denote the finite field with p elements by Fp and the extension
field with pn elements by Fpn , respectively. In this work, we consider binary fields,
thus p = 2. Although there exists up to isomorphism only one finite field for every
possible order, we are interested in the specific representation. For instance, if
q ∈ F2[x] is an irreducible polynomial of degree n, then F2n

∼= F2[x]/(q) where
(q) denotes the ideal generated by q. The multiplicative group of some field K is
denoted by K∗. By the term matrix, we refer to matrices with entries in F2. In
general, the ring of n× n matrices over a field K will be denoted by Matn(K).
The symbol 0n will denote the zero matrix and In will be the identity matrix. As
a third important type of matrix in Matn(F2), we introduce Ei,j which consist

2 It is exactly this part where considering only in-place XOR operations becomes very
helpful, as otherwise multiplication by α and by α−1 might differ in their XOR-count.

3 This is also true for the constructions given in [30], but does not hold for the subfield
(or code-interleaving) construction.

4 Note that the authors of [19] recently constructed a similar 32 × 32 F2-linear MDS
matrix.



of all zeros except in the i-th row of the j-th column for i, j ∈ {1, . . . , n}. We

denote a block diagonal matrix consisting of d matrix blocks Ak as
⊕d

k=1Ak.
By wt(A), we denote the number of non-zero entries of a matrix A. Analogously,
wt(q) denotes the number of non-zero coefficients of a polynomial q.

2.1 Some Basic Facts about Linear Transformations

We next recall some basics about finite fields and matrix representations. For
more background the reader is referred to e.g. [20, Section 2.5] and [29]. Let
V ∼= Kn be a finite-dimensional vector space over the field K. Every linear
mapping f : V → V can be described as v 7→ ABv by a left-multiplication
with a matrix AB ∈ Matn(K). This representation is dependent on the choice
of the basis B for V . For instance, if B = {b1, . . . bn}, the j-th column of AB
consists of the coefficients a1,j , . . . , an,j of f(bj) =

∑n
i=1 ai,jbi. Thus, changing

the basis from B to B′ results in a different matrix representation of f . This
transformation is called the change of basis transformation, which is simply a
conjugation of AB . Thus, AB′ = TABT

−1 using an invertible matrix T . In this
case, AB and AB′ are are called similar (resp. permutation-similar if T is a
permutation matrix).

There is a natural way of representing the elements in a finite field with
characteristic p as vectors with coefficients in Fp. In the following, we consider
the representation of the multiplication by α by a matrix as described in the
following diagram.

F2n F2n
·α

Fn2 Fn2

ΦB Φ−1B

Mα,B

The bijection ΦB maps elements α ∈ F2n to its vectorial representation over
F2 with regard to a basis B (and Φ−1B vice versa). Mα,B denotes the n×n matrix
representing (left-) multiplication by the element α. For different bases B and
B′, one can obtain Mα,B′ from Mα,B by the change of basis transformation,
in particular Mα,B′ = TMα,BT

−1 for an invertible T . We denote similarity of
matrices with the relation symbol ∼, (resp. ∼π for permutation-similarity). The
characteristic polynomial of a matrix A is defined as χA := det(λI − A) ∈
F2[λ] and the minimal polynomial is denoted by mA. Recall that the minimal
polynomial is the (monic) polynomial p of least degree, such that p(A) = 0n.
It is a well-known fact that the minimal polynomial divides the characteristic
polynomial, thus χA(A) = 0n. As the minimal polynomial and the characteristic
polynomial are actually properties of the underlying linear mapping, similar
matrices have the same characteristic and the same minimal polynomial.



A special type of matrix, that will play an important role in the following is
the companion matrix of a polynomial. For a polynomial

q = xn + qn−1x
n−1 + · · ·+ q1x+ q0 ∈ F2[x]

of degree n, the companion matrix of q is defined as

Cq =


0 q0
1 0 q1

. . .
. . .

...
1 0 qn−2

1 qn−1

 .

It is known from linear algebra that the characteristic polynomial and the
minimal polynomial of Cq are equal to q itself, i.e. χCq = mCq = q. In addition,
any matrix A is similar to a companion matrix if and only if its characteristic
polynomial coincides with its minimal polynomial. In particular, Cq is exactly
the rational canonical form [11, Section 12.2] of A in this case.

2.2 The XOR-Count and the Cycle Normal Form

The XOR-count of a field element was already studied in [17] and [27]. In the
formal definition in [27], an invertible n-dimensional matrix A has an XOR-count
of t if and only if A can be written as a permutation matrix with t additional
non-zero entries. Formally, A = P+

∑t
k=1Eik,jk and wt(A) = n+t. Although all

matrices of that structure can be implemented with at most t XOR operations
(not necessarily without temporary registers), the construction does not contain
all possible matrices which are realizable with at most t XOR operations. For
instance, there are matrices with three additional non-zero entries such that the
result of their defining linear function can be computed with just two additions.
As an example, consider1 0 1

1 1 1
0 0 1

v1v2
v3

 =

 v1 + v3
(v1 + v3) + v2

v3

 .

In the following, we provide an alternative definition which includes the cases
described above.

Definition 1. An invertible matrix A has an XOR-count of t, denoted wt⊕(A) =
t, if t is the minimal number such that A can be written as

A = P

t∏
k=1

(I + Eik,jk)

with ik 6= jk for all k.



Note that if a matrix can be represented in the form P
∏t
k=1(I + Eik,jk), the

number of factors (I +Eik,jk) clearly gives an upper bound on the actual XOR-
count. It is worth pointing out that the definition above just counts the number
of XOR operations without using temporary registers. Those are technically
somewhat easier to handle. However, this restriction does not make a difference
for matrices with XOR-count less or equal to 2, which we are most concerned
about in in the following. In general, allowing temporary registers might well
reduce the number of XOR operations needed for an implementation.

Our definition coincides with the one from [27] for the case that t = 1, that is,
for matrices of XOR-count 1. For other cases, the number of additional non-zero
entries can increase. We will often consider t = 2 within this work. By evaluating
the product, it follows that any A with wt⊕(A) = 2 is of the form

A =

{
P + P (Ei1,j1 + Ei2,j2) iff i2 6= j1

P + P (Ei1,j1 + Ei2,j2 + Ei1,j2) iff i2 = j1.

The XOR-count is invariant under permutation-similarity. Moreover, naturally in
the setting not allowing temporary registers, the XOR-count is invariant under
taking the inverse. This is summarized and formally proven in the following
Lemma and Corollary.

Lemma 1. If A ∼π A′, then wt⊕(A) = wt⊕(A′).

Proof. Let A′ = QAQ−1 where Q is the permutation matrix representing the
permutation σ ∈ Sn. Let I +Eik,jk be a factor in the XOR-count representation

of A = P
∏t
k=1(I+Eik,jk) where t = wt⊕(A). Then the following identity holds:

(I + Eik,jk)Q−1 = Q−1 + Eik,σ−1(jk) = Q−1(I + Eσ(ik),σ−1(jk)).

One is able to commute Q−1 to the front before the first factor by proceeding
for all of the t factors and finally obtain

A′ = QPQ−1
t∏

k=1

(I + Eσ(ik),σ−1(jk)).

It follows that wt⊕(A′) ≤ wt⊕(A). By reverting the above steps we obtain
wt⊕(A) ≤ wt⊕(A′). ut

Corollary 1. If wt⊕(A) = t, then also wt⊕(A−1) = t.

Proof. We show that A−1 is permutation-similar to a matrix with an XOR-count
of t. (

P

t∏
k=1

(I + Eik,jk)

)−1
=

1∏
k=t

(I + Eik,jk)P−1 ∼π P−1
1∏
k=t

(I + Eik,jk)

ut



Later, we would like to be able to exhaustively search over all matrices with
low XOR-count for a given dimension n. Since the number of permutation ma-
trices (which is n!) rapidly increases with n, an exhaustive search will quickly
become infeasible if we do not restrict the structure of P . By a well-known fact
from combinatorics, one is able to assume P to be in a specific form.

Lemma 2. For any permutation matrix P of dimension n, it is

P ∼π
d⊕
k=1

Cxmk+1

for some mk with
∑d
k=1mk = n and m1 ≥ · · · ≥ md ≥ 1.

Proof. It is well-known that two permutations with the same cycle type are
conjugate [11, Chapter 4.3, Proposition 11]. That is, given the permutations
σ, τ ∈ Sn as

σ = (s1, s2, . . . , sd1)(sd1+1, . . . , sd2) . . . (sdm−1+1, . . . , sdm)

τ = (t1 , t2 , . . . , td1 )(td1+1 , . . . , td2 ) . . . (tdm−1+1 , . . . , tdm )

in cycle notation, one can find some π ∈ Sn such that πσπ−1 = τ . This π
operates as a relabeling of indices.

Let σ in the form above be the permutation defined by P . Now, there exits a
permutation π such that πσπ−1 = (d1, 1, 2, . . . , d1−1)(d2, d1 +1, d1 +2, . . . , d2−
1) . . . (dm, dm−1 + 1, dm−1 + 2, . . . , dm− 1). If Q denotes the permutation matrix
defined by π, one obtains QPQ−1 in the desired form. ut

We say that any permutation matrix of this structure is in cycle normal form.
The cycle normal form of P is denoted by C(P ). Up to permutation-similarity,
we can always assume that the permutation matrix P of a given matrix with
XOR-count t is in cycle normal form, as stated in the following corollary.

Corollary 2.

P

t∏
k=1

(I + Eik,jk) ∼π C(P )

t∏
k=1

(I + Eσ(ik),σ−1(jk))

for some permutation σ ∈ Sn.

3 Efficient Multiplication in Finite Fields

In this section, we first present some theoretic results towards understanding
the structure of matrices Mα,B representing (left-) multiplication by some finite
field element α ∈ F∗2n . The parameter B indicates a basis of F2n considered
as an n-dimensional vector space over F2. The XOR-count of Mα,B is indeed
depending on the choice of the basis B. As described in Corollary 2, we can
assume a certain normal form for matrices with an XOR-count of t.



Not every (invertible) matrix is a representation of a field multiplication. For
example, an obvious condition for that, is that the multiplicative order of the
matrix divides 2n − 1. In order to understand exactly which matrices indeed
represent multiplication with some field element α, Theorem 1 below gives a
characterization that allows to efficiently decide when a given matrix corresponds
to multiplication by a field element. The crucial part is the minimal polynomial
of α. It is a property of the linear mapping

fα : F2n → F2n , β 7→ αβ

and is invariant under changing the specific representation of fα to β 7→Mα,Bβ.

Theorem 1. Let A ∈ Matn(F2) \ {0n}. Then A = Mα,B for some element
α ∈ F∗2n with respect to some basis B if and only if mA is irreducible.

Proof. As described in [29], the ring generated by some matrix A defines a field
of order 2n if and only if the characteristic polynomial χA is irreducible. This is
the case since χA(A) = 0 and thus A is the root of an irreducible polynomial of

degree n. One can see that F2(A) = {
∑n−1
i=0 αiA

i | αi ∈ F2} since it must contain
all sums of powers of A. However, for F2(A) being a field it is not necessary that A
has an irreducible characteristic polynomial. It can be possible that A generates
a subfield F2m of F2n . As we show now, this is the case if and only if the minimal
polynomial of α is irreducible and has degree m.

If mA is not irreducible, F2(A) is not a field and thus A cannot represent a
field multiplication. Let now mA be irreducible. The characteristic polynomial
χA is necessarily a power of mA, since both of these polynomials share the same
irreducible factors. So, χA = (mA)d for some positive integer d. Both d and
deg(mA) divide n. Because of the irreducibility of mA, the rational canonical
form of A consists of d blocks of CmA . Thus, we obtain the similarity

A ∼
d⊕
k=1

CmA .

Since χCmA = mA, the matrix A defines a multiplication with some element
in a subfield of F2n . ut

Note that, any field element α is, up to its conjugates α, α2, α22, . . . , α2n−1,
uniquely identified by its minimal polynomial. For every field element α, the
minimal polynomial mα is exactly the minimal polynomial mA of a matrix A
representing multiplication with α. Furthermore, two matrices A,A′ ∈ Matn(F2)
with the same irreducible minimal polynomial are similar. Thus, given a matrix
A, identifying the element α such that A = Mα,B is equivalent to computing the
(irreducible) minimal polynomial of A.

The main question is which field elements can be implemented with a minimal
number of XOR operations, or in particular, what is the minimal XOR-count for
a given (non-trivial) field element α ∈ F∗2n . Trivially, multiplication with α = 1



can be implemented with zero additions since M1,B = In for all bases B. On
the other hand, if the XOR-count is 0, the element is equal to 1. In a first place,
we thus aim for an XOR-count of 1 whenever possible. By a simple observation,
this optimal result can be realized if the minimal polynomial of α is a trinomial
of degree n.

Example 1. Let the field with 2n elements be represented as F2n = F2[x]/(q) for
an irreducible q of degree n. For the (left-) multiplication with x in the canonical
basis B = {1, x, x2, . . . , xn−1}, it is Mx,B = Cq. Thus, wt⊕(Mx,B) = wt(q) − 2
and the XOR-count of Mx,B equals 1 if q is a trinomial.

Since our approach is about finding any (non-trivial) element α ∈ F∗2n such
that multiplication with α can be implemented with minimal additions, this fact
implies that we cannot hope to improve upon the implementation costs if there
exists an irreducible trinomial of degree n. However, for several n, including
the interesting case where n is a multiple of 8, there does not exist such a
trinomial [28]. The question is what happens for these cases. As one of our
main results, we show that the condition on the minimal polynomial is not only
sufficient but also necessary.

3.1 Characterizing Elements with Optimal XOR-Count

In this section, we prove the converse of the fact described in Example 1, namely
the necessary condition on the minimal (resp. characteristic) polynomial of α
resulting in an XOR-count of 1.

Theorem 2. Let α ∈ F2n . Then there exists a matrix A with wt⊕(A) = 1 such
that A = Mα,B for some basis B if and only if mα is a trinomial of degree n.

Proof. Let Mα,B represent multiplication by some element α ∈ F2n with respect
to the basis B = {b1, . . . , bn} and let further wt⊕(Mα,B) = 1. We show that
the characteristic polynomial χMα,B

is a trinomial and coincides with mα. Since
the XOR-count is 1, we can assume w.l.o.g. that Mα,B = P + Ei,j such that

P =
⊕l

k=1 Cxmk+1 is in cycle normal form. We first show that l = 1. Suppose
l > 1, then, depending on Ei,j , the matrix Mα,B is either in upper or lower
triangular form consisting of at least two diagonal blocks. Since one of them
must be of the form Cxm+1, the polynomial xm+1 must divide the characteristic
polynomial χMα,B

. Since further (x + 1) | (xm + 1), the minimal polynomial of
α is necessarily a multiple of x+ 1. This is a contradiction since α 6= 1 and mα

must be irreducible. Hence, Mα,B is permutation-similar to Cxn+1 + Ei,j . It is
further i 6= j + 1 mod n since otherwise Mα,B would be singular.



We now investigate how α operates on the basis elements bk ∈ B. Considering
the structure of Mα,B , we obtain the following list of equations.

αb1 = b2

...

αbj−1 = bj

αbj = bj+1 + bi

αbj+1 = bj+2

...

αbn = b1.

By defining γ := bj+1, one can express every basis element bk as a power of α
multiplied by γ. In particular,

bj+k mod n = αk−1γ (1)

for k ∈ {1, . . . , n}. Combining this observation with the identity αbj = bj+1 + bi,
one obtains

αnγ = γ + αtγ (2)

for some exponent t 6= 0. Since γ 6= 0, the field element α is a root of the trinomial
p = xn + xt + 1. It is left to show that p is exactly the minimal polynomial of
α. Suppose that mα = xm +

∑m−1
k=0 ckx

k with constants ck ∈ {0, 1} and m < n.
By multiplying mα(α) with γ, one obtains

αmγ =

m−1∑
k=0

ckα
kγ

and thus btm =
∑m−1
k=0 ckbtk for some basis elements btk . We are now able to

express one basis element btk as a sum of other elements from B which is con-
tradictory to the linear independence of the basis. Hence, deg(mα) = n and thus
mα = p which finally proves the theorem. ut

Note that the polynomial p is exactly the characteristic polynomial of Mα,B

since it must be a monic multiple of mα having degree n. An alternative way of
proving that the characteristic polynomial of a matrix Cxn+1+Ei,j is a trinomial
is given in Appendix A. As a simple corollary one obtains that any α ∈ F∗2n with
an XOR-count of 1 cannot be contained in a proper subfield.

Corollary 3. Let α ∈ F∗2n \ {1} and let further deg(mα) < n, indicating that α
lies in a proper subfield of F2n . Then, any matrix Mα,B representing multiplica-
tion by a field element α with respect to some basis B has wt⊕(Mα,B) > 1.



This result implies that building MDS layers using a block interleaving con-
struction [1], also called subfield construction in [17], almost always results in
suboptimal implementation costs. Note that specific instances of this construc-
tion are also implicitly used in the AES, LS-Designs [12] and the hash function
Whirlwind [3].

Now let α be an element with XOR-count 1. From Corollary 1 we know that
α−1 has the same XOR-count. Next, we show that there do not exist any further
elements with an XOR-count equal to 1.

Theorem 3. For any given basis B of F2n , there exist at most two field elements
α and α−1 with wt⊕(Mα,B) = wt⊕(Mα−1,B) = 1.

Proof. Let α ∈ F∗2n with wt⊕(Mα,B) = 1 for the basis B = {b1, . . . , bn}. We
show that for any β ∈ F2n with wt⊕(Mβ,B) = 1 it holds that β = α±1.

Since w.l.o.g. Mα,B can be assumed to be of the form Cxn+1 +Ei,j , we know
that (1) and (2) hold. We further know that Mβ,B is of the form P +Ei′,j′ and
thus there exist l,m ∈ {1, . . . , n} with l 6= m and βbj+l mod n = bj+m mod n.
Using equation (1), we can write β = αm−l =: αs where s ∈ {−(n−1), . . . , n−1}.
We directly see that s 6= 0. It remains to show that −1 ≤ s ≤ 1.

Assume s ≥ 2. We use equations (1) and (2) to obtain

βbj+(n−s+1) mod n = αnγ = γ + αtγ = bj+1 mod n + bj+t+1 mod n.

Since 0 < t < n, it holds that bj+1 mod n 6= bj+t+1 mod n and thus the according
column contains an additional 1. For the next column, we have

βbj+(n−s+2) mod n = αn+1γ = αγ + αt+1γ

=

{
bj+2 mod n + bj+t+2 mod n, for t < n− 1

bj+2 mod n + bj+1 mod n + bj mod n, for t = n− 1

Hence, this column also contains at least one additional 1 which is contradictory
to the XOR-count of 1.

For −s ≥ 2 we can construct the same contradiction by considering β−1. ut

We now understand the structure of field elements α that can be implemented
with a single addition. One might think that also for the other cases, the weight
of the minimal polynomial of α strictly lower-bounds XOR-count as wt(mα)−2.
As we will see next, this is not the case.

3.2 Experimental Search for Optimal XOR-Counts

Surprisingly, we often can improve the XOR-count, compared to using the com-
panion matrix for multiplication, if the weight of the minimal polynomial is
greater than 3. For instance, if mα is an irreducible pentanomial, that is of
weight 5, of degree n there often exists a basis B such that wt⊕(Mα,B) = 2.
Indeed, for all n ≤ 2048 for which no irreducible trinomial of degree n exists,
we found some element α ∈ F∗2n with an XOR-count of 2 for some basis B.



For every such dimension, we present an example of such a matrix in Table 8.
Thus, for all practically relevant fields, we are able to identify an element such
that multiplication can be implemented with one or two XOR operations. By
Theorem 2, these results are proven to be optimal.

Moreover, as fields of small size are most interesting for SP-networks, we
investigated those in full detail. For the fields F24 , F25 , F26 , F27 and F28 we
present the optimal XOR-count for each non-trivial element α in Tables 3, 4, 5, 6
and Table 7, respectively. The main observation is that each element which is
not contained in a proper subfield can be implemented with at most 3 additions.
Furthermore, whenever an XOR-count of 2 is possible, the minimal polynomial of
α is a pentanomial in all those cases. However, a more thorough characterization
of elements with non-optimal XOR-count is left as an open problem (see Section
6 for more details).

Those results are based on a search. Since we are only interested in matrices
up to similarity (due to the change of basis), we just need to consider all matrices
in the normal form described in Corollary 2. This will exhaust all possibilities
of similarity classes for a given XOR-count t. In particular, the search space
is reduced from n!(n(n − 1))t to only p(n)(n(n − 1))t where p(n) denotes the
number of partitions of n, which is exactly the number of possible cycle normal
forms of dimension n. This allows us to exhaustively search over all similarity
classes up to t = 3 XOR operations for the fields of small size. The key-point
here is that, instead of searching for an optimal basis for a given field element,
we generated all matrices with small XOR-count and used Theorem 1 in order
to check which field element (if any) the given matrix corresponds to.

In order to identify a single lightweight element for larger field sizes, we
identified conditions in which cases the characteristic polynomial of a matrix
with XOR-count 2 has weight 5, cf. Theorem 4 below. During the search, one
only has to check for irreducibility. This allows to compute the results presented
in Table 8 extremely fast, that is within a couple of minutes on a standard PC.
The proof of Theorem 4 is given in Appendix A.

Theorem 4. Let M = Cxn+1 +Ei1,j1 +Ei2,j2 such that the following relations
hold:

i1 < j1 6= n, i2 > j2 + 1, i1 ≤ j2, i2 ≤ j1, j1 − (i1 − 1) 6= n, n− (j1 − i1) 6= i2 − j2

The characteristic polynomial of M is a pentanomial of degree n. In particular

χM = λn + λn+i1−j1+i2−j2−2 + λn+i1−j1−1 + λi2−j2−1 + 1.

4 Constructing Lightweight MDS Matrices

Our goal is now to construct lightweight MDS matrices. We use the results
obtained in the previous sections and restrict our search to circulant matrices
and entries with low XOR-count. This simplifies checking the MDS property
and computing an upper bound of the XOR-count of the whole matrix. The
complexity of our algorithm enables us to easily search for MDS matrices up to



dimension 8. Our construction is generic and works for all finite fields F2m with
m > b for a given bound b.

More precisely, we construct circulant matrices with entries of the form α±i

where α is an element in F2m . Choosing entries of this form enables us to easily
upper-bound the XOR-count of the elements since

wt⊕(x±k) ≤ kwt⊕(x).

This can be easily seen by using Corollary 1 and the fact that αk can be im-
plemented by k times implementing α. We want to keep the size of the finite
field over which the matrix is defined generic. Thus, we choose the matrix entries
from a subgroup of the field of fractions of the polynomial ring F2[x], denoted
Quot(F2[x]). That is, every element is of the form

xs + as−1x
s−1 + · · ·+ a1x+ a0

xt + bt−1xt−1 + · · ·+ b1x+ b0
.

More precisely, and as mentioned above, we restrict our search to elements from
〈x〉 which is the multiplicative subgroup of Quot(F2[x]) generated by x. Our
search works by constructing MDS conditions for an n×n matrix M with entries
in 〈x〉. This approach later allows us to substitute the indeterminate x by any
α ∈ F2m that fulfills all of the conditions given below. In this context, we let
M(α) ∈ Matn(F2m) denote the matrix obtained by substituting x with α ∈ F2m .

We define the weight of some circulant matrix with entries in 〈x〉 as the sum
of the absolute values of the exponents in its first row, that is, the number of
times α has to be applied per row. Then, for a given dimension, we are interested
in finding the lightest matrix M which can be made MDS for as many finite fields
as possible. Note that the higher priority here was to find a lightweight matrix.
Thus, there might exist matrices which can be made MDS for even more fields,
but with a probably higher cost.

MDS conditions. Note that a matrix is MDS, if and only if all its square
submatrices are invertible [22, page 321, Theorem 8]. Thus, given a matrix
M ∈ Matn(Quot(F2[x])), we compute the determinants of all square subma-
trices (called minors) of M in order to check the MDS property. This way one
obtains a list of conditions (polynomials in F2) for a matrix to be MDS. Since the
determinant of a matrix with elements from a field is an element of the field itself,
all of these determinants can be represented as the fraction of two polynomials.
Thus, M is MDS if and only if the numerator of all minors is non-zero. One can
decompose the numerators into their irreducible factors and collect all of them
in a set T . This set now defines the MDS conditions. In particular, M(α) is MDS
if and only if α is not a root of any of these irreducible polynomials in T , that
is, iff mα /∈ T . This trivially holds for m > maxp∈T {deg(p)} and any α ∈ F2m

which is not contained in a proper subfield. In general, if α is not contained
in a proper subfield, the necessary and sufficient condition for the existence of
an MDS matrix M(α) is that not all irreducible polynomials of degree m are



Listing 1.1. Sage code for computing the set T .

P.<x> = GF( 2 ) [ ]
K = Frac t i onF i e ld (P)

def mds equations (M) :
R = [P( x ) ]
for i in range ( len (M. rows ( ) ) + 1 ) [ 1 : ] :

L = M. minors ( i )
for l in L :

i f ( l != 0 ) :
F = l i s t ( l . numerator ( ) . f a c t o r ( ) )
for f in F:

R. append ( f [ 0 ] )
else :

return
return l i s t ( set (R) )

contained in T . We note that there exists a value b which lower bounds the field
size for which M can always be made MDS. That is, for all t > b, there exists
an irreducible polynomial of degree t which is not in T .

4.1 Generic Lightweight MDS Matrices

We now present some results obtained by the approach described above. Given
the restrictions, these matrices achieve the smallest weight, i.e. the smallest sum
of (absolute) exponents of x. Later, we will use these generic matrices to build
concrete instantiations of n × n MDS matrices M(α) for n ∈ {2, 3, . . . , 8} over
a finite field F2m with m > b. We note that the given results are not necessarily
the only possible constructions with the smallest weight.

We also present the conditions for the matrix to be MDS, that is, the irre-
ducible polynomials that must not be equal to mα. However, since the number
of conditions rapidly increases with the dimension of the matrix, we refrain from
presenting a complete list for dimensions 6 to 8. Instead, we give the SageMath
source code that was used to compute the set T of irreducible polynomials in
Listing 1.1.

2 × 2 and 3 × 3 matrices. The matrices

circ(1, α) =

(
1 α
α 1

)
and

circ(1, 1, α) =

1 1 α
α 1 1
1 α 1


are MDS for all α 6= 0, 1.



4 × 4 matrices. For m > 3, there exists an α ∈ F2m such that the matrix
circ(1, 1, α, α−2) is MDS. More precisely, the matrix is MDS iff α is not a root
of any of the following polynomials:

x

x+ 1

x2 + x+ 1

x3 + x+ 1

x3 + x2 + 1

x4 + x3 + x2 + x+ 1

x5 + x2 + 1

5 × 5 matrices. For m > 3, there exists an α ∈ F2m such that the matrix
circ(1, 1, α, α−2, α) is MDS. More precisely, the matrix is MDS iff α is not a root
of any of the following polynomials:

x

x+ 1

x2 + x+ 1

x3 + x+ 1

x3 + x2 + 1

x4 + x+ 1

x4 + x3 + 1

6 × 6 matrices. For m > 5, there exists an α ∈ F2m such that the matrix
circ(1, α, α−1, α−2, 1, α3) is MDS.

7 × 7 matrices. For m > 5, there exists an α ∈ F2m such that the matrix
circ(1, 1, α−2, α, α2, α, α−2) is MDS.

8 × 8 matrices. For m > 7, there exists an α ∈ F2m such that the matrix
circ(1, 1, α−1, α, α−1, α3, α4, α−3) is MDS.

4.2 Instantiating Lightweight MDS Matrices

We now combine the efficient multiplication in finite fields from Section 3 with
our construction of MDS matrices. That is, the presented generic MDS matrices
are instantiated with elements α with low XOR-count.

In a matrix multiplication every element is computed as the sum over mul-
tiplications. The according XOR-count was already discussed in [17] and [27].



For our matrices, the total number of XOR operations needed per row is upper
bounded by

(n− 1)m+ w · wt⊕(α).

Here, (n − 1)m XORs are the static part which comes from summing over the
multiplication results and w is the weight as defined above. The overhead of
w ·wt⊕(α) XORs is needed for multiplying with the single elements. The static
part cannot be changed by fast multiplication. Therefore, this overhead is the
part that has to be minimized.

The cost per bit for the whole matrix is given by

n((n− 1)m+ wwt⊕(α))

nm
= n− 1 +

wwt⊕(α)

m
.

One can notice that it decreases for larger field sizes.
For each of the matrices M described in Section 4.1, Table 1 presents choices

for α such that M(α) is MDS. Note that concrete instantiations are only given
up to the field size m = 13. The reason is that for larger m, all possible Cp with
p as an irreducible degree-m polynomial of weight 3 are valid choices. If no such
trinomial exists, one can choose Mα,B as in Table 8.

Table 1. Optimal instantiations of the generic MDS matrices for 2 ≤ n ≤ 8. In each
cell, the first entry describes the minimal polynomial of α ∈ Fm2 and the second entry
describes the overhead of the instantiated n×n matrix M(α). The trinomial xm+xa+1
is denoted by (a) and the pentanomial xm + xa + xb + xc + 1 is denoted by (a, b, c).

@
@@n
m

2 3 4 5 6 7 8 9 10 11 12 13

2 (1), 1 (1), 1 (1), 1 (2), 1 (1), 1 (1), 1 (6,5,1), 2 (1), 1 (3), 1 (2), 1 (3), 1 (10,9,1), 2
3 (1), 1 (1), 1 (1), 1 (2), 1 (1), 1 (1), 1 (6,5,1), 2 (1), 1 (3), 1 (2), 1 (3), 1 (10,9,1), 2
4 - - (1), 3 (3), 3 (1), 3 (1), 3 (6,5,1), 6 (1), 3 (3), 3 (2), 3 (3), 3 (10,9,1), 6
5 - - (3,2,1), 8 (2), 4 (1), 4 (1), 4 (6,5,1), 8 (1), 4 (3), 4 (2), 4 (3), 4 (10,9,1), 8
6 - - - - (1), 7 (1), 7 (6,5,1), 14 (1), 7 (3), 7 (2), 7 (3), 7 (10,9,1), 14
7 - - - - (1), 8 (1), 8 (6,5,1), 16 (1), 8 (3), 8 (2), 8 (3), 8 (10,9,1), 16
8 - - - - - - (6,5,2), 26 (8), 13 (3), 13 (2), 13 (3), 13 (10,9,1), 26

Table 2 compares the results presented in this section to the best construc-
tions known so far. It turned out that our construction of the 4× 4 MDS matrix
in F24 is identical to the F2-linear matrix constructed in [19,21]. We stress that
our construction leads to the lightest MDS matrices known, improving the re-
sults described in [21,27] for 8 × 8 MDS matrices in F24 and F28 respectively.
This is also the case when considering an unrolled implementation of the se-
rial implementations in [30]. Unrolled variants of their implementations have an
XOR-count that is slightly larger than ours. Moreover, and more importantly,
the circuit depth is considerably increased due to the optimization with respect
to a serial implementation.

Note that our results in Table 2 are measured by the XOR-count from Def-
inition 1 while the results from [19,21,27] use the old XOR-count definition.
Additionally to these results, our understanding of how to choose an optimal



Table 2. Comparison of our results with the (non-involutory) F2m -linear MDS matrices
from [27, Section 6.2],[21] and [19] by overhead. †: In these constructions, the XOR-
count is measured by counting the number of additional 1’s in the corresponding matrix.

(n,m) our construction construction in [27]† construction in [21]† construction in [19]†

(4,4) 3 5 3 3
(4,8) 6 10 8
(8,8) 26 40 30

basis can also be used to improve existing results in the old XOR-count defini-
tion. For example, we can represent the 8× 8 MDS matrix in F28 from [21] with
28 additional ones instead of 30 by change of basis.

5 Generalizing the MDS Property

Here, following e.g. [30], we consider a generalization to additive MDS codes in
order to improve efficiency.

There are some dimensions for which no field element with an XOR-count of
1 exists, for instance m = 8. However, especially this dimension is very important
since lots of block cipher designs are byte oriented. One would wish to have some
element α with wt⊕(α) = 1. A way of solving this problem is to not restrict to
field elements. Instead, α can be chosen to be some other matrix in the ring
R = Matm(F2). Given an n × n matrix M with elements in Quot(F2[x]), the
substitution M(α) now consists of elements in a commutative ring with unity,
which is the subring of R generated by α. In general, given a commutative
ring with unity R, one can define the determinant detR : Matn(R) → R in a
similar way than for matrices over fields. As described in [18, p. 212 - 215], any
A ∈ Matn(R) is invertible if and only if detR(A) is a unit in R. We now define
the MDS property for matrices over a commutative ring.

Definition 2. Let R be a commutative ring with unity. A matrix M ∈ Matn(R)
is MDS if and only if for every 1 ≤ s ≤ n, any s×s submatrix of M is invertible.

For checking the MDS property in our case, we use a well-known fact about
block matrices.

Theorem 5 (Theorem 1 in [26]). Let K be a field and let R be a commutative
subring of Matm(K) for some integer m. For any matrix M ∈ Matd(R), it is

det(M) = det(detR(M)),

where det(M) is the determinant of M considered as M ∈ Matdm(K).

As an implication, M(α) is MDS if and only if p(α) is invertible for all p ∈ T , if
and only if det(p(α)) 6= 0 for all p ∈ T .

2× 2 and 3× 3 matrices. Given M = circ(1, x) (resp. M = circ(1, 1, x)), one
has to make sure that both x and x+ 1 are invertible for M to be MDS. This is
the case if x is substituted by the companion matrix Cxm+x+1 for m ≥ 2. Thus,
M(Cxm+x+1) is MDS and each entry has an XOR-count of 1.



4 × 4 matrices. The MDS conditions are more complex than above. So,
we only present some improvements for m ∈ {8, 13, 16}. The matrix M =
circ(1, 1, α, α−2) is MDS for

α ∈ {Cx8+x2+1, Cx13+x+1, Cx16+x+1}.

Note that a similar matrix for m = 8 was recently constructed in [19].

6 Conclusion and Open Problems

We presented a study of optimal multiplication bases with respect to the XOR-
count. When applied to MDS matrices those lead to very efficient round-based
implementations. We expect our results to be applied in other domains as well.

Our investigations leave many possibilities for future research. While we have
been able to characterize exactly which field elements can be implemented with
one XOR operation only, the general case is still open. For small fields of dimen-
sion smaller or equal to eight, we were able to compute the optimal bases with
the help of an exhaustive computer search. However, for larger dimensions, this
approach turns quickly inefficient and more insight would be needed. As a first
step, we conjecture the following statement.

Conjecture 1. If wt⊕(Mα,B) = 2, then mα is of weight smaller or equal to 5.

Note that the converse of the conjectured statement is (unlike the case of tri-
nomials) wrong. As can be seen in Table 7, there exist a pentanomial of degree
8 which cannot be implemented with two XOR operations only. Beyond that,
our intuition is that the larger the weight of the minimal polynomial, the larger
the gap between the most efficient multiplication and the efficiency of multiply-
ing by means of the companion matrix. Quantifying and demonstrating such a
statement is an interesting and challenging open problem. Another interesting
question is to get an improved understanding of how to most efficiently multi-
ply with elements in proper subfields. More specifically, as a generalization of
Corollary 3, one may ask the following question.

Question 1. Is the most efficient way to multiply with a subfield element given
by multiplying in the subfield d times, where d is the extension degree of the
field when viewed as an extension of the subfield. More precisely, given an α ∈
F∗2m ⊂ F∗2n in a proper subfield of dimension m = n

d and let Mα∈F2m ,B′ be
the multiplication matrix in F2m with an optimal XOR-count. Is Mα∈F2n ,B =⊕d

k=1Mα∈F2m ,B′ a matrix with the lowest possible XOR-count for multiplication
with α ∈ F2n? In particular, is wt⊕(Mα∈F2n ,B) = dwt⊕(Mα∈F2m ,B′)?

Finally, for MDS matrices, it should be noted that we locally achieve the op-
timal solution. What would be needed to finally settle the search for lightweight
matrices is a global optimal solution. That is for a given dimension, find an MDS
matrix that can be implemented with the minimal number of XOR operations.

Finally, when optimizing for software, similar questions can be phrased and
investigating solutions that are valid for more than one specific platform is a
challenging research topic.
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A Proofs

In the following, we present an alternative way of proving the fact that the
characteristic polynomial of some matrix M = Cxn+1 + Ei,j with wt⊕(M) = 1
is a trinomial of degree n. This is true in general, even if M does not represent
a multiplication with a field element.

Lemma 3. For M = Cxn+1 + Ei,j with wt(M) = n + 1, the characteristic
polynomial χM of M is a trinomial of degree n.



Proof. It is to compute χM = det(λIn−M) = det(λIn+Cxn+1 +Ei,j). If j = n,
then M = Cxn+xi−1+1 and χM = λn +λi−1 + 1 is a trinomial of degree n. Thus,
w.l.o.g. one can assume j < n. To compute the determinant we use Laplace’s
formula by expanding along the n-th column. One obtains

χM = det




1 λ

1 λ

. . .
. . .

1 λ
1

 + Ei−1,j

 + λ det




λ
1 λ

. . .
. . .

1 λ
1 λ

 + Ei,j

 ,

where E0,j := 0 and En,j := 0. Both of these remaining matrices are of dimen-
sion (n− 1)× (n− 1). We now distinguish three cases:

(i) i < j: The additional 1 lies in the upper triangle of M . Now, χM reduces to
χM = 1 +λ det(λIn−1 +Cxn−1 +Ei,j)). In order to compute the remaining
determinant, we keep on expanding along the last column for n − 1 − j
times until the additional 1 is located in the rightmost column. We now
obtain the determinant of a companion matrix. Thus,

χM = 1 + λn−j det(λIj + Cxj+xi−1)

= 1 + λn−j(λj + λi−1) = λn + λn−j+i−1 + 1.

(ii) i = j: In this case, the additional 1 lies on the main diagonal of M and

χM = 1 + λ(λn−2(λ+ 1)) = λn + λn−1 + 1.

(iii) i > j: The additional 1 lies in the lower triangle of M . Because of the
structure of M , it is further i > (j + 1). Defining the m×m matrix Sλm as

Sλm :=


1 λ

1 λ
. . .

. . .

1 λ
1

 ,

the characteristic polynomial of M reduces to χM = det(Sλn−1 +Ei−1,j) +
λn. We expand along the last row of Sλn−1 +Ei−1,j for n− i times and get
χM = det(Sλi−1 + Ei−1,j) + λn.
Now, the additional 1 lies in the last row of the remaining (i− 1)× (i− 1)-
dimensional matrix. The goal is now to shift this 1 to the first column. This
is done by expanding j − 1 times along the first column. We now obtain
χM = det(Sλi−j + Ei−j,1) + λn and the additional 1 is in the lower left
corner of the matrix. As a last step, we expand along the first column for
one more time and finally get

χM = λn + det(Sλi−j + Ei−j,1) = λn + det(λIi−j−1 + Cxi−j−1) + 1

= λn + λi−j−1 + 1.



ut

We now present the proof of Theorem 4 which makes use of Lemma 3.

Theorem 4. Let M = Cxn+1 +Ei1,j1 +Ei2,j2 such that the following relations
hold:

i1 < j1 6= n, i2 > j2 + 1, i1 ≤ j2, i2 ≤ j1, j1 − (i1 − 1) 6= n, n− (j1 − i1) 6= i2 − j2

The characteristic polynomial of M is a pentanomial of degree n. In particular

χM = λn + λn+i1−j1+i2−j2−2 + λn+i1−j1−1 + λi2−j2−1 + 1.

Proof. The first two conditions ensure that M has exactly one additional non-
zero entry in the upper and one in the lower triangle (not on the main diagonal).
Since j1, j2, i2 6= n, we can expand along the last column and obtain

χM = det(Sλn−1 + Ei1−1,j1 + Ei2−1,j2) + λ det(λIn−1 + Cxn−1 + Ei1,j1 + Ei2,j2).

For simplicity, we define A := Sλn−1 + Ei1−1,j1 + Ei2−2,j2 and B := λIn−1 +
Cxn−1 + Ei1,j1 + Ei2,j2 . In order to compute the latter part, we ”push” the
additional non-zero entry from the upper triangle to the top-right corner by first
expanding n − 1 − j1 times along the last column and then expanding i1 − 1
times along the first row. The condition i2 ≤ j1 ensures that Ei2,j2 will not
be eliminated from expanding along the last column and the condition i1 ≤ j2
ensures that Ei2,j2 will not be eliminated from expanding along the first row.
Using Lemma 3, one obtains

λdet(B) = λλn−1−j1λi1−1 det(λIj1−i1+1 + Cxj1−i1+1+1 + Ei2−i1+1,j2−i1+1)

= λn−1−j1+i1(λj1−i1+1 + λi2−i1+1−j2+i1−1−1 + 1)

= λn + λn+i1−j1+i2−j2−2 + λn+i1−j1−1.

For det(A), we proceed similar to case (iii) in Lemma 3. We first expand j2 − 1
times along the first column in order to get the additional non-zero value from
the lower triangle to the leftmost column. Because of the condition i1 ≤ j2, this
elimintates Ei1−1,j1 . Now, one can expand n− j2− (i2− j2) times along the last
row, until the remaining additional non-zero entry lies in the lower left corner of
the remaining matrix. We finally expand along the first column one more time
and obtain

det(A) = det(Sλn−j2 + Ei2−j2,1) = det(Sλi2−j2 + Ei2−j2,1) = λi2−j2−1 + 1.

The last two assumptions make sure that all of the five coefficients of det(A) +
λ det(B) are distinct such that χM is indeed a pentanomial. ut



B Minimal XOR-Counts in F2n

Table 3. Minimal XOR-counts for all elements in F∗24 .

minimal polynomial mα min wt⊕(α) matrix

x+ 1 0 I
x2 + x+ 1 2 Cmα ⊕ Cmα
x4 + x+ 1 1 Cmα
x4 + x3 + 1 1 Cmα

x4 + x3 + x2 + x+ 1 2 Cx4+1 + E2,2 + E3,4

Table 4. Minimal XOR-counts for all elements in F∗25 .

minimal polynomial mα min wt⊕(α) matrix

x+ 1 0 I
x5 + x2 + 1 1 Cmα
x5 + x3 + 1 1 Cmα

x5 + x3 + x2 + x+ 1 2 Cx5+1 + E2,4 + E4,2

x5 + x4 + x2 + x+ 1 2 Cx5+1 + E2,2 + E3,5

x5 + x4 + x3 + x+ 1 2 Cx5+1 + E2,3 + E3,1 + E3,3

x5 + x4 + x3 + x2 + 1 2 Cx5+1 + E2,2 + E3,4



Table 5. Minimal XOR-counts for all elements in F∗26 .

minimal polynomial mα min wt⊕(α) matrix

x+ 1 0 I
x2 + x+ 1 3 Cmα ⊕ Cmα ⊕ Cmα
x3 + x+ 1 2 Cmα ⊕ Cmα
x3 + x2 + 1 2 Cmα ⊕ Cmα
x6 + x+ 1 1 Cmα
x6 + x3 + 1 1 Cmα

x6 + x4 + x2 + x+ 1 2 (Cx4+1 ⊕ Cx2+1)(I + E1,5 + E5,4)
x6 + x4 + x3 + x+ 1 2 Cx6+1 + E2,3 + E4,6

x6 + x5 + 1 1 Cmα
x6 + x5 + x2 + x+ 1 2 Cx6+1 + E2,2 + E3,6

x6 + x5 + x3 + x2 + 1 2 Cx6+1 + E2,2 + E3,5

x6 + x5 + x4 + x+ 1 2 Cx6+1 + E2,3 + E3,1 + E3,3

x6 + x5 + x4 + x2 + 1 2 (Cx4+1⊕Cx2+1)(I+E1,5 +E6,1 +E6,5)

Table 6. Minimal XOR-counts for all elements in F∗27 .

minimal polynomial mα min wt⊕(α) matrix

x+ 1 0 I
x7 + x+ 1 1 Cmα
x7 + x3 + 1 1 Cmα

x7 + x3 + x2 + x+ 1 2 Cx7+1 + E2,6 + E4,2

x7 + x4 + 1 1 Cmα
x7 + x4 + x3 + x2 + 1 2 (Cx4+1 ⊕ Cx3+1)(I + E1,5 + E5,3)
x7 + x5 + x2 + x+ 1 2 (Cx5+1 ⊕ Cx2+1)(I + E1,6 + E6,5)
x7 + x5 + x3 + x+ 1 2 Cx7+1 + E2,3 + E4,7

x7 + x5 + x4 + x3 + 1 2 (Cx4+1 ⊕ Cx3+1)(I + E1,5 + E7,2)
x7 + x5 + x4 + x3 + x2 + x+ 1 3 Cx7+1 + E2,3 + E4,6 + E4,7

x7 + x6 + 1 1 Cmα
x7 + x6 + x3 + x+ 1 2 (Cx6+1 ⊕ Cx1+1)(I + E1,7 + E7,4)
x7 + x6 + x4 + x+ 1 2 (Cx6+1 ⊕ Cx1+1)(I + E1,7 + E7,3)
x7 + x6 + x4 + x2 + 1 2 Cx7+1 + E2,4 + E4,1 + E4,4

x7 + x6 + x5 + x2 + 1 2 (Cx5+1⊕Cx2+1)(I+E1,6 +E7,1 +E7,6)
x7 + x6 + x5 + x3 + x2 + x+ 1 3 Cx7+1 + E2,2 + E2,3 + E4,7

x7 + x6 + x5 + x4 + 1 2 Cx7+1 + E2,2 + E3,4

x7 + x6 + x5 + x4 + x2 + x+ 1 3 Cx7+1 + E2,2 + E3,4 + E3,7

x7 + x6 + x5 + x4 + x3 + x2 + 1 3 Cx7+1 + E2,2 + E2,3 + E4,6



Table 7. Minimal XOR-counts for all elements in F∗28 .

minimal polynomial mα min wt⊕(α) matrix

x+ 1 0 I

x2 + x+ 1 4
⊕4

k=1 Cmα
x4 + x+ 1 2 Cmα ⊕ Cmα
x4 + x3 + 1 2 Cmα ⊕ Cmα

x4 + x3 + x2 + x+ 1 4
⊕2

k=1(Cx4+1 + E2,2 + E3,4)
x8 + x4 + x3 + x+ 1 2 Cx8+1 + E2,6 + E4,2

x8 + x4 + x3 + x2 + 1 3 Cmα
x8 + x5 + x3 + x+ 1 2 (Cx5+1 ⊕ Cx3+1)(I + E1,6 + E6,5)
x8 + x5 + x3 + x2 + 1 2 Cx8+1 + E2,6 + E5,2

x8 + x5 + x4 + x3 + 1 2 (Cx5+1 ⊕ Cx3+1)(I + E1,6 + E6,2)
x8 + x5 + x4 + x3 + x2 + x+ 1 3 Cx8+1 + E2,5 + E2,7 + E4,2

x8 + x6 + x3 + x2 + 1 2 (Cx6+1 ⊕ Cx2+1)(I + E1,7 + E8,5)
x8 + x6 + x4 + x3 + x2 + x+ 1 3 Cx8+1 + E2,3 + E4,7 + E4,8

x8 + x6 + x5 + x+ 1 2 Cx8+1 + E2,4 + E4,2

x8 + x6 + x5 + x2 + 1 2 (Cx6+1 ⊕ Cx2+1)(I + E1,7 + E7,2)
x8 + x6 + x5 + x3 + 1 2 Cx8+1 + E2,3 + E4,6

x8 + x6 + x5 + x4 + 1 3 Cmα
x8 + x6 + x5 + x4 + x2 + x+ 1 3 Cx8+1 + E2,3 + E2,4 + E5,8

x8 + x6 + x5 + x4 + x3 + x+ 1 3 Cx8+1 + E2,3 + E2,5 + E6,8

x8 + x7 + x2 + x+ 1 2 Cx8+1 + E2,2 + E3,8

x8 + x7 + x3 + x+ 1 2 (Cx7+1 ⊕ Cx+1)(I + E1,8 + E8,5)
x8 + x7 + x3 + x2 + 1 2 Cx8+1 + E2,2 + E3,7

x8 + x7 + x4 + x3 + x2 + x+ 1 3 Cx8+1 + E2,2 + E3,6 + E3,8

x8 + x7 + x5 + x+ 1 2 (Cx7+1 ⊕ Cx+1)(I + E1,8 + E8,3)
x8 + x7 + x5 + x3 + 1 2 (Cx5+1⊕Cx3+1)(I+E1,6 +E8,1 +E8,6)
x8 + x7 + x5 + x4 + 1 2 Cx8+1 + E2,2 + E3,5

x8 + x7 + x5 + x4 + x3 + x2 + 1 3 Cx8+1 + E2,2 + E3,5 + E3,7

x8 + x7 + x6 + x+ 1 2 Cx8+1 + E2,3 + E3,1 + E3,3

x8 + x7 + x6 + x3 + x2 + x+ 1 3 Cx8+1 + E2,2 + E2,3 + E4,8

x8 + x7 + x6 + x4 + x2 + x+ 1 3 (Cx6+1⊕Cx2+1)(I+E1,7 +E7,3 +E7,8)
x8 + x7 + x6 + x4 + x3 + x2 + 1 3 Cx8+1 + E2,2 + E2,3 + E4,7

x8 + x7 + x6 + x5 + x2 + x+ 1 3 Cx8+1 + E2,2 + E3,4 + E3,8

x8 + x7 + x6 + x5 + x4 + x+ 1 3 Cx8+1 + E2,3 + E3,1 + E3,3 + E8,3

x8 + x7 + x6 + x5 + x4 + x2 + 1 3 Cx8+1 + E2,2 + E2,5 + E6,7

x8 + x7 + x6 + x5 + x4 + x3 + 1 3 Cx8+1 + E2,2 + E2,3 + E4,6



Table 8. For each n ≤ 2048 for which no irreducible trinomial of degree n exists, this
table presents a matrix of the form Cxn+1+Ei1,j1 +Ei2,j2 with irreducible characteristic
pentanomial. Such a matrix is represented as a 4-tuple (i1, j1, i2, j2). In all cases, the
characteristic polynomial is equal to λn+λn+i1−j1+i2−j2−2+λn+i1−j1−1+λi2−j2−1+1.

n n n n n n n n n n

8 (1,3,3,1) 237 (1,168,3,1) 451 (1,104,3,1) 659 (1,250,3,1) 869 (1,128,3,1) 1067 (1,960,5,1) 1274 (1,1176,3,1) 1480 (1,413,3,1) 1680 (1,645,3,1) 1867 (1,670,3,1)
13 (1,4,3,1) 240 (1,121,4,1) 452 (1,90,3,1) 661 (1,224,3,1) 872 (1,405,3,1) 1068 (1,54,3,1) 1275 (1,1265,3,1) 1483 (1,412,3,1) 1682 (1,5,3,1) 1868 (1,420,3,1)
16 (1,9,4,1) 243 (1,38,3,1) 453 (1,302,3,1) 664 (1,149,3,1) 874 (1,83,3,1) 1069 (1,338,3,1) 1277 (1,230,3,1) 1484 (1,41,3,1) 1683 (1,1278,3,1) 1869 (1,384,3,1)
19 (1,8,3,1) 245 (1,38,3,1) 454 (1,314,3,1) 666 (1,117,3,1) 875 (1,386,3,1) 1070 (1,228,3,1) 1280 (1,81,3,1) 1485 (1,1086,3,1) 1684 (1,730,3,1) 1872 (1,183,3,1)
24 (1,5,3,1) 246 (1,71,3,1) 456 (1,129,3,1) 667 (1,38,4,1) 877 (1,248,5,1) 1072 (1,789,4,1) 1283 (1,344,3,1) 1488 (1,1017,3,1) 1685 (1,816,3,1) 1874 (1,35,4,1)
26 (1,11,3,1) 248 (1,29,3,1) 459 (1,270,3,1) 669 (1,48,3,1) 878 (1,3,3,1) 1073 (1,362,3,1) 1285 (1,1174,3,1) 1491 (1,666,3,1) 1686 (1,72,3,1) 1875 (1,1386,3,1)
27 (1,3,3,1) 251 (1,24,3,1) 461 (1,170,3,1) 672 (1,567,3,1) 880 (1,11,3,1) 1074 (1,801,3,1) 1288 (1,379,3,1) 1493 (1,1002,3,1) 1688 (1,255,3,1) 1876 (1,1204,3,1)
32 (1,3,3,1) 254 (1,19,3,1) 464 (1,55,3,1) 674 (1,307,4,1) 883 (1,589,3,1) 1075 (1,142,3,1) 1290 (1,149,3,1) 1494 (1,620,3,1) 1690 (1,733,3,1) 1877 (1,628,3,1)
37 (1,16,4,1) 256 (1,157,3,1) 466 (1,451,3,1) 675 (1,225,3,1) 885 (1,512,3,1) 1076 (1,49,3,1) 1291 (1,302,3,1) 1496 (1,21,3,1) 1691 (1,26,3,1) 1880 (1,207,3,1)
38 (1,4,3,1) 259 (1,20,3,1) 467 (1,72,3,1) 677 (1,647,3,1) 886 (1,10,3,1) 1077 (1,706,4,1) 1292 (1,473,3,1) 1498 (1,223,3,1) 1693 (1,394,3,1) 1882 (1,399,4,1)
40 (1,14,3,1) 261 (1,12,3,1) 469 (1,188,3,1) 678 (1,312,3,1) 888 (1,501,3,1) 1080 (1,75,3,1) 1293 (1,212,3,1) 1499 (1,3,3,1) 1696 (1,19,3,1) 1883 (1,680,3,1)
43 (1,8,3,1) 262 (1,13,3,1) 472 (1,385,3,1) 680 (1,21,3,1) 891 (1,12,3,1) 1083 (1,92,3,1) 1296 (1,257,3,1) 1501 (1,1222,3,1) 1699 (1,404,3,1) 1885 (1,352,3,1)
45 (1,6,3,1) 264 (1,63,3,1) 475 (1,94,3,1) 681 (1,51,3,1) 893 (1,827,4,1) 1088 (1,3,3,1) 1299 (1,144,3,1) 1502 (1,5,3,1) 1701 (1,540,3,1) 1888 (1,905,3,1)
48 (1,21,3,1) 267 (1,182,3,1) 477 (1,286,4,1) 683 (1,104,3,1) 896 (1,87,3,1) 1091 (1,1026,3,1) 1301 (1,160,3,1) 1504 (1,559,3,1) 1702 (1,262,3,1) 1891 (1,280,3,1)
50 (1,7,3,1) 269 (1,64,3,1) 480 (1,273,5,1) 685 (1,172,3,1) 899 (1,64,3,1) 1093 (1,310,3,1) 1303 (1,380,3,1) 1506 (1,215,3,1) 1704 (1,1617,4,1) 1892 (1,440,3,1)
51 (1,12,3,1) 272 (1,165,3,1) 482 (1,115,3,1) 688 (1,149,3,1) 901 (1,504,4,1) 1096 (1,947,3,1) 1304 (1,391,3,1) 1507 (1,200,3,1) 1706 (1,843,3,1) 1893 (1,344,3,1)
53 (1,4,3,1) 275 (1,20,3,1) 483 (1,26,3,1) 691 (1,606,7,1) 904 (1,241,5,1) 1099 (1,644,3,1) 1307 (1,1200,3,1) 1509 (1,128,5,1) 1707 (1,150,3,1) 1894 (1,391,3,1)
56 (1,13,3,1) 277 (1,208,3,1) 485 (1,158,3,1) 693 (1,278,3,1) 907 (1,142,3,1) 1101 (1,474,3,1) 1309 (1,26,3,1) 1512 (1,381,3,1) 1709 (1,688,3,1) 1896 (1,1053,4,1)
59 (1,14,3,1) 280 (1,73,3,1) 488 (1,359,3,1) 696 (1,77,3,1) 909 (1,480,3,1) 1104 (1,515,3,1) 1312 (1,901,3,1) 1515 (1,14,3,1) 1712 (1,95,3,1) 1897 (1,80,3,1)
61 (1,4,3,1) 283 (1,154,3,1) 491 (1,477,3,1) 699 (1,360,3,1) 910 (1,8,3,1) 1107 (1,936,3,1) 1315 (1,508,3,1) 1517 (1,698,3,1) 1714 (1,1021,3,1) 1898 (1,241,3,1)
64 (1,61,3,1) 285 (1,158,3,1) 493 (1,20,3,1) 701 (1,238,3,1) 912 (1,627,3,1) 1109 (1,278,3,1) 1316 (1,204,3,1) 1520 (1,131,3,1) 1715 (1,250,3,1) 1899 (1,986,3,1)
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232 (1,133,3,1) 445 (1,88,3,1) 653 (1,478,3,1) 864 (1,39,3,1) 1064 (1,351,3,1) 1269 (1,907,4,1) 1475 (1,68,3,1) 1675 (1,970,4,1) 1861 (1,398,3,1) 2046 (1,240,3,1)
235 (1,26,3,1) 448 (1,119,3,1) 656 (1,295,3,1) 867 (1,48,3,1) 1066 (1,401,3,1) 1272 (1,383,3,1) 1477 (1,140,3,1) 1677 (1,852,3,1) 1864 (1,61,3,1) 2048 (1,83,3,1)
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