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Abstract

We improve the design and implementation of two-party and three-party authenticated dy-
namic dictionaries and apply these dictionaries to cryptocurrency ledgers.

A public ledger (blockchain) in a cryptocurrency needs to be easily verifiable. However,
maintaining a data structure of all account balances, in order to verify whether a transaction
is valid, can be quite burdensome: a verifier who does not have the large amount of RAM
required for the data structure will perform slowly because of the need to continually access
secondary storage. We use experiments to demonstrate that authenticated dynamic dictionaries
can considerably reduce verifier load. On the other hand, per-transaction proofs generated
by authenticated dictionaries increase the size of the blockchain, which motivates us to find a
solution with most compact proofs.

Our improvements to the design of authenticated dictionaries reduce proof size and speed
up verification by 1.4–2.5 times, making them better suited for the cryptocurrency application.
We further show that proofs for multiple transactions in a single block can compressed together,
reducing their total length by approximately an additional factor of 2.

1 Introduction

The Motivating Application A variety of cryptocurrencies, starting with Bitcoin [Nak08],
are based on a public ledger of the entire sequence of all transactions that have ever taken place.
Transactions are verified and added to this ledger by nodes called miners. Multiple transactions are
grouped into blocks before being added, and the ledger becomes a chain of such blocks, commonly
known as a blockchain.

If a miner adds a block of transactions to the blockchain, other miners verify that every trans-
action is valid and correctly recorded before accepting the new block. (Miners also perform other
work to ensure universal agreement on the blockchain, which we do not address here.) However, not
only miners participate in a cryptocurrency; others watch the blockchain and/or perform partial
verification (e.g., Bitcoin’s SPV nodes [Nak08, Section 8]). It is desirable that these other partic-
ipants are able to check a blockchain with full security guarantees on commodity hardware, both
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for their own benefit and because maintaining a large number of nodes performing full validation
is important for the health of the cryptocurrency [Par15]. To verify each transactions, they need
to know the balance of the payer’s account.

The simple solution is to have every verifier maintain a dynamic dictionary data structure of
(key, value) pairs, where keys are account addresses (typically, public keys) and values are account
balances. Unfortunately, as this data structure grows, verifiers need to invest into more RAM (and
thus can no longer operate with commodity hardware), or accept significant slowdowns that come
with storing data structures in secondary storage.

Authenticated Dictionaries to the Rescue We propose using cryptographically authenti-
cated data structures to make verifying transactions in the blockchain much cheaper than adding
them to the blockchain. Cheaper verification benefits not only verifiers, but also miners: in a
multi-token blockchain system (where tokens may represent, for example, different currencies or
commodities), such as Nxt [nxt], miners may choose to process transactions only for some types of
tokens, but still need to verify all transactions.

Specifically, we propose storing balance information in a dynamic authenticated dictionary. In
such a data structure, provers (who are, in our case, miners) hold the entire data structure and
modify it as transactions are processed, publishing proofs that each transaction resulted in the
correct modification of the data structure (these proofs will be included with the block that records
the transaction). In contrast, verifiers, who hold only a short digest of the data structure, verify a
proof and compute the new digest that corresponds to the new state of the data structure, without
ever having to store the structure itself. We emphasize that with authenticated data structures,
the verifier can perform these checks and updates without trusting the prover: the verification
algorithm will reject any attempt by a malicious prover or man-in-the-middle who tries to fool
the verifier into accepting incorrect results or making incorrect modifications. In contrast to the
unauthenticated case discussed above, where the verifier must store the entire data structure, here
verifier storage is minimal: 32 bytes suffice for a digest (at 128-bit security level), while each proof
is only a few hundred bytes long and can be discarded immediately upon verification.

1.1 Our Contributions

A Better Authenticated Dictionary Data Structure Because reducing block size a central
concern for blockchain systems [CDE+16, DW13], we focus on reducing the length of a modification
proof, which must be included into the block for each transaction. Moreover, because there is no
central arbiter in a blockchain network, we require an authenticated data structure that can work
without any assumptions about the existence of a trusted author or setup and without any secret
keys (unlike, for example, [PTT16, BGV11, CF13, CLH+15, MWMS16, CLW+16]). And, because
miners may have incentives to make verification more time-consuming for others, we prefer data
structures whose performance is independent of the choices made by provers.

We design and implement an authenticated dictionary data structure requiring no trusted setup
or authorship whose proofs are, on average, 1.4 times shorter than authenticated skip lists of [PT07]
and 2.5 times shorter than the red-black trees of [CW11]. Moreover, our prover and verifier times
are faster by the same factor than corresponding times for authenticated skip lists, and, unlike the
work of [PT07], our data structure is deterministic, not permitting the prover to bias supposedly
random choices in order to make performance worse for the verifier. In fact, our data structure’s
worst-case performance is comparable to the expected-case performance of [PT07]. Our work was

2



inspired by the dynamic Merkle [Mer89] trees of [NN00, AGT01, CW11, MHKS14] in combination
with the classic tree-balancing algorithm of [AVL62].

Our improvement to authenticated data structures improves not only the aforementioned so-
called two-party case (where there is no trusted author to make modifications), but also the three-
party case [Mer89, NN00, GT00, GTS01, AGT01, MND+04, GPT07, CW11]. Our design can
be used as a replacement for authenticated skip lists of [GTS01] in both two-party and three-
party applications that rely on them (e.g., [BP07, GPTT08, HPPT08, EK13] and many others),
improving performance and removing the need for randomization. We further reduce proof length
per operation when putting together proofs for multiple operations.

Application to Blockchains We consider a multi-token blockchain system (unlike Bitcoin,
which has bitcoins as the only tokens) with accounts in which balances can grow or shrink over
time (again, unlike Bitcoin, in which a transaction output must be spent all at once). One example
of such a system is Nxt [nxt]. For each token type t, there is an authenticated data structure St
maintaining balances of all accounts, locally stored by miners who are interested in the ability to
add transactions for that token type. All miners, regardless of interest, maintain a local copy of
the short digest of St.

In order to publish a block with a number of transactions, a miner adds to the block the proof
of validity of these transactions, including the proofs of correct updates to St, and also includes
the new digest of St into the block header. All miners, as well as verifiers, verify the proof with
respect to the digest they know and check that the new digest in the block header is correct. (It
is important to note that verification of transactions includes other steps that have nothing to do
with the data structure, such as verifying the signature of the payer on the transaction; these steps
do not change.) In contrast to simple payment verification nodes [Nak08, Section 8] in Bitcoin, who
cannot fully verify the validity of a new block because they do not store all unspent outputs, our
verifiers can do so without storing any balance information. At a high level, our approach is similar
to (but considerably more efficient than) the proposal by White [Whi15], who suggests building a
trie-based authenticated data structure for Bitcoin (although he does not use those terms).

Because of our improved authenticated data structure, provers1 and verifiers are more efficient,
and proofs are shorter, than they would be with previous solutions.We show that whenever a block
includes multiple transactions for a given token, their proofs can be combined, further reducing the
amount of space used per transaction, by about a factor of 2 for realistic conditions. We benchmark
block verification and demonstrate that verifying the authenticated data structure can be an order
of magnitude faster than maintaining a full on-disk unauthenticated data structure.

Reducing the Cost of a Miner’s Initial Setup A new miner Molly wishing to join the network
has to download the entire blockchain and verify the validity of every block starting from the first
(so-called “genesis”) block. It is not necessary to verify the validity of every transaction, because
the presence of the block in the blockchain assures Molly that each transaction was verified by
other miners when the block was added. However, without authenticated data structures, Molly

1How much efficiency of proof generation matters depends on the cryptocurrency design. In those cryptocurrencies
for which every miner attempts to generate a block (such as Bitcoin), it matters a lot, because every miner has to
run the proof generation procedure. On the other hand, in those cryptocurrencies for which the miner wins a right
to generate a block before the block is produced (such as ones based on proof of stake [BGM16, KKR+16]), only one
miner per block will generate proofs.
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still needs to download and replay all the transactions in order to establish the up-to-date amount
held in each account and be able to validate future transactions.

Our solution allows Molly to reduce communication, computation, and memory costs of joining
the network, by permitting her to download not entire blocks with their long lists of transactions,
but only the block headers, which, in addition to demonstrating that the block has been correctly
generated and linked to the chain, contain the digest of all the transactions processed and digests of
every authenticated data structure St that has changed since the previous block. This information
is enough to start validating future transactions. If Molly wants to not only validate, but also
process transactions for tokens of type t, she needs to obtain the full St; importantly, however, she
does not need a trusted source for this data, because she can verify the correctness of St against
the digest.2

2 The Model for Two-Party Authenticated Dictionaries

Given the variety of security models for authenticated data structures, let us briefly explain ours
(to the best of our knowledge, it was first implicitly introduced in [BEG+91] and more explicitly
in [GSTW03, PT07]; it is commonly called the two-party model; see [Pap11] for an overview of the
relevant literature).

Each state of the data structure is associated with an efficiently computable digest ; it is com-
putationally infeasible to find two different states of the data structure that correspond to the
same digest. There are two types of parties: provers and verifiers. The provers possess the data
structure, perform operations on it, and send proofs of these operations to verifiers, who, possessing
only the digest of the current state of the data structure, can use a proof to obtain the result of
the operation and update their digests when the data structure is modified. The security goal is to
ensure that malicious provers can never fool verifiers into accepting incorrect results or computing
incorrect digests. Importantly, neither side generates or possesses any secrets.

A secondary security goal (to prevent denial of service attacks by provers who may have more
computing resources than verifiers) is to ensure that a malicious prover cannot create a valid state
of the data structure that causes operations to take longer than a prespecified upper bound (for
instance, by creating a highly unbalanced trees).

Importantly, the model assumes that the verifiers and the provers agree on which data struc-
ture operations need to be performed (in our cryptocurrency application, whether performing the
operation is a valid choice will be verified separately, for example by checking the signature of the
payer). The model also assumes that the verifier initially has the correct digest (for example, by
maintaining it continuously starting with the initial empty state of the data structure).

The specific data structure we wish to implement is a dictionary (also known as a map): it
allows insertion of (key, value) pairs (for a new key), lookup of a value by key, modification of a
value for a given key, and deletion by key.

We provide formal security definitions in Appedix A.

2We note that Ethereum [Woo14] adds the digest of the current state of the system to each block, but, because it
does not have a dynamic dictionary data structure, this digest cannot be used unless the miner downloads the entire
state of the system—although, importantly, this state may be downloaded from an untrusted source and verified
against the digest. We also note that Miller et al. [MHKS14, Appendix A] suggested using authenticated data
structures to improve memory usage, but not communication or computation time, of Bitcoin’s initial setup.
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3 Our Construction

Despite a large body of work on authenticated data structures, to the best of our knowledge, only
two prior constructions—those of [PT07] (based on skip lists) and [MHKS14] (based on skip lists
and red-black trees)—address our exact setting. As mentioned in the introduction, many other
works address the three-party setting in which modifications are performed by a trusted author
and only lookups are performed by the provers (which we also improve), and/or propose solutions
requiring a secret key that remains unknown to the prover.

We will explain our construction from the viewpoint of unifying prior work and applying a
number of optimizations to existing ideas.

Starting Point: Merkle Tree We start with the classic Merkle tree [Mer89]. Let H be
a collision-resistant hash function. The leaves of the Merkle tree store the values we wish to
authenticate—in our case, (key, value) pairs. The label of each leaf is defined as the hash of its
content (preceded by a special symbol—for example, a 0 byte—indicating that it’s a leaf), and
the value of each internal node defined (recursively) as the hash of the labels of its two children
(preceded by a special symbol—for example, a 1 byte—indicating that it’s an internal node). The
digest is the label of the root. The proof that a given key is in the data structure and has a given
value consists of the labels of siblings of nodes on the path from the root to the leaf, together
with information on whether the path goes left or right at each step. The proof can be verified by
recomputing the alleged root label and checking that it matches the digest. This proof is known as
the authenticating path.

Incorporating a Binary Search Tree To make searches possible, we turn the tree into a slight
variant of the standard binary search tree, the same way as in [NN00, AGT01, MHKS14]. First, we
sort the leaves by key. Each internal node stores a key y that is the minimum of its right subtree:
that way, the left subtree contains exactly the leaves with keys less than y. (This description breaks
ties in the opposite way of [AGT01] and [MHKS14], but is more intuitive given our improvements
described below.) Unlike the standard binary search tree, this binary search tree has internal nodes
only for helping the search rather than for storing values, which are only at the leaves. The proof
is still the same authenticating path. (We note that the approach based on standard binary search
trees, where internal nodes also store keys and values, is explored in [CW11]; as we demonstrate
below in Section 4, it results in longer proofs, because the slight savings in tree height are more than
negated by the fact that internal nodes must also include their keys and values into the computation
of their label and therefore into the proof.)

Furthermore, we make sure that every non-leaf node has exactly two children. To insert a new
(key value) pair, go down to the correct leaf ` like in the standard binary search tree, and replace
` with a new internal node that has ` and a new leaf containing the new (key, value) pair as its
two children. To simplify insertions, we can make sure that the key being inserted always goes to
the right of `, and the new internal node gets the same key as the one being inserted, by simply
initializing the empty tree with a single leaf containing −∞ as the key (when keys are long random
values, such as public keys, setting −∞ to an all 0s string is reasonable). (It is easy to prove that
then every insertion goes to the right at the last step: if a search for an insertion never took a step
to the right, then it reached −∞; and if it did take a step to the right, then consider the key of
the last node that caused the search to take a right step, and observe that the key in ` is the same
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and therefore less than the key being inserted). This approach saves us from having special cases
in the code and reduces by one the number of comparisons needed during the insert operation.

Proving Absence of a Key There are two approaches for proving nonmembership of a key
k (which is needed, in particular, during insertion). The first approach (used in [NN00, AGT01,
CW11, MHKS14]) is to show proofs for two neighboring leaves with keys k1 < k < k2. The second
approach (used in [GT00] and other works based on skip lists, such as [PT07]) is to add a next

pointer to every leaf and modify the way a label of a leaf is computed, by hashing not only the key
and the value stored at the leaf, but also the key of the next leaf (and +∞ when there is no next
leaf).

We adopt the second approach for its simplicity: it unifies the code for successful and unsuc-
cessful lookups, in both cases giving us a proof that consists of a single authenticating path. (While
this second approach lengthens the proof of every successful lookup by the length of a key, it slightly
shortens the proof of an average unsuccessful lookup by about the length of a label.). Moreover,
our creation of a −∞ sentinel, which makes sure that insertions always go to the right of an existing
leaf, makes maintaining the pointer to the next leaf trivial: when a leaf `new is inserted to the right
of a leaf `old, just set `new.next = `old.next and `old.next = `new.

Modifying the Value for an Existing Key If the prover modifies the value stored at a leaf
(for example, subtracting from it money used for a transaction), the label of that leaf and all the
nodes above it need to be recomputed, but no other information in the tree changes. Observe
that this recomputation of labels needs only the new value at the leaf and information that is
already present in the authenticating path. Therefore, the verifier has all the information needed
to compute the new digest after checking that the authenticating path is correct. Thus, the proof
for a modification is the same as the proof for a search.

Simple Insertions Insertions into our Merkle binary search tree, like insertions into ordinary
binary search tree, may require some rebalancing in order to make sure that the paths to the leaves
do not grow too long, increasing the computation and communication time per operation. However,
we will discuss rebalancing in the next section. For now, consider an insertion without rebalancing.
Such an insertion simply replaces an old leaf (that was found by performing a search for the key
being inserted) with a new internal node, linked to two leaves. Therefore, knowledge of the contents
of these two leaves and the authenticating path is enough to be able to compute the new digest.
Thus, the proof for such a simple insertion is the same as before: the authenticating path to the
leaf that is found during the search for the key that was being inserted. This proof is enough for
the verifier to check that the key does not exist and to perform the insertion operation.

3.1 Our Improvements

Observation 1: For Insertions, Use Tree-Balancing Operations that Stay on Path A
variety of algorithms for balancing binary search trees exist. Here we focus on AVL trees [AVL62],
red-black trees [GS78] and their left-leaning variant [Sed08], treaps [SA96] (and their equivalent
randomly-balanced binary search trees [MR98]). They all maintain some extra information in the
nodes that enables the insertion algorithm to make a decision as to whether, and how, to perform
tree rotations in order to maintain a reasonably balanced tree. They can be easily adapted to work
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with our slightly modified trees that have values only at the leaves (simply don’t apply any of the
balancing procedures to the leaves), and all maintain our invariant that the key of an internal node
is the minimum of its right subtree.

The extra information they maintain for balancing is usually not large (just one bit for “color”
per node for red-black trees; one trit for “balance” per node for AVL trees; and roughly log n bits
for “priority” per node for treaps, where n is the number of nodes). This information should be
added as an input to the hash computation for the label of each internal node. This information,
for each node on the path from the root to the leaf, should also be included into the proof (as it
has to be input by the verifier into the hash function).

We observe that if the tree balancing operation rotates only ancestors of the newly inserted
leaf, and does not use or modify information in any other nodes, then the proof we already provide
has sufficient information for the verifier to perform the tree-balancing operation. This is the case
for AVL trees3 and treaps. Red-black trees, depending on the variant, may access information in
children and grandchildren of ancestors in order to decide on rotations, and are therefore less well
suited for our application, because the contents of those children and grandchildren will need to be
proven, lengthening the proofs. (It may be possible to modify red-black trees by storing colors of
nodes with the parents and/or grandparents, but we do not explore this option, because we find a
better solution.)

However, of these options, only red-black trees have been implemented in our setting [MHKS14],
and this implementation sometimes must access the color of a node that is not an ancestor of
the newly inserted leaf. Therefore, the proofs of [MHKS14] must be longer, in order to include
authenticating paths to additional nodes. Thus, the balanced trees that are better suited for our
setting have not been implemented before (we should note that treaps were implemented in the
three-party setting of [CW11]; see our comparison in Section 4).

Observation 2: Do Not Hash Internal Keys To verify that a particular leaf is present (which
is all we need for both positive and negative answers), the verifier does not need to know how the
leaf was found—only that it is connected to the root via an appropriate hash chain. Therefore,
like the authors of [PT07] (and many works in the three-party setting), we do not add the keys
of internal nodes into the hash input, and do not put them into the proof. This is in contrast to
the work of [MHKS14], whose general approach requires the label to depend on the entire contents
of a node, and therefore requires keys of internal nodes to be sent to the verifier, so that the
verifier can compute the labels. When keys do not take up much space (as in [MHKS14]), the
difference between sending the key of an internal node and sending the direction (left or right)
that the search path took is small. However, when keys are comparable in length to labels (as in
the cryptocurrency application, because they are account identifiers, computed as hash function
outputs or public keys), this difference can mean nearly a factor of two in the proof length.

Observation 3: Skip Lists are Just a Variant of Treaps Dean and Jones [DJ07] observed
that a binary search tree can be built on the tops of towers of a skip list [Pug90], and the nodes
encountered in a search will be the same in both cases, as long as the tree follows the rule that a

3For those familiar with AVL trees, we note that this is the case when AVL trees are implemented with every node
maintaining the different of heights between right and left children, rather than its own height, because if a node
maintains height, then it needs to compute its balance in order to decide whether to rotate, and this computation
requires the heights of both children, while our proof contains contains only the height of one child.
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child’s level is less than (or equal to, if the child is right) than the parent’s. They show that tree
insertions can be accomplished by inserting at the bottom and then rotating with the parent until
the above rule is satisfied.

We observe that skip lists viewed this way are just a variant of treaps, with “level” in a tree-
based skip list corresponding to “priority” in a treap. Heights in a skip list are sampled so that
value h has probability 1/2h+1, while priorities in a treap are sampled uniformly, but otherwise
they are equivalent. Of course, we further convert this treap-based view of skips lists to have values
only at leaves, as already described above. This view enables us to test the performance of skip
lists and treaps with essentially the same implementation.

In prior work, in order to make them authenticated, skip lists were essentially converted to
binary trees by [GT00]; this conversion was made explicit in [CW11]. Our binary tree, which
results in combining the observation of [DJ07] with the transformation of putting values only at
leaves, ends up being almost exactly the same, with the following main difference: each internal
node in our data structure stores the minimum of its right subtree, while each internal node in the
data structure of [GT00] stores the minimum of its entire subtree. (To see the equivalence, note
that our data structure can be obtained from the data structure of [PT07] by having every parent
replace its key with the key of its right child; the only remaining difference is nonstandard chaining
of leaves in skip lists.) No prior implementation, however, treated skip lists the same way as other
binary trees.

Observation 4: Deterministic is Better Treaps and skip lists perform well in expectation
(and also with very high probability), when the priorities (for treaps) and levels (for skip lists) are
chosen at random, independently of the keys in the data structure. However, if an adversary is able
to influence or predict the random choices, performance guarantees no longer hold. In our setting,
the problem is that the provers and verifiers need to somehow agree on the randomness used. (This
is not a problem for the three-party setting, where the randomness can be supplied by the trusted
author.)

Prior work in the three-party model suggested choosing priorities and levels by applying hash
functions to the keys [CW11, Section 3.1.1]. However, since inserted keys may be influenced by
the adversary, this method of generating randomness may give an attacker the ability to make the
data structure very slow and the proofs very long, effectively enabling a denial of service attack. To
eliminate this attack by an external adversary, we could salt the hash function after the transactions
are chosen for incorporation into the data structure (for example, including a fresh random salt
into each the block header). However, an internal adversary still presents a problem: the prover
choosing this salt and transactions would have the power to make the data structure less efficient
for everyone by choosing a bad salt, violating our secondary security goal stated in Section 2.

Observation 5: AVL Trees Outperform on the Most Relevant Parameters Regardless
of the tree balancing method (as long as it satisfies observations 1 and 2), costs of lookups, modifi-
cations, and insertions are determined simply by the depth of the relevant leaf, because the amount
of nodes traversed, the size of the proof, and the number of hashes performed by both provers and
verifiers is directly proportional to this depth. Of course, different tree balancing methods may
use slightly different logic and cause a different number of rotations, but the amount of time spent
on those is negligible compared to the cost of hash function evaluation (note that a tree rotation
changes only two pointers and does not change the number of hashes that need to be computed).
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Therefore, our goal is to choose a tree in which leaves are as close as possible to the root. We are
concerned mostly with the average case but also, because operations can be adversarially chosen,
with the worst case.

The average-case distance between the root and a random leaf for both AVL and red-black trees
after the insertion of n random keys is very close to the optimal log2 n [Knu98, p. 468], [Sed08]. The
worst-case distance for red-black trees is twice the optimal [Sed08], while the worst-case distance
for AVL trees is 1.44 times the optimal [Knu98, p. 460]. In contrast, the expected (not worst-case!)
distance for treaps and skip lists is 1.5 times the optimal [Pug90]. Thus, AVL trees, even the worst
case, are better than treaps and skip lists in expectation.

Putting these observations together, we obtain the data structure to implement: an AVL tree
with values stored only at the leaves, sometimes known as an AVL+ tree. We implement this
data structure and compare it against other options in the next section. We prove its security in
Appedix B.

4 Implementation and Evaluation

We implemented our AVL+ trees, as well as treaps and our tree-based skip lists, in the Scala [sca]
programming language using the Blake2b [ANWOW13] hash function with 256-bit (32-byte) out-
puts. Our implementation is available at [cod]. For the AVL+ implementation, we used the
textbook description [Wei06] with the same balance computation procedure as in [Pfa02, Chapter
5.4.4]. We ran experiments by measuring the cost of 1000 random insertions (with 26-byte keys
and 8-byte values), into the data structure that already had size n = 0, 1000, 2000, . . . , 999000 keys
in it.

As expected, the length of the path from the root to a random leaf in the n-leaf AVL+ tree was
only 2 − 3% worse than the optimal log2 n. In contrast, the length of the path in a skip list was
typically about 44% worse than optimal, and in a treap about 32% worse than optimal.

Proof length The average length of our proof for inserting a new key into a 106-node tree with
32-byte hashes, 26-byte keys, and 8-byte values, is 753 bytes (positive lookups and modifications
of existing keys are 26 bytes shorter). We now explain this number and compare it to prior work.

Note that for a path of length k, the proof consists of:

• k labels (which are hash values),

• k + 1 symbols indicating whether the next step is right or left, or we are at a leaf with no
next step (these fit into two bits each),

• k pieces of balance or level information (these fit into two bits for an AVL+ tree, but require
a byte for skip lists and three or four bytes for treaps),

• the leaf key, the next leaf key, and the value stored in the leaf node (the leaf key is not needed
in the proof for lookups and modifications of an existing key)

Thus, the proof length is almost directly proportional to the path length: with the 32-byte hashes,
26-byte keys, and 8-byte values, the proof takes 34k+61 bytes assuming we don’t optimize at bit
level, or about k bytes fewer if we do (our implementation currently does not). Note that the

9



1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0
0

1 0 0
2 0 0
3 0 0
4 0 0
5 0 0
6 0 0
7 0 0
8 0 0
9 0 0

1 0 0 0
Pro

of  s
ize 

(byt
es)

l o g 2  t r e e   s i z e

 T r e a p
 S k i p l i s t
 A V L  t r e e

1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0
0

1 0

2 0

3 0

4 0

5 0

6 0

7 0

Inse
rt  ti

me 
(mic

rose
con

ds)

l o g 2  t r e e   s i z e

 T r e a p
 S k i p l i s t
 A V L  t r e e

1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0
0

1 0

2 0

3 0

4 0

5 0

6 0

7 0

Ver
ify  

time
 (mi

cros
eco

nds
)

l o g 2  t r e e   s i z e

 T r e a p
 S k i p l i s t
 A V L  t r e e

value of k for n = 106 is about 20 for AVL+ trees and about 29 for skip lists, which means that
AVL-tree-based proofs are about 1.4 times shorter than skip-list-based ones. Treap proofs have
slightly smaller k, but this advantage is completely negated in our experiments by the extra bytes
needed to write down the level.

Our numbers are consistent with those reported by Papamanthou and Tamassia [PT07, Section
4], who also report paths of length 30 for skip lists with 106 entries. (They use a less secure hash
function whose output length is half of ours, resulting in shorter proofs; if they transitioned to
a more secure hash function, their proofs would be about the same length as our skip-list-based
proofs.) There is insufficient information provided in [MHKS14] to do a proof length comparison,
but ours should be shorter by about a factor of 2, because we do not include internal keys in the
proof, and our rotations do not require information about off-path nodes.

We can also compare our work with work on three-party authenticated data structures, because
our data structure also works in the three-party model (and some three-party data structures will
also work in our model). Work based on skip lists, such as [AGT01, GTS01, GPT07], has proof
sizes that are the same as the already-mentioned [PT07], and therefore our improvement is about
the same factor of 1.4.

For three-party work based on red-black trees, there are two variants. The variant that stores
values only at leaves, like we do, was implemented by Anagnostopoulos et al. [AGT01], who do not
report proof length; however, we can deduce it approximately from the number of hashes reported
in [AGT01, Figure 6, “hashes per insertion”] and conclude that it is about 10-20% worse than
ours. The variant that uses a standard binary search tree, with keys and values in every node, was
implemented by [CW11] and had the shortest proofs among the data structures tested in [CW11].
The average proof length (for a positive answer) in [CW11] is about 1500 bytes when searching for
a random key in a tree that starts empty and grows to 105 nodes, with 28-byte keys, values, and
hashes. In contrast, our average proof size in such a scenario is only 593 bytes (an improvement of
2.5 times), justifying our decision to put all the values in the leaves.

Prover and Verifier Running times Our benchmarks were run on an Intel(R) Core(TM) i7-
5820K CPU @ 3.30GHz Linux machine with 8GB of RAM running in 64-bit mode and using only one
core. We used Java 8.0.51 and compiled our Scala code with scalac 2.11.8. The Java implementation
of Blake2b hash function was obtained from the official Blake website https://blake2.net/. The
average prover time for inserting a random key into our AVL+ tree with 106 random keys was
31 µs, while the average verifier time for the same operation was 47 µs.

It is difficult to make comparisons of running times across implementations due the variations in
hardware environments, programming language used, etc. Note, however, that regardless of those
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variables, the running times of the prover and verifier are closely correlated with path length k:
the prover performs k key comparisons (to find the place to insert) and computes k+ 1 hash values
(to obtain the label of two new nodes and k − 1 existing nodes whose labels change), while the
verifier performs two comparisons (with the keys of two neighboring leaves) and computes 2k + 1
hash values (k to verify the proof and k + 1 to compute the new digest). Tree rotations do not
change these numbers.

We therefore expect our AVL+ trees to perform about 1.4 times faster than skip lists, which is,
indeed, what our benchmarks show.

Compressing Proofs for Multiple Transactions When multiple transactions are included in
a single block, their proofs can be compressed. Verifiers will not need the label of any node more
than once, the label of any node that lies on the path to a leaf used during a proof (because it can
be computed), or the label of a node that is created by the verifier during the block verification.
Our preliminary investigation (to be made more precise by conference time) indicates that we can
eliminate about half the labels from the proofs when combining, into a single block, proofs for 1000
transactions (this number is realistic—see [tbp]) for uniformly chosen keys, for a data structure of
with 106 total keys. (Note that these savings are not particularly sensitive to the exact parameters
chosen, because they depend on the logarithms of the number of transactions in a block and the
total number of keys; note also that they improve if the distribution of accounts is not uniform,
because there are more repeat labels.) We can thus obtain proofs of under 800 bytes per transaction
(since each transaction modifies two accounts, at under 400 bytes for each proof), remaining at
128-bit security level. Prover and verifier times are not significantly affected.

Simulated Blockchain Verification We simulated two blockchain verifiers: a “full verifier”
that simply maintains a full on-disk data structure of (key, value) pairs (with a 1MB application-
level cache in addition to OS and disk-hardware caches) and a “light verifier” who maintains only
digests and verifies proofs instead, using very little RAM. The data structure was populated with
5,000,000 random 32-byte keys (with 8-byte values) at the start. Our simulated blocks contained
2000 modifications and 200 insertions each, for random keys. We ran the simulation for 28,000
blocks (thus ending with about 10,600,000 keys). The light verifier consistently verified each block
in about 110-165 ms, while verification times for the full verifier grew as the data structure grew,
from 128ms to 2061ms per block—giving our authenticated data structures a 12x speed advantage
once the size gets large.
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A Definition of Security

Notation and Functionality We assume that a data structure goes through a succession of
states S0, S1, . . . , where Si is a result of applying some operation opi to the state Si−1. The state
S0 (e.g., a tree with a single −∞ sentinel) is known to everyone. A data structure state is valid if
it can be obtained from S0 by a sequence of operations (e.g., an unbalanced AVL tree is not valid);
we should never start with an invalid data structure, and our security and functionality definitions
provide no guarantees in such a case. If an operation does not change the state, then Si = Si−1.
In addition to possibly changing the state, the operation may also return a value reti. We assume
that the change in the state and the return value are deterministic; randomized data structures
are modeled by explicitly specifying the randomness used as part of op. There is an efficient
deterministic function D that takes a state S and computes the digest D(S); let D0 = D(S0).

The honest prover has Si−1 (plus other information—e.g., labels of nodes—needed to make the
data structure authenticated, which we do not include explicitly to avoid overburdening notation),
and, in addition to performing the operation opi, outputs a proof πi, which goes to the verifier.
Let the prover’s algorithm be denoted by P(Sold, op) → (π, Snew, ret) and the verifier’s algorithm
be denoted by V(Dold, op, π) → ( “accept”/“reject”, D′, ret′). Formally completeness (also known
as correctness) requirement is that for any valid data structure state Sold and any operation op,
if Dold = D(Sold), the algorithm P(Sold, op) outputs (π, Snew, ret) such that V(Dold, op, π) accepts
and outputs D′ = D(Snew) and ret′ = ret.
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Primary Security Goal: Soundness The primary security requirement, called soundness, is
that no computationally bounded adversary can make a proof π′ that causes the verifier to accept
and output incorrect D′new or ret′.

Because we base our security on the security of collision-resistant hashing for a fixed hash
function, we cannot talk of a “nonexistence” of such an adversary, because once the function is
fixed, an adversary who knows a collision exists in a mathematical sense (even if no one knows how
to build one). Instead, we talk about an efficient algorithm that transforms such an adversary into
a hash collision, in the style of [Rog06].

Formally, the security requirement is formulated in terms of a collision-resistant hash function
H, which is used in the algorithms of the prover and the verifier, and the algorithm D. Call a triple
(S, op, π∗) malicious if S is a valid data structure state but V(D(S), op, π∗) outputs (“accept”,
D′new, ret′), and either D′new 6= D(Snew) or ret′ 6= ret. The security requirement is that there
exists an efficient algorithm R that, given any malicious triple as input, outputs x 6= y such that
H(x) = H(y).

Secondary Security Goal: Verifier Efficiency Our secondary security goal, to reduce the
possibility of denial of service attacks on verifiers, is that a verifier is efficient regardless of what
an honest or a malicious prover does. Specifically, we require that for a data structure with n
elements, the verifier running time is guaranteed O(log n) regardless of the input. That is, if S is
a valid data structure with n elements and D(S) is its digest, then V(D(S), op, π∗) completes its
operation in O(log n) time for any op and π∗ (in particular, this implies that V will not even read
π∗ that is too long, and that honest proofs π will always have length O(log n)).

B Proof of Security

Our Algorithms The exact structure of π and the exact verifier algorithm are not important
for the security proof. Here are the salient features that we use to prove security.
V creates a partial tree T using the information in op and in π. This tree starts at the same root,

but some branches terminate earlier than the corresponding branches in S. Every node in T can
be either a label-only node, containing no children and no information other than the label (such a
node terminates a branch), or a content node, containing all the same fields as the corresponding
node in S (including a bit indicating whether it is a leaf or not), except omitting the key in the
case of an internal node. Every content node in T is either a leaf or has both children (thus, every
node in T has its sibling). The labels of label-only nodes are read from the proof, while the labels
of content nodes are obtained by V via an application of H (and are never read from the proof).
V checks that the label of the root of T matches the label of the root of S contained in D(S).
V performs the same operation on T as P performs on S to compute ret and D(Snew), with

the following important difference: when search for a key key requires a comparison between key
and t.key for some non-leaf node t in T in order to decide whether to go left or right, V does
not perform the comparison, but reads the left-or-right direction from the proof. Then, when the
search reaches a leaf f (and every such search must reach a leaf, or else V rejects), V checks that
f.key ≤ key < f.nextKey (in particular, if this inequality is strict, then V determines that the key is
not found). V also rejects if T does not contain enough content nodes to compute the values ret
and D(Snew).

We do not address completeness here, as it is easy to see.
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Soundness We now need to show the collision-finding algorithm R(S, op, π∗). R will run the
verifier V(D(S), op, π∗) to get the partial verifier tree T ∗. We will say that a node t∗ in the verifier
tree T ∗ does not match a node t in S if the nodes are in the same position (defined by the path
from the root), but some information in t∗ contradicts corresponding information in t. (Note that
a verifier node may not have all of the information of the prover node—it may contain only a label,
or not contain a key—but this alone is not reason to call the nodes “not matching.” Information
that is present in both nodes must be different in order for nodes to be considered not matching.)

If t∗ exists in T ∗, but a node t in the same position either does not exist in S or does not match
t∗, then R can easily find a hash collision, as follows. First, find a highest t∗ in T ∗ for which this
is true (breaking ties arbitrarily). A node in the same position must exist in S for the following
reason: if t∗ is the root of T ∗, then a node in the same position exists in S because S is never
empty, because S has a sentinel. Else, the parent p∗ of t∗ is a higher node and a content node and
a non-leaf, which means a node p matching p∗ must exist in S and must also be a non-leaf (because
the leaf-indicator bits of p and p∗ must match), and every non-leaf in S has both children.

Now consider t∗ and t. If the labels of these two nodes do not match, they are not roots (because
V checks that the label of the root of T ∗ matches the label of the root of S contained in the digest
D(S)). Therefore, the labels of their parents match (because t∗ and t are a highest non-matching
pair), and thus we find a hash collision in the computation of the parent labels (recall that the
verifier tree T ∗ has every node’s sibling, and thus the label of the sibling of t∗ is available to R in
order to create the input to H). If the labels of t∗ and t match, then some other content does not;
therefore, t∗ is a content node, and all the contents needed to compute its label is in T ∗ and thus
available to R. Thus R can output a hash collision on the contents of these two nodes.

It remains to consider the case when every node in T ∗ has a corresponding node in S and
matches it. In this case, we will derive a contradiction to the statement that either ret′ 6= ret or
D′ 6= Snew. Let key be the the key specified in op. In order for V to accept, the search path indicated
in the proof must lead to a leaf f∗ in T ∗ with f.key ≤ key < f.nextKey. Let f be the matching leaf in
S. Because S is valid, there is only one leaf in S such that f.key ≤ key < f.nextKey, and therefore
the honest prover’s search path would lead to f. Thus, the search path of the V is the same as the
search path of the honest prover P would be. All the other steps of V are also the same on T ∗ as
the corresponding steps of the honest P on S, by design. Therefore, they perform the same steps
on the same tree, and V will compute the same ret and D(Snew) as P.

Verifier Efficiency Our AVL+ plus trees also satisfy our secondary security goal of verifier
efficiency. We add the maximum tree depth D(S) to the digest of S. In AVL+ trees, this depth
is guaranteed to be at most 1.4405 log2(n + 2) [Knu98, p. 460]. V will reject as soon as π leads
V down a path that is deeper than this depth. Since honest π is proportional in length to this
path (in fact, honest π contains only one path, except in case of deletions, when it contains up to
two paths and some children/grandchildren of nodes on the paths), V can immediately reject any
longer π. Thus, the longest possible π that V will read has length O(log n). The size of the partial
tree T is bounded by the size of the proof π, and running time of V is linear in T .
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