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#### Abstract

Hierarchical secret sharing schemes distribute a message to a set of shareholders with different reconstruction capabilities. In distributed storage systems, this is an important property because it allows to grant more reconstruction capability to better performing storage servers and vice versa. In particular, Tassa's conjunctive and disjunctive hierarchical secret sharing schemes are based on Birkhoff interpolation and perform equally well as Shamir's threshold secret sharing scheme. Thus, they are promising candidates for distributed storage systems. A key requirement is the possibility to perform function evaluations over shared data. However, practical algorithms supporting this have not been provided yet with respect to hierarchical secret sharing schemes. Aiming at closing this gap, in this work, we show how additions and multiplications of shares can be practically computed using Tassa's conjunctive and disjunctive hierarchical secret sharing schemes. Furthermore, we provide auditing procedures for operations on messages shared hierarchically, which allow to verify that functions on the shares have been performed correctly. We close this work with an evaluation of the correctness, security, and efficiency of the protocols we propose.
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## 1 Introduction

In this work, we provide procedures allowing to evaluate functions on shares that have been generated by using a hierarchical secret sharing scheme. The primary focus of this paper is the application of secret sharing to the model of distributed storage systems. In distributed storage systems [24], shares of a document are generated and distributed to storage servers owned by multiple storage providers. As well as for cloud computing, means to measure the performance and the quality of service offered by storage providers is needed (for more details see recommendations by NIST [22] about the introduction of trust in cloud computing). This enables users to grant more reconstruction capability to the better performing storage servers, i.e. to the storage providers offering a better service, and vice versa. The problem is to find the most suitable secret sharing schemes to be applied to distributed storage systems. We argue
that these are Tassa's conjunctive and disjunctive hierarchical secret sharing schemes [33] rather than the commonly used Shamir's threshold secret sharing scheme [31]. In fact, Tassa's conjunctive and disjunctive hierarchical secret sharing schemes allow for the same features as Shamir's threshold secret sharing scheme. Furthermore, Tassa's schemes achieve also optimal storage consumption and arranges the shares such that none of the storage providers has enough information to break the confidentiality of the document. More precisely, regarding storage consumption, on the one hand, Tassa's conjunctive and disjunctive hierarchical secret sharing schemes generate shares with different reconstruction capabilities but that have all the same length. On the other hand, Shamir's threshold secret sharing scheme generates shares that are all equivalent in their reconstruction capability. In this case, granting more reconstruction capability to the better performing storage servers means to overload them with multiple shares to manage. Thus, more shares than the amount of storage servers have to be generated and, overall, more storage space is consumed. Regarding confidentiality, when Shamir's threshold secret sharing scheme is used, the number of storage providers deployed must be larger than the reconstructing threshold. Otherwise, storage providers would have enough shares to retrieve the data within the storage servers they own. On the contrary, Tassa's conjunctive and disjunctive hierarchical secret sharing schemes allow for more flexibility because the reconstruction capability of the storage servers can be arranged such that no storage provider has enough information to retrieve the document. Clearly, if users can rely on less storage providers for a given reconstructing threshold, then this allow for a better trade-off between data protection and storage cost.

This paper shows how to practically compute additions and multiplications over hierarchically shared data when Tassa's conjunctive and disjunctive secret sharing schemes are used. So far solutions to perform operations on shared messages have only been instantiated for Shamir's threshold secret sharing schemes and have been generalized for any linear secret sharing scheme in [10]. Thus, in this work we fill this gap by introducing procedures allowing to evaluate functions on shares that have been generated using a hierarchical secret sharing scheme. More precisely, we show how to perform linear operations and multiplications on messages that have been shared and need to be reconstructed using the Birkhoff interpolation formula. Tassa's conjunctive and disjunctive hierarchical secret sharing schemes are based on Birkhoff interpolation and are linear schemes. Thus, we adapt to our setting the general procedure for computations over linear secret sharing schemes introduced in [10]. This is not trivial because in practice multiplications are split in a preprocessing and an on-line phase which both have to be adapted to the hierarchical setup. Furthermore, we prove that these procedures compute the outcome of functions correctly and provide perfect secrecy, i.e. only qualified subsets are able to retrieve the input messages and the result of computations. Moreover, we provide an audit procedure for computations over messages shared hierarchically. Lastly, we discuss security and efficiency of the algorithms introduced. The rest of the paper is organized as follows. First, the related work and the preliminaries are discussed in Section 2
and Section 3, respectively. Then, our contribution is presented. More precisely, in Section 4 it is shown how to perform operations over messages shared using Birkhoff interpolation-based hierarchical secret sharing schemes. Furthermore, it is proven that those procedures compute the outcome of functions correctly and provide perfect secrecy. Since multiplications on hierarchical shares require larger changes on the preprocessing phase we detail this process in Section 5. In Section 6, it is described how to perform the auditing procedure. Security and efficiency of the proposed protocols are discussed in Section 7. Conclusions can be found in Section 8.

## 2 Related Work

Independently introduced by Shamir [31] and Blakley [4], threshold secret sharing is a cryptographic primitive enabling a dealer to share a message equally among a set of players, called shareholders. The message can be reconstructed by subsets of a certain amount of shareholders while subsets smaller than the threshold do not learn any information about the data shared. The best known and most widely used secret sharing scheme is Shamir's threshold secret sharing, introduced in 1979 in [31]. His solution is based on polynomials and on Lagrange interpolation. In addition, extensive research has been done with respect to Shamir's threshold secret sharing showing very desirable features from a practical point of view. For instance, it has been shown in [21] how shares can be periodically refreshed to ensure long-term protection of the shared message. Based on the general approach of [12], it has been shown in [19] how to modify the definition of eligible subsets of shareholders for the reconstruction of the message. In [26], it has been shown how to add shareholders. Furthermore, it is possible to perform operations over shared messages, provided that the set of shareholders and the threshold remain the same for all the shared messages, as shown in [18]. This enables general multi-party computation, as discussed in [3], [8], and [16]. Furthermore, in [30] it is shown how to perform an auditing procedure for computations over shared messages, which is based on the work done in [1] and in [11]. So called hierarchical secret sharing schemes [14] address scenarios where the shareholders are not equal in their reconstruction capability. This allows, for instance, to reflect the hierarchical structure of companies. Furthermore, they can be used to realize social secret sharing schemes in cloud storage solutions (see e.g. [25], [35]). Here the best performing storage servers are treated as the most powerful shareholders. A preliminary notion of hierarchical secret sharing has been discussed by Shamir already in his seminal work [31]. However, this approach overloads the most powerful shareholders. Brickell in [7] and Simmons in [32] presented a solution where each shareholder receives only one share which is of equal size, but with different reconstruction capabilities. However, the reconstruction process is highly expensive. Ghodosi et al. showed in [17] how to construct efficient schemes for specific instantiations. In 2007 Tassa solved these problems by introducing in [33] two schemes based on polynomials and Birkhoff interpolation (a generalization of Lagrange interpolation) for the reconstruction
of the message. These are called conjunctive and disjunctive hierarchical secret sharing schemes, depending on which subsets of shareholders are eligible to access the shared message. It has been proven in [34] that Tassa's conjunctive and disjunctive hierarchical secret sharing schemes achieve the same flexibility as Shamir's threshold secret sharing scheme. More precisely, algorithms based on Birkhoff interpolation have been designed that allow Tassa's schemes to add shareholders, to periodically refresh the shares, and to modify the definition of eligible subsets for the reconstruction of the message. According to the notion of dynamic secret sharing ${ }^{1}$ specified in [34], both Shamir's and Tassa's secret sharing schemes are dynamic. The last step to show that hierarchical secret sharing achieves the same functionalities as Shamir's threshold secret sharing is to prove that Tassa's schemes support the same operations over shared messages, i.e. linear combinations and multiplication. Conditions on the access structure allowing for multiplication have been investigated in [23]. However, they lead to schemes with either an increased length of the shares (which is not optimal for our application to distributed storage systems) or with stronger conditions on the access structure deviating from the original schemes proposed by Tassa. Furthermore, practical and ready to be used algorithms for linear operations and multiplications over Tassa's conjunctive and disjunctive hierarchical secret sharing schemes and for performing auditing over such computations were not proposed. And this is what we provide in this work.

## 3 Preliminaries

This section provides preliminaries with respect to secret sharing and explains in details how Tassa's conjunctive and disjunctive hierarchical secret sharing schemes are defined.

### 3.1 Threshold Secret Sharing Schemes

Secret sharing schemes are used to share a message $m \in \mathbb{F}_{q}$ across a set $S=$ $\left\{s_{1}, \ldots, s_{n}\right\}$ of $n$ shareholders. More precisely, a dealer generates shares $\sigma_{1}, \ldots, \sigma_{n} \in$ $\mathbb{F}_{q}$ of message $m$ and distributes each share $\sigma_{i} \in \mathbb{F}_{q}$ to the respective shareholder $s_{i} \in S$. Only specific subsets $A \subset S$ of shareholders can reconstruct the message provided that certain requirements are fulfilled. Instead, subsets $U \subset S$ not fulfilling such requirements cannot reconstruct the message and get no information about it. These subsets are called authorized and unauthorized, respectively. Denoted by $\mathcal{P}(S)$ the partition of set $S$, the access structure $\Gamma \subset \mathcal{P}(S)$ determines both sets, i.e. $A \in \Gamma$ and $U \notin \Gamma$. More formally, secret sharing is a pair of algorithms (Share, Reconstruct). Algorithm Share takes as input a message $m \in \mathbb{F}_{q}$ and the unique ID $i \in \mathcal{I}$ of shareholder $s_{i} \in S$ and outputs its share $\sigma_{i} \in \mathbb{F}_{q}$, for $i=1, \ldots, n$. Algorithm Reconstruct takes as input a subset $R \subset S$ and outputs

[^0]the message $m$ if $R \in \Gamma$ and $\perp$ otherwise. Adapting the definition provided in [2] to the purpose of this paper, in the following we formalize the notions of correctness and perfect secrecy.

Definition 1. Given the set $\mathbb{F}_{q}$ of messages and the set $S=\left\{s_{1}, \ldots, s_{n}\right\}$ of shareholders, the pair of algorithms (Share, Reconstruct) is a secret sharing scheme realizing access structure $\Gamma \subset \mathcal{P}(S)$ if the following two requirements hold.

1) Correctness: if shares held by shareholders of an authorized set $A \in \Gamma$ are given as input to algorithm Reconstruct, then algorithm Reconstruct retrieves the message $m$ shared during algorithm Share, for every message $m \in \mathbb{F}_{q}$.
2) Perfect secrecy: if shares held by shareholders of an unauthorized set $U \notin \Gamma$ are given as input to algorithm Reconstruct, then algorithm Reconstruct leaks no information about the message $m$ shared during algorithm Share, for every message $m \in \mathbb{F}_{q}$.

Linear threshold secret sharing schemes are amongst the most studied schemes also due to their usage in practical scenarios. The first $(t, n)$-threshold secret sharing scheme is proposed by Shamir in [31] and it is based on interpolation of polynomials. More precisely, a message $m$ is shared using a polynomial $f(x)=a_{0}+a_{1} x+\cdots+a_{t-1} x^{t-1}$ of degree $\operatorname{deg}(f(x))=t-1$, where $a_{0}:=m$ and coefficients $a_{1}, \ldots, a_{t-1} \in \mathbb{F}_{q}$ are chosen uniformly at random. Algorithm Share computes share $\sigma_{i} \in \mathbb{F}_{q}$ for shareholder $s_{i} \in S$ as a point on polynomial $f(x)$, i.e. $\sigma_{i}:=f(i)$, where $i \in \mathcal{I}$ is the ID of shareholder $s_{i}$. Algorithm Reconstruct is based on Lagrange interpolation of polynomials. Thus, on the one hand, authorized subsets $A \subset S$ are composed of $t$ or more shareholders, that is $|A| \geq t$. In fact, when $t$ or more points of polynomial $f(x)$ are collected, it is possible to correctly interpolate polynomial $f(x)$ and message $m$ is retrieved as $f(0)=a_{0}$. On the other hand, unauthorized subsets $U \subset S$ are composed of $t-1$ or less shareholders, that is $|U| \leq t-1$. In fact, when only $t-1$ or less points are collected, polynomial $f(x)$ cannot be reconstructed and no information about message $m \in \mathbb{F}_{q}$ is leaked.

### 3.2 Hierarchical Secret Sharing Schemes and Birkhoff Interpolation Problem

The so called conjunctive and disjunctive schemes proposed by Tassa in [33] are the first hierarchical secret sharing schemes based on Birkhoff interpolation of polynomials. More precisely, shares are either points on a polynomial or points on one of the derivatives of such polynomial. More precisely, a hierarchy is composed of levels $L_{0}, \ldots, L_{\ell}$, where $L_{0}$ is the highest level, $L_{\ell}$ the lowest, and $\ell \leq n$. The cardinality of each level $L_{h}$ is denoted by $n_{h}$ and each shareholder is assigned to one level only. In addition, a threshold $t_{h}$ is associated with each level $L_{h}$, for $h \in 0, \ldots, \ell$, such that $0<t_{0}<\cdots<t_{\ell}$. Tassa individuated two types of access structures, defining, respectively the conjunctive and the disjunctive hierarchical secret sharing. On the one hand, the conjunctive access structure
determines that a subset $A \subset S$ is authorized if, for all levels $L_{h}$, it contains $t_{h}$ shareholders assigned to levels equal or higher than $L_{h}$, for $h=0, \ldots, \ell$. On the other hand, the disjunctive access structure specifies that a subset $A \subset S$ is authorized if, for at least one level $L_{h}$, it contains $t_{h}$ shareholders assigned to levels equal or higher than $L_{h}$, for $h=0, \ldots, \ell$. In the following, we write information relating to disjunctive hierarchical secret sharing in brackets. For conjunctive (disjunctive) hierarchical secret sharing schemes the unique ID of shareholder $s_{i, j} \in S$ is a pair $(i, j) \in \mathcal{I} \times \mathcal{I}$, where $i=1, \ldots, n_{h}$ and $j:=$ $t_{h-1}\left(j:=t_{\ell}-t_{h}\right)$, for $h=0, \ldots, \ell$ with $t_{-1}:=0$. The algorithms Share and Reconstruct of the conjunctive (disjunctive) hierarchical secret sharing are as follows.

Share The algorithm takes as input a message $m \in \mathbb{F}_{q}$ and generates a polynomial $f(x)=a_{0}+a_{1} x+\cdots+a_{t-1} x^{t-1}$ of degree $\operatorname{deg}(f(x))=t-1$, where $a_{0}:=m$ $\left(a_{t-1}:=m\right)$ and the coefficients $a_{1}, \ldots, a_{t-1} \in \mathbb{F}_{q}\left(a_{0}, \ldots, a_{t-2} \in \mathbb{F}_{q}\right)$ are chosen uniformly at random. It outputs share $\sigma_{i, j} \in \mathbb{F}_{q}$ for shareholder $s_{i, j} \in S$ computed as $\sigma_{i, j}:=f^{j}(i)$, where $f^{j}(x)$ is the $j$-th derivative of polynomial $f(x)$ and pair $(i, j) \in \mathcal{I} \times \mathcal{I}$ is the unique ID of shareholder $s_{i, j} \in S$, for $i=1, \ldots, n_{h}$ and $h=0, \ldots, \ell$.

Reconstruct The algorithm takes as input a set of shares held by a subset $R \subset S$ of shareholders. If $R$ is unauthorized, i.e. $R \notin \Gamma$, then it outputs $\perp$. If $R$ is authorized, i.e. $R \in \Gamma$, then it reconstructs polynomial $f(x)$ using Birkhoff interpolation and outputs $m=a_{0}\left(m=a_{t-1}\right)$.

The Birkhoff interpolation problem is a generalization of the Lagrange interpolation problem and describes the problem of finding a polynomial $f(x)=$ $a_{0}+a_{1} x+\cdots+a_{t-1} x^{t-1}$ satisfying the equalities $f^{j}(i)=\sigma_{i, j}$. Given an authorized set $R \in \Gamma$ of shareholders for conjunctive (disjunctive) hierarchical secret sharing schemes, the Birkhoff interpolation problem can be solved as follows. The interpolation matrix associated to set $R$ is a binary matrix $E$ where entry $e_{i, j}$ is set to ' 1 ' if shareholder $s_{i, j}$ participates with share $\sigma_{i, j}$ and ' 0 ' otherwise. Let us denote by $I(E)=\left\{(i, j)\right.$ such that $\left.e_{i, j}=1\right\}$ the set containing the entries of $E$ in lexicographic order, i.e. the pair $(i, j)$ precedes the pair $\left(i^{\prime}, j^{\prime}\right)$ if and only if $i<i^{\prime}$ or $i=i^{\prime}$ and $j<j^{\prime}$. The elements of $I(E)$ are denoted by $\left(i_{1}, j_{1}\right),\left(i_{2}, j_{2}\right), \ldots,\left(i_{r}, j_{r}\right)$, where $r:=|R|$. Furthermore, we set $\varphi:=\left\{\phi_{0}, \phi_{1}, \phi_{2}, \ldots, \phi_{t-1}\right\}=\left\{1, x, x^{2}, \ldots, x^{t}\right\}$ and denote by $\phi_{k}^{j}$ the $j$-the derivative of $\phi_{k}$, for $k=0, \ldots, t-1$. Then the matrix $A(E, X, \varphi)$ is defined as follows:

$$
A(E, X, \varphi)=\left(\begin{array}{ccccc}
\phi_{0}^{j_{1}}\left(i_{1}\right) & \phi_{1}^{j_{1}}\left(i_{1}\right) & \phi_{2}^{j_{1}}\left(i_{1}\right) & \cdots & \phi_{t-1}^{j_{1}}\left(i_{1}\right) \\
\phi_{0}^{j_{2}}\left(i_{2}\right) & \phi_{1}^{j_{2}}\left(i_{2}\right) & \phi_{2}^{j_{2}}\left(i_{2}\right) & \cdots & \phi_{t-1}^{j_{2}}\left(i_{2}\right) \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
\phi_{0}^{j_{r}}\left(i_{r}\right) & \phi_{1}^{j_{r}}\left(i_{r}\right) & \phi_{2}^{j_{r}}\left(i_{r}\right) & \cdots & \phi_{t-1}^{j_{r} j_{r}}\left(i_{r}\right)
\end{array}\right) .
$$

Polynomial $f(x)$ can be reconstructed in distributed fashion by computing

$$
f(x)=\sum_{k=0}^{t-1} a_{k} x^{k}=\sum_{k=0}^{t-1} \sum_{l=1}^{r} a_{l, k} x^{k}
$$

where $a_{l, k}:=\sigma_{i_{l}, j_{l}}(-1)^{l-1+k} \frac{\operatorname{det}\left(A_{l-1, k}(E, X, \varphi)\right)}{\operatorname{det}(A(E, X, \varphi))}$ is computed locally by shareholder $s_{i_{l}, j_{l}} \in R$, for $l=1, \ldots, r$, and matrix $A_{l-1, k}(E, X, \varphi)$ results from matrix $A(E, X, \varphi)$ by removing the $l$-th row and the $(k+1)$-th column (see [34], Theorem 1 for a formal proof). Appendix A discusses the necessary and sufficient requirements for Birkhoff interpolation problem to have a unique solution. Examples of Birkhoff interpolation problems can be found in [27].

## 4 Operations on Messages Distributed through Hierarchical Secret Sharing Schemes

In this section, we prove that Tassa's conjunctive and disjunctive hierarchical secret sharing schemes, based on Birkhoff interpolation, allow to perform operations over shared messages. More precisely, a message can be reconstructed which is the result of operations performed over previously shared messages. The operations supported are the sum of messages, the multiplication of a message by a scalar, and the product of messages.

### 4.1 Setting

Messages $m_{1}, m_{2} \in \mathbb{F}_{q}$ are distributed to a set $S$ of $n$ shareholders according to the following assumptions.
(A1) The underlying access structure $\Gamma$ remains the same for both messages $m_{1}, m_{2}$. More precisely, both polynomials $f(x)$ and $h(x)$ used to share $m_{1}$ and $m_{2}$, respectively, have the same degree. Furthermore, shareholder $s_{i, j}$ with unique ID $(i, j)$ holds share $\sigma_{i, j}\left(m_{1}\right):=f^{j}(i)$ and $\sigma_{i, j}\left(m_{2}\right):=h^{j}(i)$.
(A2) The degree $t-1$ of polynomials $f(x)$ and $h(x)$ is chosen such that $2 t \leq n$, where $n$ is the total number of shareholders.
(A3) The ID $(i, j)$ of each shareholder $s_{i, j} \in S$ is chosen such that index $i \in \mathcal{I}$ is selected once within the whole hierarchy and such that the corresponding Birkhoff interpolation problem has a unique solution. The requirements to achieve this can be found in Appendix A.
(A4) The user communicates with the shareholders and the shareholders among each other using private channels.
(A5) A tamper-proof bulletin board is available to allow exchanging data during the preprocessing phase of the multiplication procedure. Note that this is a common assumption for auditable multi-party computation and a more formal definition can be found in [20].

Let us recall that index $j \in \mathcal{I}$ of the unique identity ID of shareholder $s_{i, j} \in S$ is defined as $j:=t_{h-1}\left(j:=t_{\ell}-t_{h}\right)$, for $h=0, \ldots, \ell$ and $t_{-1}:=0$ (see Section 3). Algorithm Share defined in Section 3.2 is run separately to share and distribute message $m_{1}$ and message $m_{2}$ to the $n$ shareholders of set $S$. More precisely, to share message $m_{1}$, algorithm Share selects a polynomial $f(x)=a_{0}+a_{1} x+\cdots+$ $a_{t-1} x^{t-1}$, where $a_{0}:=m_{1}\left(a_{t-1}:=m_{1}\right)$ and $a_{1}, \ldots, a_{t-1} \in \mathbb{F}_{q}\left(a_{0}, \ldots, a_{t-2} \in \mathbb{F}_{q}\right)$ are chosen uniformly at random. It distributes to each shareholder $s_{i, j} \in S$ share $\sigma_{i, j}\left(m_{1}\right)=f^{j}(i)$. To share message $m_{2}$, algorithm Share generates a polynomial $h(x)=b_{0}+b_{1} x+\cdots+b_{t-1} x^{t-1}$, where $b_{0}:=m_{2}\left(b_{t-1}:=m_{2}\right)$ and $b_{1}, \ldots, b_{t-1} \in$ $\mathbb{F}_{q}\left(b_{0}, \ldots, b_{t-2} \in \mathbb{F}_{q}\right)$ are chosen uniformly at random. It distributes to each shareholder $s_{i, j} \in S$ share $\sigma_{i, j}\left(m_{2}\right)=h^{j}(i)$. Afterwards, algorithms Linear and Multiply are run by each shareholder individually to perform linear operations and multiplications on their shares of messages $m_{1}$ and $m_{2}$. Finally, the result $m \in \mathbb{F}_{q}$ of these operations on $m_{1}, m_{2}$ can be reconstructed by running algorithm Reconstruct defined in Section 3.2 on the shares computed by each shareholder.

### 4.2 Linear Operations

In this section, algorithm Linear is presented, which computes share $\sigma_{i, j}(m) \in \mathbb{F}_{q}$ for shareholder $s_{i, j} \in S$, to be used as input for algorithm Reconstruct to retrieve message $m=\lambda_{1} \cdot m_{1}+\lambda_{2} \cdot m_{2}$, for scalars $\lambda_{1}, \lambda_{2} \in \mathbb{F}_{q}$.

Linear The algorithm takes as input shares $\sigma_{i, j}\left(m_{1}\right), \sigma_{i, j}\left(m_{2}\right) \in \mathbb{F}_{q}$ held by shareholder $s_{i, j} \in S$, and scalars $\lambda_{1}, \lambda_{2} \in \mathbb{F}_{q}$. It outputs share $\sigma_{i, j}(m):=$ $\lambda_{1} \cdot \sigma_{i, j}\left(m_{1}\right)+\lambda_{2} \cdot \sigma_{i, j}\left(m_{2}\right) \in \mathbb{F}_{q}$ for shareholder $s_{i, j} \in S$.

Theorem 1. The algorithm Linear for conjunctive (disjunctive) hierarchical secret sharing introduced above computes the shares correctly. More precisely, on input shares $\sigma_{i, j}\left(m_{1}\right), \sigma_{i, j}\left(m_{2}\right)$ and scalars $\lambda_{1}, \lambda_{2}$, the shares computed by Linear reconstruct to message $m$, where $m=\lambda_{1} \cdot m_{1}+\lambda_{2} \cdot m_{2}$. Furthermore, perfectly secrecy, according to Definition 1, is maintained while performing Linear.

Proof. Let $\sigma_{i, j}(m) \in \mathbb{F}_{q}$ be the shares computed by shareholders $s_{i, j} \in R$ using algorithm Linear, where $R \in \Gamma$ is an authorized set. To prove correctness, we have to show that algorithm Reconstruct outputs message $m=\lambda_{1} \cdot m_{1}+\lambda_{2} \cdot m_{2}$ when it takes as input shares $\sigma_{i, j}(m) \in \mathbb{F}_{q}$. More precisely, we have to show that the shares interpolate to a polynomial $p(x)=c_{0}+c_{1} x+\cdots+c_{t-1} x^{t-1}$ of degree $\operatorname{deg}(p(x))=t-1$, where $c_{0}=\lambda_{1} \cdot m_{1}+\lambda_{2} \cdot m_{2}\left(c_{t-1}=\lambda_{1} \cdot m_{1}+\lambda_{2} \cdot m_{2}\right)$. To prove perfect secrecy, we have to show, first, that algorithm Linear computes shares for message $m=\lambda_{1} \cdot m_{1}+\lambda_{2} \cdot m_{2}$ without leaking information about the shares for message $m_{1}$ and message $m_{2}$. Second, we have to show that any unauthorized set $U \notin \Gamma$ gets no information about $m=\lambda_{1} \cdot m_{1}+\lambda_{2} \cdot m_{2}$. In order to do that, we have to show that polynomial $p(x)=c_{0}+c_{1} x+\cdots+c_{t-1} x^{t-1}$ can be computed in distributed fashion by each shareholder $s_{i, j} \in R$. That is, correctness and perfect secrecy hold if each shareholder can compute a term $p_{(i, j), k}$ without leaking information to any other shareholder and such that:

$$
p(x)=\sum_{k=0}^{t-1} c_{k} x^{k}=\sum_{k=0}^{t-1} \sum_{s i, j \in R} p_{(i, j), k} x^{k},
$$

where $c_{0}=\lambda_{1} \cdot m_{1}+\lambda_{2} \cdot m_{2}\left(c_{t-1}=\lambda_{1} \cdot m_{1}+\lambda_{2} \cdot m_{2}\right)$.
Let us recall that message $m_{1} \in \mathbb{F}_{q}$ is shared using polynomial $f(x)=a_{0}+$ $a_{1} x+\cdots+a_{t-1} x^{t-1}$. Due to Birkhoff interpolation resolution formula (see Section 3.2 ), coefficient $a_{k}$ of polynomial $f(x)$ can be computed as:

$$
a_{k}=\sum_{l=1}^{r} a_{l, k}=\sum_{l=1}^{r} \sigma_{l}\left(m_{1}\right)(-1)^{l-1+k} \frac{\operatorname{det}\left(A_{l-1, k}(E, X, \varphi)\right)}{\operatorname{det}(A(E, X, \varphi))}
$$

for $k=0, \ldots, t-1$, where $\sigma_{l}\left(m_{1}\right)$, for $l=1, \ldots, r$, are the shares $\sigma_{i, j}\left(m_{1}\right)$ in lexicographic order $\left((i, j)\right.$ precedes the pair $\left(i^{\prime}, j^{\prime}\right)$ if $i<i^{\prime}$ or $i=i^{\prime}$ and $\left.j<j^{\prime}\right)$. Similarly, message $m_{2} \in \mathbb{F}_{q}$ is shared through polynomial $h(x)=b_{0}+b_{1} x+$ $\cdots+b_{t-1} x^{t-1}$. Due to Birkhoff interpolation resolution formula, coefficient $b_{k}$ of polynomial $h(x)$ can be computed as:

$$
b_{k}=\sum_{l=1}^{r} b_{l, k}=\sum_{l=1}^{r} \sigma_{l}\left(m_{2}\right)(-1)^{l-1+k} \frac{\operatorname{det}\left(A_{l-1, k}(E, X, \varphi)\right)}{\operatorname{det}(A(E, X, \varphi))}
$$

for $k=0, \ldots, t-1$, where $\sigma_{l}\left(m_{2}\right)$, for $l=1, \ldots, r$, are the shares $\sigma_{i, j}\left(m_{2}\right)$ in lexicographic order. Because of the homomorphic property of polynomials, polynomial $p(x)$ can be computed as the linear combination of polynomial $f(x)$ and polynomial $h(x)$ with scalars $\lambda_{1}, \lambda_{2} \in \mathbb{F}_{q}$. That is, $p(x)=\lambda_{1} \cdot f(x)+\lambda_{2} \cdot h(x)$. Therefore,

$$
p(x)=\sum_{k=0}^{t-1} \lambda_{1} \cdot a_{k}+\lambda_{2} \cdot b_{k}=\sum_{k=0}^{t-1} \sum_{l=1}^{r} \lambda_{1} \cdot a_{l, k}+\lambda_{2} \cdot b_{l, k} .
$$

This shows that the terms $p_{l, k}=p_{(i, j), k}:=\lambda_{1} \cdot a_{l, k}+\lambda_{2} \cdot b_{l, k}$ computed by the shareholders $s_{i, j} \in R$ interpolate to polynomial $p(x)$ and correctness is provided. Regarding perfect secrecy, the computation of $p_{l, k}$ is performed solely by shareholder $s_{l} \in R$ using the information it has and without leaking $a_{l, k}$ nor $b_{l, k}$. Thus, no information about shares $\sigma_{l}\left(m_{1}\right), \sigma_{l}\left(m_{2}\right)$ is leaked. Moreover, being polynomial $p(x)$ of degree $\operatorname{deg}(p(x))=t-1$, the original access structure $\Gamma$ is maintained: subsets $U \subset S$ of shareholders such that $U \notin \Gamma$ not only cannot reconstruct $m=\lambda_{1} \cdot m_{1}+\lambda_{2} \cdot m_{2}$, but also do not get any information about $m_{1}$ nor $m_{2}$. Thus, perfect secrecy of the underlying conjunctive (disjunctive) hierarchical secret sharing is still maintained even if algorithm Linear is run and the shares computed by this algorithm are used as input for algorithm Reconstruct.

### 4.3 Multiplication

In this section, algorithm Multiply is presented, which computes share $\sigma_{i, j}(m)$ for shareholder $s_{i, j} \in S$. Share $\sigma_{i, j}(m)$ is used as input for algorithm Reconstruct
to retrieve message $m=m_{1} \cdot m_{2}$. Algorithm Multiply uses algorithm Linear (see Section 4.2) to compute message $m$ as linear combinations of the shares for message $m_{1}$ and message $m_{2}$. More precisely, it builds on the multiplication algorithm discussed in [30], requiring for each multiplication a preprocessing phase in which the shareholders jointly compute shares $\sigma_{i, j}(\alpha), \sigma_{i, j}(\beta), \sigma_{i, j}(\gamma)$ to messages $\alpha, \beta, \gamma \in \mathbb{F}_{q}$ such that $\alpha \cdot \beta=\gamma$. Note that, according to Assumption (A1) in Section 4.1, for algorithm Multiply to work the values $\alpha, \beta$, and $\gamma$ have to be shared according to the access structure $\Gamma$. More details about how to achieve this are provided in Section 5.

Multiply The algorithm selects a triple $(\alpha, \beta, \gamma)$ generated during the preprocessing phase and it takes as input shares $\sigma_{i, j}\left(m_{1}\right), \sigma_{i, j}\left(m_{2}\right) \in \mathbb{F}_{q}$ and shares $\sigma_{i, j}(\alpha), \sigma_{i, j}(\beta), \sigma_{i, j}(\gamma) \in \mathbb{F}_{q}$ held by shareholder $s_{i, j} \in S$. It outputs share $\sigma_{i, j}(m) \in \mathbb{F}_{q}$ for message $m=m_{1} \cdot m_{2}$, which is computed performing the following steps.

First, shareholder $s_{i, j}$ computes share $\sigma_{i, j}(\delta):=\sigma_{i, j}\left(m_{1}\right)-\sigma_{i, j}(\alpha)$ and share $\sigma_{i, j}(\varepsilon):=\sigma_{i, j}\left(m_{2}\right)-\sigma_{i, j}(\beta)$ using algorithm Linear. Second, shareholders from an authorized set $R \in \Gamma$ run algorithm Reconstruct with shares $\sigma_{i, j}(\delta), \sigma_{i, j}(\varepsilon)$ as input to publicly reconstruct values $\delta, \varepsilon$ using the bulletin board. Third, shareholder $s_{i, j} \in S$ computes the share $\sigma_{i, j}(m):=\sigma_{i, j}(\gamma)+\varepsilon \cdot \sigma_{i, j}\left(m_{1}\right)+\delta \cdot \sigma_{i, j}\left(m_{2}\right)-\delta \varepsilon$ using algorithm Linear.

Theorem 2. The algorithm Multiply for conjunctive (disjunctive) hierarchical secret sharing introduced above computes the shares correctly. More precisely, on input shares $\sigma_{i, j}\left(m_{1}\right), \sigma_{i, j}\left(m_{2}\right)$, the shares computed by Multiply reconstruct to message $m$, where $m=m_{1} \cdot m_{2}$. Furthermore, perfect secrecy, according to Definition 1, is maintained while performing Multiply.

Proof. The correctness relies on the correctness of algorithm Linear, presented in Section 4.2. In fact, share $\sigma_{i, j}(m)$ is defined as the linear combination of shares $\sigma_{i, j}(\gamma), \sigma_{i, j}\left(m_{1}\right), \sigma_{i, j}\left(m_{2}\right)$ for messages $\gamma, m_{1}, m_{2}$, respectively, and scalars $\delta, \varepsilon$. More precisely, in the first step the scalars $\delta$ and $\varepsilon$ are computed in distributed fashion using algorithm Linear, such that $\delta=m_{1}-\alpha$ and $\varepsilon=m_{2}-\beta$. After those values have been reconstructed in the second step, in the third step each shareholder computes a share to message $m$ by computing $\sigma_{i, j}(m)=\sigma_{i, j}(\gamma)+$ $\varepsilon \cdot \sigma_{i, j}\left(m_{1}\right)+\delta \cdot \sigma_{i, j}\left(m_{2}\right)-\delta \varepsilon$ using algorithm Linear. Therefore, if algorithm Reconstruct takes as input shares $\sigma_{i, j}(m) \in \mathbb{F}_{q}$ held by shareholders $s_{i, j} \in R$, where $R \in \Gamma$ is an authorized set, then it retrieves:

$$
\begin{gathered}
m=\gamma+\varepsilon \cdot m_{1}+\delta \cdot m_{2}-\delta \varepsilon \\
=\gamma+\left(m_{2}-\beta\right) \cdot m_{1}+\left(m_{1}-\alpha\right) \cdot m_{2}-\left(m_{2}-\beta\right)\left(m_{1}-\alpha\right) \\
=\gamma+m_{1} \cdot m_{2}-\beta \cdot \alpha
\end{gathered}
$$

Since $\alpha \cdot \beta=\gamma$ this leads to

$$
m=m_{1} \cdot m_{2}
$$

showing that algorithm Multiply is correct. Thus, algorithm Reconstruct interpolates to a polynomial $p(x)=c_{0}+c_{1} x+\cdots+c_{t-1} x^{t-1}$ of degree $\operatorname{deg}(p(x))=t-1$ and retrieves message $m_{1} \cdot m_{2}$ as $c_{0}\left(c_{t-1}\right)$. The perfect secrecy of algorithm Multiply is implied by the perfect secrecy of algorithm Linear (proven in Section 4.2 ) and by the perfect secrecy of the preprocessing phase, which is discussed in Section 5.

## 5 Preprocessing Phase

In this section, we introduce the preprocessing phase enabling the multiplication between two shared messages (see Section 4.3). Preprocessing has been common practice for multi-party computation since it has been introduced by Beaver in [1], because it lowers the communication complexity of the algorithm Multiply. More precisely, during the preprocessing phase a triple $(\alpha, \beta, \gamma)$ is generated such that the following conditions hold.
$-\alpha \cdot \beta=\gamma$.

- Assumption (1) of Section 4.1 holds, i.e. each shareholder $s_{i, j} \in S$ with ID $(i, j) \in \mathcal{I} \times \mathcal{I}$ holds shares $\sigma_{i, j}(\alpha):=f_{\alpha}^{j}(i), \sigma_{i, j}(\beta):=f_{\beta}^{j}(i)$, and $\sigma_{i, j}(\gamma):=$ $f_{\gamma}^{j}(i)$, where $f_{\alpha}(x), f_{\beta}(x)$, and $f_{\gamma}(x)$ are the polynomials of degree $t-1$ sharing $\alpha, \beta$, and $\gamma$, respectively.

In [11] it is shown how to generate such triples, but it is assumed that Shamir's threshold secret sharing scheme is used. Thus, here we present a preprocessing phase for Tassa's conjunctive (disjunctive) hierarchical secret sharing scheme.

PreMult The algorithm outputs for each shareholder $s_{i, j} \in S$ a triple of shares $\sigma_{i, j}(\alpha), \sigma_{i, j}(\beta), \sigma_{i, j}(\gamma) \in \mathbb{F}_{q}$, such that for each triple it holds that $\sigma_{i, j}(\gamma)=$ $\sigma_{i, j}(\alpha \beta)$. This is done in three main steps.

First, each shareholder $s_{i, j}$ randomly chooses a pair of shares $\sigma_{i, j}(\alpha), \sigma_{i, j}(\beta)$, as shown in Appendix B.1. Second, shareholders $s_{1}, \ldots, s_{r} \in R$ from an authorized set $R \in \Gamma$ compute for each shareholder $s_{i, j}$ terms $\delta_{l,(i, j)}$ and $\varepsilon_{l,(i, j)}$. Third, using $\delta_{l,(i, j)}$ and $\varepsilon_{l,(i, j)}$ each shareholder $s_{i, j} \in S$ computes its share $\sigma_{i, j}(\gamma) \in \mathbb{F}_{q}$.

More precisely, in the second step each shareholder $s_{l} \in R$, for $l=1, \ldots, r$, computes the input $\delta_{l,(i, j)}$ and $\varepsilon_{l,(i, j)}$ for $s_{i, j}$ by performing the following steps.

First, shareholder $s_{l} \in R$ uses its shares $\sigma_{l}(\alpha)$ and $\sigma_{l}(\beta)$ and the unique ID $(i, j)$ of shareholder $s_{i, j}$ to compute the values $\lambda_{l,(i, j)}$ and $\mu_{l,(i, j)}$ defined as:

$$
\lambda_{l,(i, j)}:=\sigma_{l}(\alpha) \sum_{k=j-1}^{t-1} \frac{k!}{(k-j+1)!}(-1)^{l-1+k} \frac{\operatorname{det}\left(A_{l-1, k}(E, X, \varphi)\right)}{\operatorname{det}(A(E, X, \varphi))} i^{k-j+1}
$$

and

$$
\mu_{l,(i, j)}:=\sigma_{l}(\beta) \sum_{k=j-1}^{t-1} \frac{k!}{(k-j+1)!}(-1)^{l-1+k} \frac{\operatorname{det}\left(A_{l-1, k}(E, X, \varphi)\right)}{\operatorname{det}(A(E, X, \varphi))} i^{k-j+1}
$$

where $A(E, X, \varphi)$ and $A_{l-1, k}(E, X, \varphi)$ are the matrices defined in Section 3. Then, it randomly splits $\lambda_{l,(i, j)}$ and $\mu_{l,(i, j)}$ into $r$ values, i.e. $\lambda_{l,(i, j)}=\lambda_{1, l,(i, j)}+$ $\cdots+\lambda_{r, l,(i, j)}$ and $\mu_{l,(i, j)}=\mu_{1, l,(i, j)}+\cdots+\mu_{r, l,(i, j)}$ and sends $\lambda_{m, l,(i, j)}$ and $\mu_{m, l,(i, j)}$ to shareholder $s_{m} \in R$, for $m=1, \ldots, r$ and $m \neq l$, using a private channel. Afterwards, it collects all values $\lambda_{l, m,(i, j)}$ and $\mu_{l, m,(i, j)}$ received from shareholder $s_{m} \in R$, for $m=1, \ldots, r$ and $m \neq l$, and computes $\delta_{l,(i, j)}:=\sum_{m=1}^{r} \lambda_{l, m,(i, j)}$ and $\varepsilon_{l,(i, j)}:=\sum_{m=1}^{r} \mu_{l, m,(i, j)}$. Finally, it sends $\delta_{l,(i, j)}$ and $\varepsilon_{l,(i, j)}$ to shareholder $s_{i, j}$ using a private channel.

In the third step, all shareholders within the set $S$ compute their shares. More precisely, each shareholder $s_{i, j} \in S$ computes share $\sigma_{i, j}(\gamma)$ using the values $\delta_{l,(i, j)}$ and $\varepsilon_{l,(i, j)}$ received from shareholder $s_{l} \in R$, for $l=1, \ldots, r$, as

$$
\sigma_{i, j}(\gamma):=\sigma_{i, j}(\alpha \beta)=\left(\sum_{l=1}^{r} \delta_{l,(i, j)}\right) \cdot \sigma_{i, j}(\beta)+\sigma_{i, j}(\alpha) \cdot\left(\sum_{l=1}^{r} \varepsilon_{l,(i, j)}\right) .
$$

Theorem 3. The algorithm PreMult for conjunctive (disjunctive) hierarchical secret sharing introduced above computes the multiplicative triples correctly. More precisely, on input the shares $\sigma_{i, j}(\alpha)$ and $\sigma_{i, j}(\beta)$, the shares computed by algorithm PreMult reconstructs to $\gamma$, where $\gamma=\alpha \beta$. Furthermore, perfect secrecy, according to Definition 1, is maintained while performing PreMult.

Proof. Let $\sigma_{i, j}(\alpha \beta)$ be the share computed by shareholder $s_{i, j} \in R$ using algorithm PreMult, where $R \in \Gamma$ is an authorized set. Correctness of algorithm PreMult is provided if the shares held by shareholders in $R$ it outputs interpolate to a polynomial $p(x)=c_{0}+c_{1} x+\cdots+c_{2(t-1)} x^{2(t-1)}$, where $c_{0}=\alpha \beta\left(c_{2(t-1)}=\alpha \beta\right)$. Polynomial $p(x)$ is defined as $p(x)=f_{\alpha}(x) \cdot f_{\beta}(x)$, given that $\alpha$ is shared using polynomial $f_{\alpha}(x)$ and $\beta$ is shared using polynomial $f_{\beta}(x)$. We have to show that, for each share $\sigma_{i, j}(\gamma)$ computed by algorithm PreMult, it holds that $\sigma_{i, j}(\gamma)=\sigma_{i, j}(\alpha \beta)$, where $\sigma_{i, j}(\alpha)$ and $\sigma_{i, j}(\beta)$ were randomly selected from shareholder $s_{i, j}$. In this case $\sigma_{i, j}(\gamma)$ can be written as:

$$
\sigma_{i, j}(\alpha \beta)=p^{j}(i)=\left[f_{\alpha}(i) \cdot f_{\beta}(i)\right]^{j}=f_{\alpha}^{j}(i) \cdot f_{\beta}^{j-1}(i)+f_{\alpha}^{j-1}(i) \cdot f_{\beta}^{j}(i) .
$$

The terms $f_{\alpha}^{j}(i)$ and $f_{\beta}^{j}(i)$ constitute the random values $\sigma_{i, j}(\alpha)$ and $\sigma_{i, j}(\beta)$ selected by shareholder $s_{i, j} \in S$. It is left to check that $\sum_{l=1}^{r} \delta_{l,(i, j)}$ and $\sum_{l=1}^{r} \varepsilon_{l,(i, j)}$ correspond to $f_{\alpha}^{j-1}(i)$ and $f_{\beta}^{j-1}(i)$, respectively. From the second step, we recall that $\delta_{l,(i, j)}=\sum_{m=1}^{r} \lambda_{l, m,(i, j)}$. Thus, it follows that:

$$
\sum_{l=1}^{r} \delta_{l,(i, j)}=\sum_{l=1}^{r} \sum_{m=1}^{r} \lambda_{l, m,(i, j)}=\sum_{l=1}^{r} f_{\alpha, l}^{j-1}(i)=f_{\alpha}^{j-1}(i),
$$

where polynomial $f_{\alpha, l}^{j-1}(x)$ is the $(j-1)$-th derivative of polynomial $f_{\alpha, l}(x)=$ $\sum_{k=0}^{t-1} \alpha_{l, k} x^{k}$, where $\alpha_{l, k}$ is the reconstructing term of Birkhoff interpolation formula (see Section 3.2). Note that the last equality of the expression above holds because the coefficients of $f_{\alpha}(x)$ can be computed in distributed fashion, see Theorem 2 in [34]. The equality $\sum_{l=1}^{r} \varepsilon_{l,(i, j)}=f_{\beta}^{j-1}(i)$ can be shown analogously.

Moreover, since polynomial $p(x)=c_{0}+c_{1} x+\cdots+c_{2(t-1)} x^{2(t-1)}$ is the product of polynomials $f_{\alpha}(x)$ and $f_{\beta}(x)$, then $c_{0}=a_{0} b_{0}=\alpha \beta\left(c_{2(t-1)}=a_{t-1} b_{t-1}=\alpha \beta\right)$. Thus, correctness holds. To prove perfect secrecy, we have to show that no information is leaked when share $\sigma_{i, j}(\alpha \beta)$ is generated for shareholder $s_{i, j} \in S$. Regarding the terms $\sum_{l=1}^{r} \delta_{l,(i, j)}$ and $\sum_{l=1}^{r} \varepsilon_{l,(i, j)}$, we have to show that they do not leak information about shares $\sigma_{l}(\alpha)$ and $\sigma_{l}(\beta)$ of shareholder $s_{l} \in R$, respectively. That is the case because shareholder $s_{l} \in R$ uses additive secret sharing [13] to split $\lambda_{l,(i, j)}$ and $\mu_{l,(i, j)}$ into $r$ random values $\lambda_{m, l,(i, j)}$ and $\mu_{m, l,(i, j)}$, respectively. Furthermore, perfect secrecy holds also because index $i \in \mathcal{I}$ of each identity ID $(i, j) \in \mathcal{I} \times \mathcal{I}$ is used once, as required by Assumption (A3) of Section 4.1. Otherwise, points $f_{\alpha}^{j-1}(i)$ and $f_{\beta}^{j-1}(i)$ might correspond to already existing shares $\sigma_{i, j-1}(\alpha)$ and $\sigma_{i, j-1}(\beta)$ for $\alpha$ and $\beta$, respectively, already computed for shareholder $s_{i, j-1} \in S$. Moreover, because each share $\sigma_{i, j}(\gamma)$ is a point on polynomial $p(x)$ or on one of its derivatives, the underlying conjunctive (disjunctive) hierarchical secret sharing scheme ensures that unauthorized subsets gain no information about $\alpha, \beta, \gamma$.

## 6 Auditing Procedure for Computations over Hierarchically Shared Messages

In this section, we provide measures allowing a third party to verify that a function on shares has been computed correctly, i.e that the message reconstructed from the computed shares is the correct outcome. We present auditing procedures suitable for the algorithms Linear, PreMult, and Multiply for conjunctive (disjunctive) hierarchical secret sharing schemes. This is achieved through commitment schemes and techniques applied in verifiable secret sharing [29].

### 6.1 Verifiable Secret Sharing and Commitments Schemes

Verifiable secret sharing was introduced in [9] to allow shareholders to check the consistency of shares received from the message dealer. More precisely, audit data are generated that allow the shareholders to check whether the shares of each authorized subset of shareholders lead to the same message during the reconstruction algorithm. To provide verifiable secret sharing usually commitment schemes are used, which come with two properties. First, bindingness ensures that it is not possible to change the message committed to. Second, hidingness ensures that no information about the message is leaked. Furthermore, there are several commitment schemes with homomorphic properties available, i.e. operations performed on the values committed to can be transferred to operations performed on the commitments. Verifiable secret sharing uses Feldman commitment [15], which is unconditionally binding and computationally hiding, or Pedersen commitment [28], which is computationally binding and unconditionally hiding. In the following, we use Feldmann commitment for the sake of simplicity, but our solutions work with both schemes. In the following, we recall the definition of Feldman commitment and Pedersen commitment (in brackets).

Definition 2 ([15],[28]). Feldman (Pedersen) commitment scheme is a triple (Setup, Commit, Open) of the following algorithms.

Setup It takes as input a security parameter $\lambda$ and it outputs a prime $q$, a group $\mathbb{G}$ of order $q$, and a generator $g \in \mathbb{G}$ (distinct generators $g, h \in \mathbb{G}$ ).

Commit It takes as input a message $m \in \mathbb{F}_{q}$ (and randomness $r \in \mathbb{F}_{q}$ ) and it outputs commitment $c=g^{m}\left(c=g^{m} h^{r}\right)$.

Open It takes as input a commitment $c \in \mathbb{G}$, a message $m \in \mathbb{F}_{q}$ (and randomness $r \in \mathbb{F}_{q}$ ) and it outputs ' 1 ' if $c=g^{m}$ (if $c=g^{m} h^{r}$ ) and ' 0 ' otherwise.

### 6.2 Auditing Procedure for Conjunctive (Disjunctive) Hierarchical Secret Sharing Schemes

In this section, we present auditing procedures for computations on messages shared hierarchically by using Tassa's conjunctive (disjunctive) hierarchically secret sharing schemes, based on Birkhoff interpolation. More precisely, first, we present algorithms Audit.Setup and Audit.Share, which describes the steps to be performed during the setup phase and after algorithm Share, respectively. Then, we present algorithm Audit.Linear which is run after algorithm Linear to verify the correctness of linear operations. Finally, we present algorithms Audit.PreMult and Audit.Multiply, which allow auditing of multiplications.

Setup and Share. Algorithm Audit.Setup sets up the cryptographic primitives, i.e. commitment schemes and bilinear maps ${ }^{2}$, needed for the auditing procedures. This can be run by any party. However, the parameters must be made publicly available for the dealer of the input messages and the auditor running the auditing procedures. Then, to allow operations to be audited, the dealer commits to messages shared by running Audit.Share.

Audit.Setup The algorithm takes as input a security parameter $\lambda$ and it outputs two large primes $p, q$ such that $q \mid(p-1)$. It also outputs a generator $g$ of the $q$-th order subgroup $\mathbb{F}_{q}$ of $\mathbb{F}_{p}^{*}$.

Audit.Share The dealer of messages $m_{1}, m_{2} \in \mathbb{F}_{q}$ calls algorithm Commit.Share during algorithm Share and computes commitment $c\left(m_{1}\right):=g^{m_{1}} \bmod p$ to message $m_{1}$ and commitment $c\left(m_{2}\right):=g^{m_{2}} \bmod p$ to message $m_{2}$. It publishes the commitments on the bulletin board.

Linear Operations. In the following, algorithm Audit.Linear run by the auditor to verify the result of linear operations over shared messages is presented. We assume that either the shareholders or the message dealer published the used scalars $\lambda_{1}, \lambda_{2} \in \mathbb{F}_{q}$ on the bulletin board.

Audit.Linear The algorithm takes as input the commitments to the input values $c\left(m_{1}\right), c\left(m_{2}\right)$ and the scalars $\lambda_{1}, \lambda_{2} \in \mathbb{F}_{q}$ from the bulletin board and the claimed result $m$. If $g^{m}=c\left(m_{1}\right)^{\lambda_{1}} \cdot c\left(m_{2}\right)^{\lambda_{2}}$ it returns ' 1 ' and ' 0 ' otherwise.

[^1]Multiplication. In the following, the auditing procedure for products over shared messages is presented. More precisely, first algorithm Audit.PreMult is introduced, which computes commitments to the multiplicative triples generated during algorithm PreMult of Section 5. Second, algorithm Audit.PreMult showing the auditing procedure for algorithm Multiply is presented.

Note that, algorithm PreMult is performed in distributed fashion by the shareholders of an authorized set $R \in \Gamma$. That is, each shareholder $s_{i, j} \in S$ receives input from each shareholder contained in $R$ to compute share $\sigma_{i, j}(\alpha \beta)$. If one of the inputs is not valid, then shareholder $s_{i, j}$ cannot compute a valid share for $\alpha \beta$. This also affects the correctness of algorithm Multiply. In the following, it is explained what audit data have to be generated such that shareholder $s_{i, j}$ can detect inconsistent input sent by other malicious shareholders during algorithm PreMult of Section 5 performing the preprocessing phase.

Audit.PreMult The algorithm is run by the auditor to verify whether the shares $\sigma_{i, j}(\alpha \beta)$, output of algorithm PreMult, have been computed correctly. The algorithm takes as input from the bulletin board commitments $c_{k, \alpha}, c_{k, \beta}$, for $k=0, \ldots, t-1$, to the coefficients of the polynomials $f_{\alpha}(x), f_{\beta}(x)$ sharing $\alpha$ and $\beta$, respectively. Appendix B. 2 shows how commitments $c_{k, \alpha}$ and $c_{k, \beta}$ are computed. Then, each shareholder $s_{i, j} \in S$ has valid input $\delta_{l, i, j}$ and $\varepsilon_{l, i, j}$, for $l=1, \ldots, r$, to compute share $\sigma_{i, j}(\alpha \beta)$ if and only if

$$
g^{\sum_{l=1}^{r} \delta_{l, i, j}} \equiv \prod_{k=j-1}^{t-1} c_{k, \alpha}{ }^{\frac{k!}{(k-j+1)!} i^{k-j+1}}=g^{f_{\alpha}^{(j-1)}(i)}
$$

and if and only if

$$
g^{\sum_{l=1}^{r} \varepsilon_{l, i, j}} \equiv \prod_{k=j-1}^{t-1} c_{k, \beta}{ }^{\frac{k!}{(k-j+1)!} i^{k-j+1}}=g^{f_{\beta}^{(j-1)}(i)}
$$

If one of the both equalities is not satisfied, then it outputs ' 0 ' and aborts. Otherwise, each shareholder $s_{i, j} \in S$ holding shares $\sigma_{i, j}(\alpha), \sigma_{i, j}(\beta), \sigma_{i, j}(\gamma)$ computes commitments $c_{i, j}(\alpha):=g^{\sigma_{i, j}(\alpha)}, c_{i, j}(\beta):=g^{\sigma_{i, j}(\beta)}$, and $c_{i, j}(\gamma):=g^{\sigma_{i, j}(\gamma)}$ for $\sigma_{i, j}(\alpha), \sigma_{i, j}(\beta)$, and $\sigma_{i, j}(\gamma)$, respectively. It publishes $c_{i, j}(\alpha), c_{i, j}(\beta)$, and $c_{i, j}(\gamma)$ on the bulletin board and outputs ' 1 '.

If algorithm Audit.PreMult has been run successfully, i.e. it outputs ' 1 ', then the shareholders can perform a multiplication on their shares and the auditor can call algorithm Audit.PreMult to verify the correctness of the result computed.

Audit.Multiply The algorithm takes as input the values $\delta, \varepsilon$, the commitments to the shares of the multiplicative triple, i.e. $c_{i, j}(\alpha), c_{i, j}(\beta)$, and $c_{i, j}(\gamma)$, for $s_{i, j} \in$ $S$, the commitments to the input values, i.e. $c\left(m_{1}\right), c\left(m_{2}\right)$, and the claimed result $m$. Then, it first audits that the equation $\alpha \beta=\gamma$ was fulfilled and then that $m$ has been computed correctly performing the following steps.

First, the auditor computes the reconstruction vector $\left(w_{1}, \ldots, w_{r}\right)^{3}$ for shareholders $s_{1}, \ldots, s_{r} \in R$, with $R \in \Gamma$ authorized set, which computed the input for $\gamma$ during PreMult. Then, it computes the following commitments:

$$
c(\alpha):=\prod_{l=1}^{r} c_{l}(\alpha)^{w_{l}} ; \quad c(\beta):=\prod_{l=1}^{r} c_{l}(\beta)^{w_{l}} ; \quad c(\gamma):=\prod_{l=1}^{r} c_{l}(\gamma)^{w_{l}}
$$

where $c_{l}(\alpha), c_{l}(\beta), c_{l}(\gamma)$, for $l=1, \ldots, r$, are commitments $c_{i, j}(\alpha), c_{i, j}(\beta), c_{i, j}(\gamma)$, respectively, in lexicographic order. The multiplicative triple $(\alpha, \beta, \gamma)$ was correct if and only if $e(c(\alpha), c(\beta))=e(c(\gamma), g)^{4}$. If the equation does not hold it outputs ' 0 ' and aborts the algorithm. Otherwise, the auditor takes from the bulletin board commitments $c\left(m_{1}\right), c\left(m_{2}\right)$ and the values $\delta, \varepsilon$ reconstructed during algorithm Multiply. If it holds that $c(\alpha)^{-1} \cdot c\left(m_{1}\right)=g^{\delta}$ and $c(\beta)^{-1} \cdot c\left(m_{1}\right)=g^{\varepsilon}$ and $g^{m}=c(\gamma) \cdot c\left(m_{1}\right)^{\varepsilon} \cdot c\left(m_{2}\right)^{\delta} \cdot g^{-\delta \varepsilon}$ it returns ' 1 ' and ' 0 ' otherwise.

## $7 \quad$ Security and Efficiency

Security. We have proven that algorithm Linear of Section 4.2, algorithm Multiply of Section 4.3, and algorithm PreMult of Section 5 do not compromise the perfect secrecy and correctness of the underlying conjunctive (disjunctive) hierarchical secret sharing scheme. The adversary these algorithms can cope with is active, i.e. not only it knows data private to shareholders (like the passive adversary), but also it can make them deviate from the protocols. More precisely, assumptions (A1)-(A4) of Section 4.1 set requirements for, respectively, the access structure, the threshold, the identities of the shareholders, and the channels through which shareholders communicate. These assumptions together with verifiable secret sharing ensure that a honest majority of shareholders is able to correctly reconstruct the message, while maintaining the secrecy of their shares, even if all other shareholders are corrupted by the adversary and cheat. Assumption (5) prevents the adversary from tampering the bulletin board and, together with the auditing procedure, ensures correctness when operations on data are performed. As it is shown in [34], conjunctive (disjunctive) hierarchical secret sharing schemes support proactive secret sharing [21]. This means that, provided that the shares are refreshed periodically, our protocols can cope with a mobile adversary, which is only bounded in the amount of shareholders it can corrupt within a certain time interval, but not over time. Furthermore, we provide an auditing procedure in Section 6 allowing to detect misbehaviors. The protocols described use Feldman commitment, which ensures only computationally hidingness. However, the auditing procedure can be easily adapted to Pedersen commitment to achieve unconditionally hidingness, which preserves even perfect secrecy of the underlying conjunctive (disjunctive) hierarchical secret sharing scheme.

[^2]Efficiency. With respect to efficiency, the algorithms Share, Reconstruct, Linear, Multiply, and PreMult for conjunctive (disjunctive) hierarchical secret sharing perform equally well as Shamir's threshold secret sharing. Besides polynomials' evaluation, algorithm Share requires also to compute up to $t-1$ polynomials' derivatives. However, the additional multiplications due to derivation are balanced by the fewer multiplications needed when evaluating derivatives of polynomials. Algorithm Recostruct is the most expensive algorithm and requires in both Tassa's and Shamir's scheme to perform Gaussian elimination to find a solution to a system of $t$ linear equations. Algorithm Linear and Multiply require that the shareholders perform steps very similar to the corresponding algorithms for Shamir's secret sharing (see for instance [3], [30]). Algorithm PreMult requires more work with respect to the preprocessing phase compared to Shamir's threshold secret sharing. In fact, algorithm PreMult is computed in distributed fashion because additional information is needed to compute the shares. Despite the fact that only additions and polynomials' evaluation are performed to compute such additional information, algorithm PreMult increases the communication cost and requires secure channels. For Shamir's threshold secret sharing scheme this additional information needs not to be computed and the communication complexity is, thus, lower. For the same reasons, the auditing procedure during the on-line phase of Tassa's schemes has computational complexity similar to the one for Shamir's scheme while the auditing procedure during the off-line phase is more expensive. In fact, to perform algorithms Audit.Linear and Audit.Multiply, the auditor takes steps very similar to the corresponding auditing procedure for Shamir's secret sharing schemes, because algorithms Linear and Multiply are defined similarly. Instead, algorithm Audit.PreMult requires the computation of commitments in a distributed fashion, which increases the communication and the computation cost. However, we recall that the preprocessing phase is off-line and can be performed in advance. Regarding the on-line phase, which is the time critical phase, the schemes of both Shamir and Tassa perform equally well.

## 8 Conclusion

In this work, we showed how to practically compute linear operations and multiplications over shared messages when Tassa's conjunctive and disjunctive hierarchical secret sharing schemes are used. Together with the property of modifying the access structure and changing the set of shareholders shown in [34], we proved that Birkhoff interpolation-based secret sharing schemes allow for the same functionalities as Shamir's secret sharing scheme, which is based on Lagrange interpolation. Furthermore, we showed how to perform the preprocessing phase enabling to reconstruct the product of two shared messages and provided auditing procedures to check that the operations were performed correctly. Moreover, the protocols we proposed do not lower the overall security of the underlying conjunctive and disjunctive hierarchical secret sharing scheme and do not increase in the on-line phase the computation overhead with respect to the same protocols for Shamir's secret sharing scheme. From a theoretical
point of view, this result can be inferred from the approach presented in [10], which shows how secure multi-party computation can be built from linear secret sharing schemes. However, such approach is very general and does not show how this can be done for specific schemes, which is what we provide here for Birkhoff interpolation-based secret sharing schemes. From a practical point of view, this result is more interesting because it impacts the framework of cloud computing and distributed storage systems. More precisely, the possibility to perform operations over hierarchically shared messages sets Tassa's conjunctive and disjunctive hierarchical secret sharing schemes as promising candidates for distributed storage systems, where the storage servers are granted with different reconstruction capabilities depending on their performance [25], [35]. In fact, Tassa's conjunctive and disjunctive hierarchical secret sharing schemes together with the auditing procedure we presented would allow computations on documents outsourced to the cloud and stored in distributed fashion.
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## Appendix

## A Requirements for Birkhoff interpolation matrices Intepolation

In this section the necessary requirements and a sufficient condition for the interpolation matrix $E$ are presented, such that the corresponding Birkhoff interpolation problem is well posed. For the corresponding proofs we refer to [33].

Lemma 1. Let $A \subset S$ be an authorized subset of shareholders, i.e. $A \in \Gamma$, and $E$ the corresponding interpolation matrix, where the entries $e_{i, j}$ of the matrix $E$ satisfy the following condition:

$$
\begin{equation*}
\sum_{j=0}^{k} \sum_{i=1}^{r} e_{i, j} \geq k+1, \quad 0 \leq k \leq d \tag{1}
\end{equation*}
$$

where $d$ is the highest derivative order in the problem and $r:=|A|$ is the number of interpolating points.

Before providing the sufficient condition (Theorem 4), the following definition is needed.

Definition 3 ([33]). In the interpolation matrix $E$ a 1 -sequence is a maximal run of consecutive $1 s$ in a row of the matrix $E$ itself. Namely, it is a triplet of the form $\left(i, j_{0}, j_{1}\right)$ where $1 \leq i \leq r$ and $0 \leq j_{0} \leq j_{1} \leq d$, such that $e_{i, j}=1$ for all $j_{0} \leq j \leq j_{1}$, while $e_{i, j_{0}-1}=e_{i, j_{1}+1}=0$. A 1-sequence $\left(i, j_{0}, j_{1}\right)$ is called supported if $E$ has 1 s both to the northwest and southwest of the leading entry in the sequence, i.e. there exist indexes $n w$ and sw, where $i_{n w}<i<i_{s w}$ and $j_{n w}, j_{s w}<j_{0}$ such that $e_{i_{n w}, j_{n w}}=e_{i_{s w}, j_{s w}}=1$.

Theorem 4. The interpolation Birkhoff problem for an authorized subset $A$ and the corresponding interpolation matrix $E$ has a unique solution, if the interpolation matrix $E$ satisfies (1) and contains no supported 1-sequence of odd length.

In case the Birkhoff interpolation problem is instantiated over a finite field $\mathbb{F}_{q}$ with $q>0$ a prime number, then also the following condition has to hold.

Theorem 5. The Birkhoff interpolation problem for an interpolation matrix $E$ has a unique solution over the finite field $\mathbb{F}_{q}$, if Theorem 4 holds and in addition also the following inequality is satisfied:

$$
\begin{equation*}
q>2^{-d+2} \cdot(d-1)^{\frac{(d-1)}{2}} \cdot(d-1)!\cdot x_{r}^{\frac{(d-1)(d-2)}{2}} \tag{2}
\end{equation*}
$$

where $d$ is the highest derivative order of the problem.

## B Computation of shares $\sigma_{i, j}(\alpha), \sigma_{i, j}(\beta)$ and commitments $c_{k, \alpha}, c_{k, \beta}$

In this section, we explain how the inputs to algorithm PreMult of Section 5 and algorithm Audit.PreMult of Section 6.2 are computed. We recall that Assumptions (A1), (A2), (A3), (A4), and (A5) of Section 4.1 hold and that information relating to disjunctive hierarchical secret sharing schemes is put in brackets.

## B. 1 Computation of shares $\sigma_{i, j}(\alpha), \sigma_{i, j}(\beta)$

In this section, algorithm RandShares is presented, which computes random shares $\sigma_{i, j}(\alpha), \sigma_{i, j}(\beta)$ reconstructing to messages $\alpha, \beta$, respectively. Algorithm RandShares constitutes the first step of algorithm PreMult of Section 5. The challenge is that messages $\alpha, \beta$ are unknown and the shareholders have to find a way to coordinate their choices for shares $\sigma_{i, j}(\alpha), \sigma_{i, j}(\beta)$ without leaking information. The strategy we adopt is to make use of the underlying conjunctive (disjunctive) hierarchical secret sharing scheme to generate the shares $\sigma_{i, j}(\alpha), \sigma_{i, j}(\beta)$. In the following, we present algorithm RandShares to compute shares $\sigma_{i, j}(\alpha)$ for shareholders $s_{i, j}$ reconstructing to message $\alpha$. Algorithm RandShares can be run analogously to generate shares $\sigma_{i, j}(\beta)$ reconstructing to message $\beta$.

RandShares The algorithm takes as input values $\alpha_{i, j} \in \mathbb{F}_{q}$ chosen uniformly at random by shareholders $s_{i, j} \in S$. It outputs shares $\sigma_{i, j}(\alpha)$ of message $\alpha \in \mathbb{F}_{q}$ for shareholders $s_{i, j} \in S$. To do that, each shareholder $s_{i, j} \in S$ has to perform the following steps.

1) It chooses a secret message $\alpha_{i, j} \in \mathbb{F}_{q}$ uniformly at random.
2) It runs algorithm Share of Section 3.2 to generate a polynomial $f_{\alpha_{i, j}}(x)$ of degree $t-1$ defined as $f_{\alpha_{i, j}}(x):=a_{0,(i, j)}+a_{1,(i, j)} x+\cdots+a_{t-1,(i, j)} x^{t-1}$, where $a_{0,(i, j)}=\alpha_{i, j}\left(a_{t-1,(i, j)}=\alpha_{i, j}\right)$ and coefficients $a_{1,(i, j)}, \ldots, a_{t-1,(i, j)} \in \mathbb{F}_{q}$ $\left(a_{0,(i, j)}, \ldots, a_{t-2,(i, j)} \in \mathbb{F}_{q}\right)$ are chosen uniformly at random. Shares $\sigma_{i^{\prime}, j^{\prime}}\left(\alpha_{i, j}\right)$ for shareholders $s_{i^{\prime}, j^{\prime}} \in S$ with ID $\left(i^{\prime}, j^{\prime}\right) \neq(i, j)$ are computed as $\sigma_{i^{\prime}, j^{\prime}}\left(\alpha_{i, j}\right):=$ $f_{\alpha_{i, j}}^{j^{\prime}}\left(i^{\prime}\right)$. Share $\sigma_{i, j}\left(\alpha_{i, j}\right)$ for shareholder $s_{i, j}$ itself is computed as $\sigma_{i, j}\left(\alpha_{i, j}\right):=$ $f_{\alpha_{i, j}}^{j}(i)$.
3) It sends shares $\sigma_{i^{\prime}, j^{\prime}}\left(\alpha_{i, j}\right)$ to shareholders $s_{i^{\prime}, j^{\prime}} \in S$ with ID $\left(i^{\prime}, j^{\prime}\right) \neq(i, j)$ using a private channel and keeps share $\sigma_{i, j}\left(\alpha_{i, j}\right)$.
4) It runs algorithm Linear of Section 4.2 to compute share $\sigma_{i, j}(\alpha)$ using share $\sigma_{i, j}\left(\alpha_{i, j}\right)$ and all the shares $\sigma_{i, j}\left(\alpha_{i^{\prime}, j^{\prime}}\right)$ received from shareholders $s_{i^{\prime}, j^{\prime}}$ as $\sigma_{i, j}(\alpha):=\sum_{\left(i^{\prime}, j^{\prime}\right) \neq(i, j)} \sigma_{i, j}\left(\alpha_{i^{\prime}, j^{\prime}}\right)+\sigma_{i, j}\left(\alpha_{i, j}\right)$.

In the following, we prove correctness of algorithm RandShares and we show that perfect secrecy, according to Definition 1, is provided.

Theorem 6. The algorithm RandShares for conjunctive (disjunctive) hierarchical secret sharing introduced above computes the shares $\sigma_{i, j}(\alpha)$ correctly. More precisely, on input random secret messages $\alpha_{i, j}$, the shares computed by algorithm RandShares reconstruct to a common value $\alpha$. Furthermore, perfect secrecy, according to Definition 1, is maintained while performing RandShares.

Proof. Let $\sigma_{i, j}(\alpha) \in \mathbb{F}_{q}$ be the shares computed using algorithm RandShares and held by shareholders $s_{i, j} \in R$, where $R \in \Gamma$ is an authorized set. To prove correctness, we have to show that algorithm Reconstruct outputs a message $\alpha$ when it takes as input shares $\sigma_{i, j}(\alpha)$ held by shareholders of an authorized set $R$. This means that correctness holds provided that algorithm Reconstruct can be successfully run by shareholders of any authorized set. This is implied by
the correctness of algorithm Linear, presented in Section 4.2. In fact, each share $\sigma_{i, j}(\alpha)$ is computed as a sum of shares $\sigma_{i, j}\left(\alpha_{i^{\prime}, j^{\prime}}\right)$ and share $\sigma_{i, j}\left(\alpha_{i, j}\right)$. Thus, for the homomorphic property of polynomials, shares $\sigma_{i, j}(\alpha)$ is either a point of polynomial $f_{\alpha}(x):=a_{0, \alpha}+a_{1, \alpha} x+\cdots+a_{t-1, \alpha} x^{t-1}=\sum_{(i, j)} f_{\alpha_{i, j}}(x)$ or a point on one of its derivatives, where $a_{0, \alpha}=\sum_{(i, j)} \alpha_{i, j}\left(a_{t-1, \alpha}=\sum_{(i, j)} \alpha_{i, j}\right)$. Because of the underlying conjunctive (disjunctive) hierarchical secret sharing scheme, any authorized set $R$ of shareholders can run algorithm Reconstruct over their shares and retrieve message $\alpha:=\sum_{(i, j)} \alpha_{i, j}$. This proves correctness. With respect to perfect secrecy, the underlying conjunctive (disjunctive) hierarchical secret sharing scheme guarantees that shares $\sigma_{i, j}(\alpha)$ are computed without leaking information about the secret messages $\alpha_{i, j}$. Furthermore, this implies that unauthorized sets of shareholders not only cannot successfully run algorithm Reconstruct to retrieve $\alpha$, but also no information about it is gained.

## B. 2 Computation of commitments $c_{k, \alpha}, c_{k, \beta}$

In this section, algorithm Audit.RandShares is presented, which computes commitments $c_{k, \alpha}, c_{k, \beta}$ to the coefficients of the polynomials sharing messages $\alpha, \beta$, respectively. Algorithm Audit.RandShares constitutes the first step of algorithm Audit.PreMult of Section 6.2. More precisely, commitments $c_{k, \alpha}, c_{k, \beta}$, for $k=$ $0, \ldots, t-1$, are used to check the validity of terms $\delta_{l, i, j}$ and $\varepsilon_{l, i, j}$ for the computation of shares $\sigma_{i, j}(\alpha \beta)$. Note that commitments $c_{k, \alpha}, c_{k, \beta}$ can be correctly computed provided that an auditing procedure verifying the validity of shares $\sigma_{i, j}(\alpha), \sigma_{i, j}(\beta)$ for shareholders $s_{i, j}$ is performed, where shares $\sigma_{i, j}(\alpha), \sigma_{i, j}(\beta)$ are the output of algorithm RandShares of Appendix B.1. For consistency with algorithm Audit.PreMult, Feldman commitment is used. However, the algorithm can be easily adapted to Pedersen commitment. In the following, we present algorithm Audit.RandShares to compute commitment $c_{k, \alpha}$, for $k=0, \ldots, t-1$. Algorithm Audit.RandShares can be run analogously to generate commitment $c_{k, \beta}$, for $k=0, \ldots, t-1$.

Audit.RandShares The algorithm is run by an auditor to verify that shares $\sigma_{i, j}(\alpha)$ was computed correctly. This is performed in the following steps.

1) Each shareholder $s_{i, j} \in S$ running algorithm Share to share the secret message $\alpha_{i, j} \in \mathbb{F}_{q}$ among all other shareholders $s_{i^{\prime}, j^{\prime}} \in S$ for $\left(i^{\prime}, j^{\prime}\right) \neq(i, j)$ calls algorithm Commit.Share and computes commitments $c_{k, \alpha_{i, j}}:=g^{a_{k,(i, j)}}$ $\bmod p$, to coefficient $a_{k,(i, j)}$ of polynomial $f_{\alpha_{i, j}}(x)$, for $k=0, \ldots, t-1$. It publishes the commitments on the bulletin board.
2) Each shareholder $s_{i, j} \in S$ has valid input $\sigma_{i, j}\left(\alpha_{i^{\prime}, j^{\prime}}\right)$, for $\left(i^{\prime}, j^{\prime}\right) \neq(i, j)$, to compute share $\sigma_{i, j}(\alpha)$ if and only if

$$
g^{\sigma_{i, j}\left(\alpha_{i^{\prime}, j^{\prime}}\right)} \equiv \prod_{k=j}^{t-1} c_{k, \alpha_{i^{\prime}, j^{\prime}}}^{\frac{k!}{(k-j)!} i^{k-j}}=g^{f_{\alpha_{i^{\prime}, j^{\prime}}^{j}}^{(i)}} .
$$

If the above equality is not satisfied, then it outputs ' 0 ' and aborts. Otherwise, it publishes ' 1 ' on the bulletin board and Step 3) can be performed.
3) The auditor uses commitments $c_{k, \alpha_{i, j}}$ published by shareholders $s_{i, j} \in S$ on the bulletin board to compute commitments

$$
c_{k, \alpha}:=\prod_{(i, j)} c_{k, \alpha_{i, j}}
$$

for $k=0, \ldots, t-1$. It publishes the commitments on the bulletin board.


[^0]:    ${ }^{1}$ Note that this is different from the notion of fully dynamic secret sharing discussed in [5], where one scheme supports different access structures for different secrets.

[^1]:    ${ }^{2}$ For a formal definition of bilinear maps we refer to [6].

[^2]:    ${ }^{3}$ For conjunctive (disjunctive) hierarchical secret sharing schemes the interpolation vector is composed of the entries $w_{l}:=(-1)^{l-1} \frac{\operatorname{det}\left(A_{l-1,0}(E, X, \varphi)\right)}{\operatorname{det}(A(E, X, \varphi))} \quad\left(w_{l}:=\right.$ $\left.(-1)^{l+t-2} \frac{\operatorname{det}\left(A_{l-1, t-1}(E, X, \varphi)\right)}{\operatorname{det}(A(E, X, \varphi))}\right)$ according to the notation of Section 3.2.
    ${ }^{4}$ Here the definition of bilinear maps is used.

