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#### Abstract

We introduce a new technique that allows to give a zeroknowledge proof that a committed vector has Hamming weight bounded by a given constant. The proof has unconditional soundness and is very compact: It has size independent of the length of the committed string, and for large fields, it has size corresponding to a constant number of commitments. We show five applications of the technique that play on a common theme, namely that our proof allows us to get malicious security at small overhead compared to semi-honest security: 1) actively secure $k$-out-of- $n$ OT from black-box use of 1 -out-of-2 OT, 2) separable accountable ring signatures, 3) more efficient preprocessing for the TinyTable secure two-party computation protocol, 4) mixing with public verifiability, and 5) PIR with security against a malicious client.


## 1 Introduction

Commitments and zero-knowledge proofs are extremely important universal tools that protocol designers use to upgrade semi-honestly secure protocols to maliciously secure constructions. This follows the well known paradigm of proving you "did the right thing", without revealing any secret data. For this to be interesting, we want of course that the size of the proofs is small, in order to have small communication overhead for getting malicious security.

Generic techniques using NP reductions will of course always work, but are extremely inefficient. If proof size is the only goal to optimise for, then Succinct Non-Interactive Arguments (SNARGs) give a much better option that works in general, but it is very costly to construct a proof, though verification can sometimes be fast $\left[\mathrm{BCG}^{+} 13\right]$. Moreover, soundness is only computational and requires non-falsifiable assumptions that are regarded as controversial by some. A different general approach was introduced in [GMO16] (based on [IKOS07]), the ZKBoo protocol, which is computationally much more efficient than SNARGs and based on standard assumptions, but the proof size is much larger.

Thus a natural question is: Can we, at least for special types of statements, have both the prover and the verifier be very efficient, have unconditional soundness based on standard assumptions, and still have the size of the proof be much smaller than that of the statement? Where, of course, we would like that the statements we can prove are useful to get malicious security in meaningful applications.

More specifically, we consider an arbitrary linearly homomorphic commitment scheme that allows committing to elements in a finite field $\mathbb{F}$ (we show several examples later), and the following scenario: A prover has committed to a string $\boldsymbol{x} \in \mathbb{F}^{n}$, using $n$ commitments, and claims that the Hamming weight of $\boldsymbol{x}$ is at most $d$. Such a statement can be proved with unconditional soundness, using the techniques based on $\Sigma$-protocols from [CDS94], but the size of the proof would be dominated by the cost of sending a number of commitments that is linear in $n$.

Related Work. Efficiently proving properties of one or a small number of committed values from a public list $c_{1}, \ldots, c_{n}$ (of committed or public values) has been considered in several works. Brands et al. [BDD07] propose a zeroknowledge protocol for proving non-membership in a list with squareroot complexity in the size of the list. Groth [Gro09] gives zero-knowledge arguments for algebraic statements about matrices from a list of committed matrices with sublinear communication complexity. Bayer and Groth [BG13] give logarithmic size zero-knowledge arguments of list membership. Groth and Kohlweiss [GK15] present a logarithmic size zero-knowledge proof for a list of commitments where at least one commitments opens to 0 . This result was improved with respect to practical efficiency by Bootle et al. $\left[\mathrm{BCC}^{+} 15\right]$.

Our contributions. We present a protocol that allows the prover to show in ZK with unconditional soundness that at most $d$ out of $n$ commitments do not contain 0 , or alternatively, that the Hamming weight of the message vector of the commitments is at most $d$. The communication complexity is dominated by sending $O\left(\frac{k d}{\log |\mathbb{F}|}\right)$ commitments for an error probability of $2^{-\Omega(k)}$. Thus, if the size of $\mathbb{F}$ is exponential in the security parameter, we only need a constant number of commitments, and the communication overhead is always independent of $n$. Since the complexity grows linearly in $d$, our construction is more interesting for small values of $d$ compared to $n$, and particularly constant $d$. In addition, the protocol is public-coin hence can be made non-interactive in the random oracle model using the Fiat-Shamir paradigm [FS86].

We show several applications of this type of proof: Our first application is to efficient secure computation with active security. We obtain an actively secure $d$-out-of- $n$ oblivious transfer (OT) protocol which makes only black-box use of 1-out-of-2 OT and hence allows the use of efficient OT extension techniques, avoiding costly public-key operations [IKNP03]. The only previously known black-box constructions (without relying on public-key assumptions like DDH or pairings) are not actively secure [NP05], or only realise a weaker form of approximate $d$-out-of- $n$ OT [RR17]. Our protocol has a communication complexity of $O\left(n k+k^{2} d\right)$ bits, and we show how to reduce this to $O(n k)$ in an amortized setting using recent advances in homomorphic commitments based on OT and
error-correcting codes [CDD $\left.{ }^{+} 16\right]$. This gives constant overhead when the sender's strings are of length $\Omega(k)$, for arbitrary $d .{ }^{3}$

Second, we construct a separable accountable ring signature scheme. A ring signature scheme allows to generate signatures proving that someone in a given set of parties signed the message without revealing the identity of the signer. Accountability means that the signer can dynamically choose a trusted party who will be able to compute her (the signer's) identity from the signature, whereas no one else can. Separability means that members of the set are not required to use the same type of key or signature algorithm, but can rather use different types keys like El Gamal and RSA keys. In our case, the only requirement we impose on the public key of each participant is that there exists a $\Sigma$-protocol for showing knowledge of the corresponding secret key. Note that accountable ring signatures imply group signatures where the trusted party is chosen and fixed at key generation time. We first construct a separable ring signature using the standard OR-proof technique from [CDS94], and then add accountability using our compact proofs. Compared to doing the OR-proof only, the involved overhead is very small: it is additive and independent of the number of parties.

Third, we also show how to apply our compact proof to generate preprocessing data for the TinyTable secure computation protocol [DNNR17]. This can give a concrete reduction in communication complexity of around a factor of two, compared with previous approaches $\left[\mathrm{KOR}^{+} 17\right]$, depending on the sizes of the lookup table gates used in the circuit.

Fourth, we show how to upgrade the "shuffle in public" paradigm by Adida and Wikström [AW07] so that the publicly verifiable proof that the shuffle is correctly formed has size $O(n)$ (where $n$ is the number of ciphertexts to be shuffled). More precisely, [AW07] shows how to make a quite efficient use-once obfuscation of a shuffle operation that can then be applied later to applying a secret permutation to a set of ciphertexts. We also show a special purpose MPC protocol that a set of parties can use to efficiently generate both the obfuscation and the proof.

Finally, we show how to upgrade a standard single-server PIR protocol to be secure against a malicious client with overhead a factor $o(1)$. This protocol can be based on any additively homomorphic encryption scheme.

## 2 Preliminaries

### 2.1 Definition of Commitment Schemes

We will consider two types of linearly homomorphic commitment schemes that allow us to commit to elements in a finite field $\mathbb{F}$.

[^0]Type 1 commitments. This type of commitment scheme consists of two algorithms KeyGen and Commit. We assume for now that $\mathbb{F}$ is a prime field of order $q$ for some prime $q$, and will consider extension fields later in Section 3.1.

KeyGen is run by a prover $P$ and takes as input $1^{k}$, where $k$ is the security parameter, and outputs a public key pk that is sent to the verifier $V$. We assume that the verifier can convince himself that pk is valid, i.e., it is a possible output from KeyGen. This can be a direct check or via an interactive protocol, but we will not be concerned with the details of this.

Commit is run by $P$ and takes as input $x \in \mathbb{F}$ and randomness $r \in H$, and outputs a commitment $\operatorname{Commit}_{\mathrm{pk}}(x, r) \in G$ (to the verifier), where $G, H$ are finite groups. To open a commitment $c, P$ sends $x, r$ to $V$ who checks that $c=$ Commit $_{\mathrm{pk}}(x, r)$ and accepts or rejects accordingly.

We assume the commitment scheme is:
Perfectly binding. For any valid public key pk, $x$ is uniquely determined from Commit $_{\mathrm{pk}}(x, r)$.
Computationally hiding. Consider the following experiment: Run KeyGen( $1^{k}$ ) to get pk , give it to a probabilistic polynomial time adversary $A$ who chooses two elements $x_{0}, x_{1} \in \mathbb{F}$ and gets Commit ${ }_{\mathrm{pk}}\left(x_{b}, r\right)$ where $b$ is either 0 or 1 . $A$ outputs a guess bit $b^{\prime}$. For all such $A$, we require its advantage

$$
\left|\operatorname{Pr}\left[b^{\prime}=1 \mid b=0\right]-\operatorname{Pr}\left[b^{\prime}=1 \mid b=1\right]\right|
$$

to be negligible in $k$.
Homomorphic. We write the group operations in $G$ and $H$ additively and note that since $\mathbb{F}$ is a prime field, we can think of $u \in \mathbb{F}$ as an integer and hence, e.g., $u r \in H$ is well defined. We then require Commit to be a homomorphism in the sense that

$$
u \operatorname{Commit}_{\mathrm{pk}}(x, r)+v \operatorname{Commit}_{\mathrm{pk}}(y, s)=\operatorname{Commit}_{\mathrm{pk}}(u x+v y, u r+v s)
$$

for all $x, y, u, v \in \mathbb{F}$ and $r, s \in H$.
$q$-invertible. Note that, since $q$ is the order of $\mathbb{F}, q c$ is a commitment to 0 for any commitment $c$ (by the homomorphic property). In addition, we require that $q c$ can be "explained" as a commitment to 0 , even given only $c$. More precisely, there exists a polynomial time computable function $f_{0}: G \mapsto H$ such that for any commitment $c \in G$, we have $q c=\operatorname{Commit}\left(0, f_{0}(c)\right)$.

The $q$-inversion property was defined (with minor differences) in [CD98]. Note that if $H$ is a vector space over $\mathbb{F}$, then the property is trivially satisfied, we can set $f_{0}(c)=0$.

Type 2 commitments. This type of scheme is defined by an algorithm Verify and an ideal functionality $\mathrm{F}_{\mathrm{Com}}$, which we assume is available to prover $P$ and verifier $V$. The parties initially agree on the field $\mathbb{F}$ and a statistical security parameter $k$, both are sent to $\mathrm{F}_{\mathrm{Com}}$ once and for all. $\mathrm{F}_{\mathrm{Com}}$ then sends a global, private verification key, sk, to $V$. To commit to a field element $x, P$ sends $x$ to
$\mathrm{F}_{\text {Com }}$ which then returns a bit string $\boldsymbol{m}_{x}$ to $P$ and also sends a string $\boldsymbol{k}_{x}$ to $V$. To open, $P$ sends $x, \boldsymbol{m}_{x}$ to $V$. Then $V$ runs $\operatorname{Verify}_{\text {sk }}\left(x, \boldsymbol{m}_{x}, \boldsymbol{k}_{x}\right)$ which returns accept or reject.

Intuitively, one can think of $\boldsymbol{m}_{x}$ as a MAC on $x$ and $\boldsymbol{k}_{x}$ as a key that $V$ uses to check the MAC. We assume the commitment scheme is:

Statistically binding. If, when opening a commitment to $x$, the prover sends $x^{\prime}, \boldsymbol{m}_{x}^{\prime}$ and $x^{\prime} \neq x$, then $V$ accepts with negligible probability.
Perfectly hiding. For each commitment created by $\mathrm{F}_{\mathrm{Com}}$ to some $x$, the distribution of $\boldsymbol{k}_{x}$ is independent of $x$ (and of any other value sent to $\mathrm{F}_{\mathrm{Com}}$ ).
Homomorphic. The strings $\boldsymbol{m}_{x}, \boldsymbol{k}_{x}$ created for a commitment come from finitedimensional vector spaces $G, H$ over $\mathbb{F}$, respectively. Furthermore, for any two commitments $\left(x, \boldsymbol{m}_{x}, \boldsymbol{k}_{x}\right)$ and $\left(y, \boldsymbol{m}_{y}, \boldsymbol{k}_{y}\right)$ and all $u, v \in \mathbb{F}$, we have that $\left(u x+v y, u \boldsymbol{m}_{x}+v \boldsymbol{m}_{y}, u \boldsymbol{k}_{x}+v \boldsymbol{k}_{y}\right)$ is a valid commitment to $u x+v y$, i.e., it can be opened to $u x+v y$ and not to any other value.

Notation. In the following, we will use $\langle x\rangle$ as a shorthand for either type of commitment, so we suppress for simplicity public key and randomness from the notation. Likewise, we will use $\langle x\rangle+\langle y\rangle=\langle x+y\rangle$ and $c\langle x\rangle=\langle c x\rangle$ for a public value $c \in \mathbb{F}$ as a shorthand for applications of the homomorphic properties as defined above.

### 2.2 Example Commitment Schemes

Type 1 schemes. An example of a Type 1 commitment scheme is based on El Gamal encryption with the message in the exponent. More concretely, we let KeyGen choose $p, q$ to be primes where $q$ divides $p-1$ and is $k$ bits long. KeyGen also chooses random elements $g, h \in \mathbb{Z}_{p}^{*}$ of order $q$. We then set $\mathbb{F}=G=\mathbb{Z}_{q}$, $H=\left\{\left(g^{r}, g^{x} h^{r}\right): x, r \in \mathbb{Z}\right\}, \mathrm{pk}=(p, q, g, h)$ and $\operatorname{Commit}_{\mathrm{pk}}(x, r)=\left(g^{r}, g^{x} h^{r}\right)$. This is well known to be hiding under the DDH assumption. Note that if a party knows the corresponding El Gamal secret key, he cannot decrypt a committed message since it is in the exponent, but he can decide if a committed value is 0 or not. We may of course do something completely similar in an elliptic curve group of order $q$. More generally, a commitment scheme with the right properties follows from the existence of $q$-one way functions as introduced in [CD98], which implies also constructions based on the quadratic residuosity assumption (for $\left.\mathbb{F}=\mathbb{Z}_{2}\right)$ and generalizations thereof.

Another example can be derived from Paillier encryption [Pai99]. Here the plaintext space is $\mathbb{Z}_{N}$ for an RSA modulus $N$, which is not a field but nevertheless compatible with our main construction. See Appendix A for detailed discussion.

It seems tempting to use a somewhat homomorphic encryption scheme based on (Ring-)LWE as basis for our commitments, simply by letting a commitment to $x$ be an encryption of $x$. But this does not quite fit in our model. The reason is that in this case, the randomness should not be chosen uniformly but must be small enough to avoid overflow, which, should it happen, would invalidate binding. This means the prover must convince the verifier that a commitment is
well-formed. Moreover, the above $\Sigma$-protocols must be modified to work for this example and there is a limit to the number of homomorphic operations we can support. Modulo this, however, it is possible to make our main protocol work in this case as well.

Type 2 schemes. We construct Type 2 commitment schemes from UC commitments based on oblivious transfer, which can be used to implement a form of the $F_{\text {Com }}$ functionality. A simple example of $F_{C o m}$ is based on informationtheoretic MACs: On initialisation, $\mathrm{F}_{\mathrm{Com}}$ samples and sends a random field element sk $:=\alpha \in \mathbb{F}$ to the verifier, $V$. To commit to a message $x \in \mathbb{F}$ from $P, \mathrm{~F}_{\mathrm{Com}}$ samples $\beta \in \mathbb{F}$, computes $\gamma=x \cdot \alpha+\beta$ to $P$, before sending $\boldsymbol{m}_{x}=\gamma$ to $P$ and $\boldsymbol{k}_{x}=\beta$ to $V$. The verification algorithm simply checks that $\gamma=x \cdot \alpha+\beta$. This is unconditionally hiding and statistically binding if $|\mathbb{F}|=2^{\Omega(k)}$, since forging an opening requires guessing the secret $\alpha$. Realising this $\mathrm{F}_{\text {Com }}$ functionality can be done using 1-out-of-2 correlated oblivious transfer to commit to bits [NNOB12], and repeating this $k$ times allows committing to arbitrary field elements when $|\mathbb{F}| \leq 2^{k}$ (similarly to [KOS16]). We provide more details in Section 4.1.

Another approach is to use recent, more efficient constructions of UC homomorphic commitment schemes [FJNT16,CDD ${ }^{+} 16$ ], which have message space $\mathbb{F}^{\ell}$ for $\ell=\Omega(k)$. This has the advantage that arbitrary field elements can be committed to with $o(1)$ overhead, using only 1-out-of-2 oblivious transfer and error-correcting codes. However, because the message space is now a vector space and not a finite field, this can only be applied to our zero-knowledge proof and applications in a batch setting, where many proofs are carried out in parallel. In Appendix B , we show how to instantiate $\mathrm{F}_{\mathrm{Com}}$ in this way, and give a simpler presentation of the commitment scheme of $\left[\mathrm{CDD}^{+} 16\right]$ in terms of code-based information-theoretic MACs.

### 2.3 Auxiliary Protocols

Proof of Commitment to $\mathbf{0}$. The homomorphic property of both types of commitments implies, as is well known, that $P$ can efficiently convince $V$ that a commitment $c$ contains the value $0:^{4}$

1. $P$ sends $a=\langle 0\rangle$ (using fresh randomness) to $V$.
2. $V$ sends a random challenge $e \in \mathbb{F}$ to $P$.
3. $P$ opens $d=a+e c$ and $V$ checks that $d$ was correctly opened to reveal 0 .

It is easy to see that this is a $\Sigma$-protocol, i.e., it is complete, honest verifier zero-knowledge, and special sound in the sense that if any $P^{*}$ can send $a$ and answer correctly to two different challenges $e, e^{\prime}$, he must know how to open $c$ to reveal 0 . To see this for Type 1 commitments, note that we have randomness values $s, s^{\prime}$ such that $\operatorname{Commit}(0, s)=a+e c$ and $\operatorname{Commit}\left(0, s^{\prime}\right)=a+e^{\prime} c$ which

[^1]implies Commit $\left(0, s-s^{\prime}\right)=\left(e-e^{\prime}\right) c$. Multiplying by $y=\left(e-e^{\prime}\right)^{-1}$ on both sides, we obtain Commit $\left(0, y\left(s-s^{\prime}\right)\right)=c+t q c$ for some integer $t$. By the $q$-inversion property we can rewrite this as Commit $\left(0, y\left(s-s^{\prime}\right)-t f_{0}(c)\right)=c$ as desired. The proof for Type 2 commitment is trivial and is left to the reader.

Proof of Multiplication. Another well-known $\Sigma$-protocol proves, for commitments $c_{x}=\langle x\rangle, c_{y}=\langle y\rangle, c_{z}=\langle z\rangle$, that $z=x y$ :

1. $P$ sends $V$ two commitments $a=\langle\alpha\rangle$ and $b=\langle\alpha y\rangle$ for some random $\alpha$.
2. $V$ sends a random challenge $e \in \mathbb{F}$ to $P$.
3. $P$ opens $e c_{x}+a$, that is, he reveals $w=e x+\alpha$. He also opens $w c_{y}-e c_{z}-b$ to reveal 0 .
4. $V$ checks that both openings are valid and that the second opening indeed reveals 0 .

## 3 Construction of Compact Proofs of Small Hamming Weight

In this section, we assume that the size of the field $\mathbb{F}$ in the commitments is exponential in the security parameter and hence also (much) larger than $n$. We will explain how to get rid of this assumption in Section 3.1.

We consider a prover who has committed to a vector of field elements $\boldsymbol{x}=$ $\left(x_{1}, \ldots, x_{n}\right)$ and that wants to claim that the Hamming weight of $\boldsymbol{x}$ is at most $d$. The idea of the protocol is the following: We first choose distinct elements $a_{1}, \ldots, a_{n} \in \mathbb{F}$, and think of $a_{i}$ as the "index" of the $i$ 'th position in the committed string. In particular, for a field whose characteristic is no less than $n, a_{i}$ can be chosen as $i$. Now, if the Hamming weight of $\boldsymbol{x}$ is at most $d$, there exists a monic polynomial of degree at most $d$ whose zeros cover the set of indices $a_{i}$ where $x_{i} \neq 0$. The prover is thus asked to prove the existence of such a polynomial $f(x)$ by committing to its coefficients, and then convince the verifier that $\sum_{i=1}^{n} f\left(a_{i}\right) x_{i}=0$.

However, this approach fails if used naïvely: The above equation can be easily satisfied for an adversarially chosen $f(x)$, whose zeros might not even intersect with $\left\{a_{i}\right\}$, since the prover knows the $x_{i}$ 's when he chooses $f(x)$. Therefore, to ensure soundness, the committed vector $\boldsymbol{x}$ must be randomised appropriately after the polynomial has been fixed. Multiplying each $x_{i}$ by independent random values chosen by the verifier will work but requires too much communication. It is possible to resolve this by replacing independent random values with a series of values generated by a secure PRG. The drawback of this method is that it makes the soundness only computational. Below, we propose another idea that uses less randomness while still giving us unconditional soundness.

Protocol $\Pi_{\mathbf{H W}}$ : The public input is the committed vector, $\left\langle x_{1}\right\rangle, \ldots,\left\langle x_{n}\right\rangle$.

1. The prover commits to a monic polynomial $f(x)=x^{d}+\sum_{j=0}^{d-1} f_{j} x^{j}$ of degree $d$ by committing to its coefficients $f_{0}, \ldots, f_{d-1} \in \mathbb{F}$;
2. The verifier sends a random challenge $\beta \in \mathbb{F}$;
3. Both parties compute $\left\langle y_{i}\right\rangle=\beta^{i-1}\left\langle x_{i}\right\rangle$ for $i=1, \ldots, n$ and

$$
\left\langle z_{j}\right\rangle=\sum_{i=1}^{n} a_{i}^{j}\left\langle y_{i}\right\rangle \text { for } j=0, \ldots, d
$$

4. The prover commits to $d$ field elements $g_{0}, \ldots, g_{d-1}$, where $g_{j}=f_{j} z_{j}$;
5. Both parties compute

$$
\langle v\rangle=\left\langle z_{d}\right\rangle+\sum_{j=0}^{d-1}\left\langle g_{j}\right\rangle
$$

6. The prover proves that $g_{j}=f_{j} z_{j}$ for $j=0, \ldots, d-1$ and that $v=0$, using the subprotocols described in the preliminaries.

The theorem below makes the informal statement that Protocol $\Pi_{H W}$ is complete, sound and zero-knowledge with respect to the statement that the Hamming weight of the committed vector is at most $d$. For Type 1 commitments this more formally means that it is a zero-knowledge proof system for the language consisting of commitments to a vector of Hamming weight at most $d$. We cannot use exactly the same formalization for Type 2 commitments since here both the prover and the verifier hold private information and there is no "public" commitment. Instead, we define soundness to mean that if the vector defined by the values sent to $\mathrm{F}_{\text {Com }}$ has Hamming weight greater then $d$, then the verifier accepts with negligible probability. Completeness means, as usual, that if prover and verifier are honest, then the verifier accepts. Likewise, zeroknowledge means, as usual, that the verifier's view of the protocol with an honest prover can be simulated with (perfectly) indistinguishable distribution. In the proof below, we first give the proof for Type 1 commitments and then state the (minor) changes needed for Type 2.

Theorem 1. Protocol $\Pi_{\mathrm{HW}}$ is complete, sound and zero-knowledge, with respect to the statement that the Hamming weight of the committed vector $\boldsymbol{x}$ does not exceed d.

Proof. We prove the protocol satisfies the completeness, soundness and zeroknowledge properties.

Completeness. If the Hamming weight of $\boldsymbol{x}$ does not exceed $d$, or equivalently, there exists $d$ indices $a_{i_{1}}, \ldots, a_{i_{d}}$ s.t. $x_{i}=0$ for all $i \notin S=\left\{i_{1}, \ldots, i_{d}\right\}$, the prover should let

$$
f(x)=\prod_{j=1}^{d}\left(x-a_{i_{j}}\right)
$$

and behave as the protocol requires. We have

$$
v=z_{d}+\sum_{j=0}^{d-1} g_{j}=\sum_{i=1}^{n} a_{i}^{d} \beta^{i-1} x_{i}+\sum_{j=0}^{d-1} \sum_{i=1}^{n} f_{j} a_{i}^{j} \beta^{i-1} x_{i}
$$

$$
\begin{aligned}
& =\sum_{i=1}^{n}\left(a_{i}^{d}+\sum_{j=0}^{d-1} f_{j} a_{i}^{j}\right) \beta^{i-1} x_{i}=\sum_{i=1}^{n} f\left(a_{i}\right) \beta^{i-1} x_{i} \\
& =\sum_{i \in S} f\left(a_{i}\right) \beta^{i-1} x_{i}+\sum_{i \notin S} f\left(a_{i}\right) \beta^{i-1} x_{i} \\
& =\sum_{i \in S} 0 \cdot \beta^{i-1} x_{i}+\sum_{i \notin S} f\left(a_{i}\right) \beta^{i-1} \cdot 0=0
\end{aligned}
$$

and the verifier will always accept.
Soundness. Defining

$$
F(x)=\sum_{i=0}^{n-1} f\left(a_{i+1}\right) x_{i+1} x^{i}
$$

we find that $v=F(\beta)$. Since the degree of $f(x)$ is $d$, it has at most $d$ zeros. If there are at least $d+1$ non-zero $x_{i}$ 's, $F(x)$ cannot be the zero polynomial. Now that $0 \leq \operatorname{deg} F(x)<n$, the probability that a random field element is a zero of $F(x)$ is at most $\frac{n-1}{|\mathbb{F}|}$. For the proof to be accepted, either one of the proofs produced by the subprotocols (to prove $g_{j}=f_{j} z_{j}, v=0$ ) is fake and accepted (each of which occurs with probability at most $|\mathbb{F}|^{-1}$ ), or $\beta$ happens to be a zero of $F(x)$. Hence, by union bound and by our assumption on the size of $\mathbb{F}$, the verifier will reject with probability $1-2^{-\Omega(k)}$.

For Type 2 commitments, the only additional event that could make the verifier accept if if the prover manages to open any of the commitments in an incorrect way. But by assumption on Type 2 commitments, this occurs with exponentially small probability.

Zero-knowledge. We define a machine $T$ that takes two oracles $\mathcal{O}_{f}, \mathcal{O}_{g}$, each of which provides $d$ field elements. The machine $T$ :

1. Starts an instance of the verifier;
2. Reads $d$ field elements from $\mathcal{O}_{f}$ as $f_{0}, \ldots, f_{d-1}$;
3. Outputs $\left\langle f_{j}\right\rangle$ (committed with fresh randomness);
4. Reads $\beta$ from the verifier;
5. Computes $\left\langle y_{i}\right\rangle$ and $\left\langle z_{j}\right\rangle$ as described in the protocol;
6. Reads $d$ field elements from $\mathcal{O}_{g}$ as $g_{0}, \ldots, g_{d-1}$;
7. Outputs $\left\langle g_{j}\right\rangle$ (committed with fresh randomness);
8. Computes $\langle v\rangle$ as described in the protocol;
9. Runs the simulators for "proving" $g_{j}=f_{j} z_{j}$ and $v=0$, and outputs the transcripts.
We will use some special oracles: $\mathcal{O}_{f}^{\text {real }}$ provides $f_{j}$ 's the honest prover uses; $\mathcal{O}_{f}^{\text {forged }}$ provides forged $f_{j}$ 's, just zeros, for instance. $\mathcal{O}_{g}^{\text {real }}$ and $\mathcal{O}_{g}^{\text {forged }}$ are defined similarly.

The simulator is defined as $T$ taking $\mathcal{O}_{f}^{\text {forged }}, \mathcal{O}_{g}^{\text {forged }}$. We employ a standard hybrid argument to show that the simulator works. Consider the following distributions:
$-D_{1}$ : the transcript created by the honest prover and the verifier;
$-D_{2}$ : the transcript created by the honest prover and the verifier, but with simulated transcripts for the subprotocols; or equivalently, the transcript produced by $T$ taking $\mathcal{O}_{f}^{\text {real }}, \mathcal{O}_{g}^{\text {real }}$;
$-D_{3}$ : the transcript created by $T$ taking $\mathcal{O}_{f}^{\text {real }}, \mathcal{O}_{g}^{\text {forged }} ;$
$-D_{4}$ : the transcript created by $T$ taking $\mathcal{O}_{f}^{\text {forged }}, \mathcal{O}_{g}^{\text {forged }}$, or equivalently, that produced by the simulator;

Since the subprotocols are (honest-verifier) zero-knowledge, $D_{1}$ and $D_{2}$ are indistinguishable. The difference between $D_{2}$ and $D_{3}$ is whether $g_{j}$ 's contain real or forged values, and $D_{3}$ and $D_{4}, f_{j}$ 's. Since the commitment scheme is hiding, $D_{2}, D_{3}$ and $D_{3}, D_{4}$ are pairs of indistinguishable distributions, which follows from the definiton of hiding by a standard computational reduction.

Formally, let $D$ be an effective distinguisher telling $D_{2}$ from $D_{3}$, we build the following adversary that tries to break the hiding property:

1. The adversary makes a commitment to $\boldsymbol{x}$ and uses it as the public input; note that since the adversary knows $\boldsymbol{x}$, it is capable of implementing $\mathcal{O}_{t}^{\text {real }}$ $(t=f, g)$;
2. The adversary creates an oracle $\mathcal{O}_{g}^{\text {challenge }}$, which:
(a) Runs $\mathcal{O}_{g}^{\text {real }}$ to produce $g_{j}^{\text {real }}$;
(b) Runs $\mathcal{O}_{g}^{\text {forged }}$ to produce $g_{j}^{\text {forged }}$, $s$;
(c) Sends the two batches to the challenger, and outputs whatever the challenger outputs;
3. The adversary runs $T$ with $\mathcal{O}_{f}^{\text {real }}, \mathcal{O}_{g}^{\text {challenge }}$ to obtain a transcript;
4. It sends the transcript to $D$;
5. If $D$ says the transcript is from $D_{2}$, the adversary concludes that the commitments the call to $\mathcal{O}_{g}^{\text {challenge }}$ received from the challenger are those of $g_{j}^{\text {real }}$ 's; otherwise, those of $g_{j}^{\text {forged }}$,s.
$D$ sees $D_{2}$ [resp. $\left.D_{3}\right]$ if $\mathcal{O}_{g}^{\text {challenge }}$ (the adversary) was given the commitments of $g_{j}^{\text {real, }}$ [ resp. $g_{j}^{\text {forged }}$,s]. Therefore, the adversary has the same advantage against the hiding property as $D$ has against $D_{2}$ and $D_{3}$. Moreover, the adversary is also effective. Since the commitment scheme is hiding, the adversary must have negligible advantage and so must $D$. A similar construction proves that $D_{3}$ and $D_{4}$ are also indistinguishable.

For Type 2 commitments, the argument becomes simpler: We define the oracles to output only what the verifer sees when a Type 2 commitment is created. Further, as these commitments are perfectly hiding, the forged and the real oracles now output exactly the same distribution, so we immediately get perfect zero-knowledge.

### 3.1 Field Extension

The basic protocol we just described does not work for small fields: we may not be able to choose $n$ distinct values $a_{i}$, and even if we can, the field size may be
too small to guarantee a small enough soundness error. In addition, we assumed the field was prime when defining Type 1 commitments.

We can solve both problems by going to an extension field $\mathbb{K}$, which we choose as a degree $t$ extension of $\mathbb{F}$, so that $|\mathbb{K}|$ is exponential in the security parameter $k$. One possible value for $t$ is $\left\lceil\frac{k}{\log |\mathbb{F}|}\right\rceil$.

Going from $\mathbb{F}$ to its extension $\mathbb{K}$ also requires enlarging $G, H$. For Type 2 commitments where these are vector spaces, this can be done using the tensor product, i.e., use $G^{\prime}=G \otimes \mathbb{K}$ and $H^{\prime}=H \otimes \mathbb{K}$, and induce the commitment schemes accordingly. Type 1 commitments can be extended in a similar manner. The following is a concrete explanation for extending Type 1 commitments. It also applies to Type 2 commitments, which is exactly the computational way of doing tensor products.

We have to fix a basis of $\mathbb{K}$ over $\mathbb{F}$ in advance. The new sets of randomness and commitments are $G^{\prime}=G^{t}, H^{\prime}=H^{t}$, in which additions are induced naturally. For all $b \in \mathbb{K}$ and $r=\left(r_{1}, \ldots, r_{t}\right)^{\mathrm{T}} \in G^{\prime}$, we first find the matrix $M_{b}$ of endomorphism $x \mapsto b x$ of $\mathbb{K}$ under the fixed basis, and define

$$
b r=M_{b}\left(\begin{array}{c}
r_{1} \\
\vdots \\
r_{t}
\end{array}\right)
$$

where the multiplication on the right-hand side is formal and regarding elements in $\mathbb{F}$ as integers. Scalar multiplication in $H^{\prime}$ is defined similarly. For the induction of commitment algorithm, one simply commits to $a \in \mathbb{K}$ with randomness $r \in U^{\prime}$ by committing coordinatewise. That is, let the coordinates of $a$ under the fixed basis be $\left(a_{1}, \ldots, a_{t}\right)^{\mathrm{T}}$, we define

$$
\operatorname{Commit}_{\mathrm{pk}}(a, r)=\left(\operatorname{Commit}_{\mathrm{pk}}\left(a_{1}, r_{1}\right), \ldots, \operatorname{Commit}_{\mathrm{pk}}\left(a_{t}, r_{t}\right)\right)^{\mathrm{T}}
$$

The newly defined Commit $_{\mathrm{pk}}$ is binding, hiding and additively homomorphic thanks to the commitment scheme of $\mathbb{F}$. Moreover, it is trivial to verify that the commitment scheme is capable of performing scalar multiplication, or precisely $b$ Commit $_{\mathrm{pk}}(a, r)=\operatorname{Commit}_{\mathrm{pk}}(b a, b r)$ for all $a, b \in \mathbb{K}, r \in G^{\prime}$, thus linearly homomorphic. For the $q$-inversion property, for all $c=\left(c_{1}, \ldots, c_{t}\right)^{\mathrm{T}}$, after a series of additions and multiplication by clear-text field elements, the resulting commitment is $d=M c$ for some integer matrix $M$. Note well that modulo operation cannot be performed on $M$ in between the operations. However, should $d$ always contain 0 , it must be the case that entries of $M$ are multiples of $|\mathbb{F}|$, therefore, by the $q$-inversion property of the scheme in $\mathbb{F}$, along with its (additively) homomorphic property, we obtain a similar property that allows us to "explain" commitments that should always contain 0 as 0 .

If the basis starts with 1 (the field identity), when we are given the input commitments over $\mathbb{F}\left\langle x_{1}\right\rangle, \ldots,\left\langle x_{n}\right\rangle$ for $x_{i} \in \mathbb{F}$, we can easily modify these to commitments over $\mathbb{K}$ by appending $t-1$ default commitments to 0 to each $\left\langle x_{i}\right\rangle$ (the randomness input used for these commitments should be deterministic so
that no communication overhead is incurred). We can then execute the main protocol exactly as described using $\mathbb{K}$ instead of $\mathbb{F}$ as the base field.

By moving to $\mathbb{K}$, we now get soundness error $2^{-\Omega(k)}$, and the complexity in terms of number of commitments over $\mathbb{F}$ sent is indeed $O\left(\frac{k d}{\log |\mathbb{F}|}\right)$ as promised in the introduction.

## 4 Applications

### 4.1 Actively Secure $\boldsymbol{d}$-out-of- $\boldsymbol{n}$ Oblivious Transfer

In a $d$-out-of- $n$ OT protocol, a sender has $n$ messages, and a receiver wishes to learn exactly $d$ of these, without revealing to the sender which messages were chosen. We consider the non-adaptive setting, where the receiver's $d$ selections are chosen all at once, and refer to this functionality as $\binom{n}{d}-\mathrm{OT}_{k}$, where the sender's messages are strings of length $k$ (the security parameter).

Naor and Pinkas [NP05] showed how to construct $\binom{n}{d}$-OT in a black-box manner from $O(d \log n)$ instances of $\binom{2}{1}$-OT, however, their protocol is only secure in a half-simulation paradigm, and is vulnerable to selective failure attacks against a corrupt sender [CNs07]. Another construction by Shankar et al. [SSR08] uses only $O(n)$ 1-out-of- 2 OTs, and an elegant mechanism based on secret-sharing to prevent the receiver from learning more than $d$ messages. However, this is also not fully secure against a corrupt sender. The only known actively secure protocols are based on specific assumptions like DDH or pairings [CNs07,GH08] and require $\Omega(n)$ public-key operations. These are inherently less efficient than constructions based on $\binom{2}{1}$-OT as they cannot make use of efficient OT extension techniques, which reduce the number of public key operations needed for OT to $O(k)$ (independent of the total number of OTs) [IKNP03].

We show how to use the proof of Hamming weight from Section 3 to construct an actively secure protocol for $\binom{n}{d}-\mathrm{OT}_{k}$, which makes only black-box use of $\binom{2}{1}-\mathrm{OT}_{k}$ and symmetric primitives. The communication cost of the basic protocol is $O\left(k n+k^{2} d\right)$, or can be reduced to an amortized cost of $O(k n)$ in a batch setting, which is optimal up to a constant factor.

The Commitment Scheme. Our construction uses a specific form of Type 2 homomorphic commitment scheme defined by the functionality $F_{\text {Com }}$ below.

## Functionality $\mathrm{F}_{\mathrm{Com}}$

On initialisation with the security parameter $k$, the functionality samples a random field element $\alpha \in \mathbb{F}_{2^{k}}$ and sends it to $P_{A}$.
On receiving a message $x \in \mathbb{F}_{2^{k}}$ from $P_{B}$ :

1. Sample $\beta \in \mathbb{F}_{2^{k}}$ at random.
2. Send $\beta$ to $P_{A}$ and $\gamma:=\alpha \cdot x+\beta$ to $P_{B}$.

To commit to a message $x, P_{B}$ sends $x$ to $\mathrm{F}_{\mathrm{Com}}$. The verification algorithm, which takes as input a message $x_{i}$ and the verification information $\left(\gamma_{i}, \alpha, \beta_{i}\right)$, simply checks that $\gamma_{i}=\alpha \cdot x_{i}+\beta_{i}$.

The scheme is perfectly hiding, since the verifier's data $\alpha, \beta_{i}$ is uniformly random and independent of the sender's messages. The scheme is statistically binding, because opening to $x_{i}^{\prime} \neq x_{i}$ requires coming up with $\gamma_{i}^{\prime}=\alpha \cdot x_{i}^{\prime}+\beta_{i}$, hence $\gamma_{i}^{\prime}-\gamma_{i}=\alpha \cdot\left(x_{i}^{\prime}-x_{i}\right)$, but this requires guessing $\alpha$ so happens with probability at most $2^{-k}$. The scheme is also linearly homomorphic over $\mathbb{F}_{2^{k}}$, since if $f: \mathbb{F}_{2^{k}}^{n} \rightarrow \mathbb{F}_{2^{k}}$ is a linear map, then

$$
f\left(\alpha \cdot x_{1}+\beta_{1}, \ldots, \alpha \cdot x_{n}+\beta_{n}\right)=\alpha \cdot f\left(x_{1}, \ldots, x_{n}\right)+f\left(\beta_{1}, \ldots, \beta_{n}\right)
$$

so applying $f$ to the commitment and opening information results in a valid commitment to $f\left(x_{1}, \ldots, x_{n}\right)$.

The functionality $\mathrm{F}_{\text {Com }}$ can be implemented using 1-out-of-2 string-OT, as shown in previous works for messages in $\{0,1\}$. To commit to a bit $x \in\{0,1\}$, the parties perform an OT where $P_{A}$ is the sender with inputs $(\beta, \beta+\alpha)$, for randomly sampled $\alpha, \beta \in \mathbb{F}_{2^{k}}$, and $P_{B}$ inputs the choice bit $x . P_{B}$ receives $\gamma=\beta+x \cdot \alpha$, as required. To obtain active security, a consistency check is needed to ensure that the correct inputs are provided to the OTs. This can be done with only a small, constant overhead [NST17] using techniques based on OT extension [NNOB12,KOS15].

We can extend the above to commit to arbitrary field elements instead of just bits using the homomorphic property, as follows. To commit to the field element $x \in \mathbb{F}_{2^{k}}$, first write $x$ as $\sum_{i=1}^{k} x_{i} \cdot X^{k-1}$, for $x_{i} \in \mathbb{F}_{2}$, where the vector $\left(1, X, \ldots, X^{k-1}\right)$ defines a basis of $\mathbb{F}_{2^{k}}$ over $\mathbb{F}_{2}$. Then, $P_{B}$ commits to the individual bits $x_{i}$, obtaining commitments $\left\langle x_{i}\right\rangle$, and both parties then compute the commitment $\langle x\rangle=\sum_{i=1}^{k}\left\langle x_{i}\right\rangle \cdot X^{k-1}$.

Efficiency. Using the protocol from [NST17] (based on [NNOB12]), after a setup phase consisting of $O(k)$ OTs, the cost of committing to a bit is that of sending $O(k)$ bits, plus some computation with a PRG. To commit to an arbitrary field element we require $k$ bit commitments, which gives a communication cost of $O\left(k^{2}\right)$.
$\boldsymbol{d}$-out-of- $\boldsymbol{n}$ OT Protocol. We now show how to realise $\binom{n}{d}-\mathrm{OT}_{k}$ using this commitment scheme, and applying the zero-knowledge proof of Hamming weight from Section 3. The idea is for the receiver to commit to a selection vector $\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n}$ defining its $d$ choices, and prove that at most $d$ of these are non-zero. Then, we use a hash function to convert the commitments to the $x_{i}$ 's into 1-out-of-2 OTS, where the second message in each OT is one of the sender's inputs. The zero-knowledge proof ensures that the receiver learns at most $d$ of these inputs.

We use the definition of a correlation robust hash function $H: \mathbb{F}_{2^{k}} \rightarrow\{0,1\}^{k}$, which satisfies the following security property:

Definition 1 ([IKNP03]). Let $n=\operatorname{poly}(k)$ and $t_{1}, \ldots, t_{n}, \alpha$ be uniformly sampled from $\{0,1\}^{k}$. Then, $H$ is correlation robust if the distribution

$$
\left(t_{1}, \ldots, t_{n}, H\left(t_{1} \oplus \alpha\right), \ldots, H\left(t_{n} \oplus \alpha\right)\right)
$$

is computationally indistinguishable from the uniform distribution on $2 n k$ bits.

Protocol: The receiver, $P_{R}$, has $d$ choices $c_{1}, \ldots, c_{d} \in[n]$. The sender, $P_{S}$, inputs strings $y_{1}, \ldots, y_{n} \in\{0,1\}^{k}$.

1. $P_{R}$ defines $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n}$ to be the weight- $d$ selection vector defined by $P_{R}$ 's choices.
2. The parties initialise $\mathrm{F}_{\mathrm{Com}}$, so $P_{S}$ receives $\alpha \in \mathbb{F}_{2^{k}}$.
3. $P_{R}$ commits to $x_{i}$ using $\mathrm{F}_{\mathrm{Com}}$, for $i=1, \ldots, n$, and receives $\gamma_{i}$. $P_{S}$ receives the commitments $\beta_{i}$.
4. $P_{R}$ proves that $w_{H}(\boldsymbol{x}) \leq d$ using $\Pi_{\mathrm{HW}}$.
5. $P_{S}$ sends to $P_{R}$ the values

$$
z_{i}=H\left(\beta_{i}+\alpha\right) \oplus y_{i}
$$

6. $P_{R}$ outputs $y_{i}=z_{i} \oplus H\left(i, \gamma_{i}\right)$, for the values where $x_{i}=1$.

Theorem 2. If $H$ satisfies the correlation robustness property then the protocol above securely realises the $\binom{n}{d}$-OT functionality in the $\mathrm{F}_{\text {Com }}$-hybrid model.

Proof. We first consider the simpler case of a corrupt sender, $P_{S}^{*}$. The simulator, $\mathcal{S}$, sends random field elements $\alpha, \beta_{i}$ to simulate the outputs of $\mathrm{F}_{\mathrm{Com}}$ to $P_{S}^{*} . \mathcal{S}$ then runs the zero-knowledge simulator from $\Pi_{\mathrm{HW}}$. Next, $\mathcal{S}$ receives the values $z_{i}$ from $P_{S}^{*}$ and recovers $y_{i}=z_{i} \oplus H\left(\beta_{i}+\alpha\right)$, for $i=1, \ldots, n$. Finally, $\mathcal{S}$ sends the sender's inputs $y_{1}, \ldots, y_{n}$ to the $\binom{n}{d}$-OT functionality. It is easy to see that the simulation is identically distributed to the view of $P_{S}^{*}$ in the real protocol, because the $\alpha, \beta_{i}$ values are sampled identically to the real protocol, and the zeroknowledge simulator for $\Pi_{H W}$ is perfect when used with Type 2 commitments.

When the receiver, $P_{R}^{*}$, is corrupted, the simulator $\mathcal{S}$ proceeds as follows. First, $\mathcal{S}$ receives the bits $x_{1}, \ldots, x_{n}$ as the receiver's input to $\mathrm{F}_{\mathrm{Com}}$, and sends back random field elements $\gamma_{1}, \ldots, \gamma_{n} . \mathcal{S}$ simulates the verifier's messages in $\Pi_{\mathrm{HW}}$ with uniformly random values, and aborts if the proof fails. If the proof succeeds, then by the soundness property of $\Pi_{\mathrm{HW}}$ it holds that $w_{H}(\boldsymbol{x}) \leq d$, so $\mathcal{S}$ extracts $d$ choices $c_{1}, \ldots, c_{d} \in\{1, \ldots, n\}$ from the non-zero entries of $\boldsymbol{x}$ (if $w_{H}(\boldsymbol{x})<d$ then $\mathcal{S}$ chooses arbitrary indices for the last $d-w_{H}(\boldsymbol{x})$ choices). $\mathcal{S}$ sends $c_{1}, \ldots, c_{d}$ to $\binom{n}{d}$-OT, and receives back the strings $y_{c_{1}}, \ldots, y_{c_{d}}$. In the final step, for the indices $i$ where $x_{i}=1, \mathcal{S}$ sends $z_{i}=H\left(\gamma_{i}\right) \oplus y_{i}$, and for all $i$ where $x_{i}=0, \mathcal{S}$ samples $z_{i}$ uniformly from $\{0,1\}^{k}$.

Up until the final step, the simulation for a corrupt receiver is perfect, because the $\gamma_{i}$ values are identically distributed to those output by $\mathbf{F}_{\mathrm{Com}}$, and $\Pi_{H W}$ (and its subprotocols) are public-coin, so the verifier's messages are uniformly random. Regarding the $z_{i}$ values, first note that whenever $x_{i}=1, P_{R}^{*}$ obtains the correct
output $y_{i}$ in both the real and simulated executions. When $x_{i}=0$, the $z_{i}$ 's sent in the protocol are computationally indistinguishable from the simulated random values, by the correlation robustness property. More formally, suppose there exists an environment $\mathcal{Z}$ and an adversary $\mathcal{A}$, who corrupts the receiver, such that $\mathcal{Z}$ distinguishes the real and ideal executions. We construct a distinguisher $D$ for the correlation robust function, as follows:
$-D$ receives a correlation robustness challenge $\left(t_{1}, \ldots, t_{n}, u_{1}, \ldots, u_{n}\right)$.

- $D$ invokes $\mathcal{Z}$ with the corrupt receiver, $\mathcal{A}$, starting a simulated execution of the $d$-out-of- $n$ OT protocol. $D$ receives the sender's inputs $y_{1}, \ldots, y_{n}$, chosen by $\mathcal{Z}$.
- Instead of sampling $\gamma_{i}$ at random, $D$ sends $t_{1}, \ldots, t_{n}$ to simulate these values sent to $\mathcal{A}$.
- For the indices $i$ where $x_{i}=0, D$ lets $z_{i}=u_{i} \oplus y_{i}$. The rest of the execution is simulated the same way as $\mathcal{S}$.
- After the execution, $D$ outputs the same as $\mathcal{Z}$.

Note that if the $u_{1}, \ldots, u_{n}$ values from the challenge are uniformly random, then the view of $\mathcal{Z}$ is identical to the view in the previous simulation. On the other hand, if $u_{1}, \ldots, u_{n}$ are computed as $H\left(t_{i} \oplus \alpha\right)$, for some random $\alpha \in\{0,1\}^{k}$, then $z_{i}=u_{i} \oplus y_{i}$ (where $x_{i}=0$ ) is distributed the same as in the real protocol, so the view of $\mathcal{Z}$ is identical to the real execution. Therefore, $D$ breaks the correlation robustness property of $H$ with exactly the same probability that $\mathcal{Z}$ distinguishes the real and ideal executions.

Efficiency. The main cost of the protocol is the initial $n$ calls to $\mathrm{F}_{\text {Com }}$ to commit to the $x_{i}$ bits, followed by running the proof $\Pi_{\mathrm{HW}}$, which requires committing to $O(d)$ additional field elements. Since committing to a bit costs $O(k)$ bits of communication, and a field element $O\left(k^{2}\right)$, we get an overall communication complexity of $O\left(n k+k^{2} d\right)$.

Reducing Communication with Amortization. In a batch setting, where two parties wish to perform multiple, parallel instances of $\binom{n}{d}$-OT $k$, for the same values of $d$ and $n$, we can reduce the amortized communication cost to $O(n k)$, which is optimal up to a constant factor. Instead of using the commitment scheme $\mathrm{F}_{\mathrm{Com}}$, we make use of recent advances homomorphic commitments based on OT and error-correcting codes [FJNT16, CDD $\left.{ }^{+} 16\right]$. These allow to commit to a vector of $\ell$ field elements with $o(1)$ communication overhead, for $\ell=\Omega(k)$. When performing many parallel executions of our protocol, this means steps 1-4 can be done with only $O(n k)$ amortized communication, instead of $O\left(n k+k^{2} d\right)$. However, now we have a problem in the final step where the sender hashes the commitments to transfer its inputs, because this is not compatible with the schemes of [FJNT16, CDD $\left.{ }^{+} 16\right]$. To get around this, the receiver will also commit to $x_{1}, \ldots, x_{n}$ using $\mathrm{F}_{\mathrm{Com}}$, and then prove that the two sets of commitments contain the same values. This can be shown by opening a (masked) random linear combination of the $\mathrm{F}_{\mathrm{Com}}$ commitments, then opening the same linear
combination with the code-based commitments and checking that these give the same value. We give more details on this protocol and how to instantiate a Type 2 commitment scheme with code-based commitments in Appendix B.

### 4.2 Separable Accountable Ring Signatures

Ring signatures [RST01] enable a member of a group to leak information on behalf of the group without compromising its own identity. More precisely, ring signatures allow a signer to dynamically choose a group of potential signers and then sign a message on behalf of this group. A verifier can verify that the signature was indeed created by one of the group members, but cannot learn who the signer is. In [XY04], Xu and Yung introduce the notion of accountable ring signatures, where, in addition to a regular ring signature scheme, the signer can dynamically pick a trusted entity, called the opener, and, in addition to signing anonymously on behalf of the group, prove that this entity can revoke the signers anonymity. Accountable ring signatures imply traditional group signatures $\left[\mathrm{BCC}^{+} 15\right]$.

Since the members of a ring signatures are chosen dynamically, realistically speaking we can not always assume that all members use the same signing algorithm or even have the same type of public keys. Ideally, we would like to have a ring signature scheme, where we can sign on behalf of a group even if all members use different signing algorithms and different types of keys. This issue of separability has been first considered in the context of identity escrow [KP98] and later also in the context of group signatures [CD00,CM99]. Here, to the best of our knowledge, we provide the first construction of accountable ring signatures that achieves such separability. The only assumption we make on the public keys of the group members is that there exists a $\Sigma$-protocol for proving knowledge of the corresponding secret key.

Assume there are $n$ parties $P_{1}, \ldots, P_{n}$, each holding a key pair $\left(\mathrm{pk}_{i}, \mathrm{sk}_{i}\right)$. Furthermore, assume that for each key pair, there is a $\Sigma$-protocol $\Sigma_{i}$ to prove knowledge of the secret key sk $i_{i}$ corresponding to $\mathrm{pk}_{i}$. Using an OR-proof [CDS94] over all $\Sigma_{i}$, it is straightforward to prove knowledge of one of the secret keys while not revealing its own identity. Combining such an OR-proof with the FiatShamir heuristic, we immediately get a separable ring signature scheme. To construct a separable accountable ring signature scheme, we additionally need to ensure that the designated opener can extract the signer's identity from the $\Sigma$-protocol's transcript. Our main idea here is to "encode" the signer's identity into the protocol's challenge values and then use our compact proofs to prove that this has been done correctly. More concretely, recall that when an honest prover $P_{j}$ does the OR-proof, there will be a $\Sigma$-protocol instance executed for each of the $n$ parties. These will all be simulated executions, except the $j$ 'th one. Now, we will interpret all challenges $e_{1}, \ldots, e_{n}$ in the $\Sigma$-protocols as commitments, and exploit the fact that $P_{j}$ can choose all the simulated challenges as he likes, only $e_{j}$ will be random. We can therefore instruct $P_{j}$ to pick $e_{i}$ where $i \neq j$ to be homomorphic commitments to 0 . This means that $e_{1}, \ldots, e_{n}$, when seen as
commitments, will represent a vector of Hamming weight at most 1 , so $P_{j}$ will prove this fact using our compact proof.

Assume we are using computationally hiding, perfectly binding, commitments. A (polynomial time) verifier cannot distinguish commitments to random bit strings from commitments to 0 . Therefore, by the properties of $\Sigma$-protocols, the verifier cannot distinguish a simulated from a real transcript. Now, further assume the opener possesses a trapdoor $\mathrm{td}_{\mathrm{op}}$ that enables him to break the hiding property of the commitment scheme. That is, the opener can use $\mathrm{td}_{\mathrm{op}}$ to check whether a commitment contains a specific message, e.g. 0, or not. This is the case if, for example, the commitment scheme is actually a public-key encryption scheme. To identify a signer, the opener can open all challenge commitments and find the commitment to a non-zero value.

We will now describe our separable accountable ring signature scheme in the form of a group identification scheme with revocable anonymity. Combining this identification scheme with Fiat-Shamir then gives us our desired signature scheme. For a full formal definition of accountable ring signatures we refer the reader to $\left[\mathrm{BCC}^{+} 15\right]$.

Group identification scheme with revocable anonymity: Let Encode be a bijective function that maps elements from the commitment's message, randomness, and commitment space to bit strings. Let Decode be the inverse of Encode. Let $P_{j}$ be the prover and $\left\{P_{1}, \ldots, P_{n}\right\}$ the group. Let $\left(\mathrm{pk}_{\mathrm{op}}, \mathrm{td}_{\mathrm{op}}\right)$ be the opener's key pair for a perfectly binding, computationally hiding commitment scheme, where $\operatorname{td}_{\mathrm{op}}$ can be used to break the hiding property of a commitment.

## Membership protocol

1. For $i \neq j$, the prover chooses uniformly random values $r_{i}$, computes $c_{i}=$ Commit $_{\mathrm{pk}}\left(0, r_{i}\right)$, and encodes it as $e_{i}=\operatorname{Encode}\left(c_{i}\right)$. Next, for each $e_{i}$, the prover uses the simulator $\Sigma_{i}$ to obtain transcripts $\left(a_{i}, e_{i}, z_{i}\right)$. Finally, the prover chooses a random $a_{j}$ according to $\Sigma_{j}$ and sends $\left(a_{1}, \ldots, a_{n}\right)$ to the verifier.
2. The verifier chooses a random $x \neq 0$ and $r$ and sends the challenge $e=$ Encode $(x, r)$ to the prover.
3. The prover computes $(x, r)=\operatorname{Decode}(e)$, picks commitment $c_{j}$ such that $\sum_{i=1}^{n} c_{i}=\operatorname{Commit}_{\mathrm{pk}}(x, r)$, and computes proof $\pi$ for $w_{H}\left(\left(c_{1}, \ldots, c_{n}\right)\right) \leq$ 1 using $\Pi_{\mathrm{HW}}$. Knowing $a_{j}$ and $e_{j}=\operatorname{Encode}\left(c_{j}\right)$, the prover computes $z_{j}$ honestly according to $\Sigma_{j}$. It sends $\left(c_{1}, \ldots, c_{n}\right),\left(z_{1}, \ldots, z_{n}\right)$, and $\pi$ to the verifier.
4. The verifier checks the validity of $\pi$, it checks that $\sum_{i=1}^{n} c_{i}=\operatorname{Commit}_{\mathrm{pk}}(x, r)$, and finally it checks that for $1 \leq i \leq n$ each transcript $\left(a_{i}, e_{i}, z_{i}\right)$ is an accepting transcript for $\Sigma_{i}$.

Anonymity Revocation Given the transcript $\left\{\left(a_{i}, e_{i}, z_{i}\right)\right\}_{1 \leq i \leq n}$ of an invocation of the membership protocol described above, the opener can, for each $i$, compute $c_{i}=\operatorname{Decode}\left(e_{i}\right)$ and using his trapdoor $\mathrm{td}_{\mathrm{op}}$ it can reveal which commitment $c_{j}$ is to a value not equal 0 .

Security: In the following we provide an informal description of the security properties of accountable ring signatures. We sketch why our construction is secure according to these properties. The formal security definitions can be found in $\left[\mathrm{BCC}^{+} 15\right]$.

Full Unforgeability From a high-level perspective, this property encompasses two security requirements. First, a corrupted opener cannot falsely accuse any member of a group of creating a signature. Second, no coalition of corrupted members in a ring can create an signature on behalf of an honest member.

Proof (sketch). Let $\sigma=\left(a_{1}, \ldots, a_{n}, e_{1}, \ldots, e_{n}, z_{1}, \ldots, z_{n}\right)$ be a valid signature created the adversary. Due to the (special) soundness of $\Pi_{\text {HW }}$ we know that at most one commitment from $e_{1}, \ldots, e_{n}$ is not a commitment to 0 . Let $i$ be the index of the commitment that is not equal to 0 and $j$ be the index of an honest member. Assume the opener accuses $P_{j}$ of being the signer and consider the two following cases: If $i \neq j$, then the commitment $c_{j}$ is a commitment to 0 and thus a malicious opener, who successfully accuses $P_{j}$ would immediately contradict the binding property of the commitment scheme. In the case of $i=j$, the adversary successfully signed on behalf of an honest member $P_{j}$, which would contradict the (special) soundness of $\Sigma_{j}$.

Anonymity This property ensures that nobody but the opener can reveal the identity of the ring member that created a signature. The anonymity property has to hold even when the secret keys of all members are revealed.

Proof (sketch). This property directly follows from the hiding property of the commitment scheme and the witness indistinguishability of the OR-proof construction.

Traceability This property guarantees that the opener can always identify the signer and that the opener can provide a publicly verifiable proof thereof.

Proof (sketch). Let $\sigma=\left(a_{1}, \ldots, a_{n}, e_{1}, \ldots, e_{n}, z_{1}, \ldots, z_{n}\right)$ be a valid signature created by the adversary. Consider the following cases. If $\operatorname{HW}\left(c_{1}, \ldots, c_{n}\right)>1$, then the adversary can be used to break the soundness property of $\Pi_{H W}$. In the case of $\operatorname{HW}\left(c_{1}, \ldots, c_{n}\right)=1$, let $i$ be the index of the commitment not equal to 0 and let $P_{j}$ be the member that is accused by the opener. In this case either $P_{j}$ was indeed the signer or we can use the adversary to break the soundness of $\Sigma_{j}$.

Tracing Soundness This soundness property ensures that even if all members in a group and the opener are fully corrupt, the opener can still not accuse two different members of the ring.

Proof (sketch). This directly follows from the soundness of $\Pi_{\mathrm{HW}}$.

### 4.3 More Efficient Preprocessing for the TinyTable Protocol

TinyTable [DNNR17] is a secure two-party computation protocol based on a 'gate scrambling' technique. It evaluates a circuit by expressing every non-linear gate with its truth table, and using a scrambled version of this table to perform the secure computation. This leads to a protocol in the preprocessing model with a very efficient online phase, where each non-linear gate requires just one message to be sent from each party, and linear gates can be evaluated without interaction. For small tables such as two-input AND gates, [DNNR17] showed to efficiently implement the preprocessing phase based on TinyOT [NNOB12], but for larger tables (such as representations of the S-boxes in 3-DES or AES) this approach does not scale well. Keller et al. $\left[\mathrm{KOR}^{+} 17\right]$ recently presented a more efficient approach to creating the masked tables using multiplication triples over a finite field of characteristic two. For the case of secure computation of AES, this gives a preprocessing phase that is almost as efficient as the best 2-party computation protocols based on garbled circuits, but with the benefits of the high throughput available in the TinyTable online phase.

We show how to further reduce the cost of the preprocessing phase, by combining our compact proof of Hamming weight with secret-shared finite field multiplications. Our approach requires just one multiplication triple per lookup table, whereas the previous method $\left[\mathrm{KOR}^{+} 17\right]$ needs at least $\log _{2} N-1$ triples for a table of size $N$ (albeit over a smaller field). Our method concretely reduces the amount of communication needed for the preprocessing by around a factor of two, for lookup tables of size 32-64.

TinyTable Background. TinyTable uses linearly homomorphic, informationtheoretic MACs to authenticate secret-shared data between the two parties. ${ }^{5}$ The MACs are identical to our commitments produced by $\mathrm{F}_{\mathrm{Com}}$ in Section 4.1: the MACs on a shared value $x=x_{1}+x_{2}$ are of the form $\gamma_{x_{1}}=x_{1} \cdot \alpha_{2}+\beta_{x_{1}}$ and $\gamma_{x_{2}}=$ $x_{2} \cdot \alpha_{1}+\beta_{x_{2}}$, where $P_{A}$ holds $\left(x_{1}, \gamma_{x_{1}}, \beta_{x_{2}}, \alpha_{1}\right)$ and $P_{B}$ holds $\left(x_{2}, \gamma_{x_{2}}, \beta_{x_{1}}, \alpha_{2}\right)$. We use the notation $\left\langle x_{1}\right\rangle_{A}$ and $\left\langle x_{2}\right\rangle_{B}$ to denote these committed values held by $P_{A}$ and $P_{B}$.

The goal of the preprocessing phase is to produce, for a public lookup table $T=(T[0], \ldots, T[n-1])$, the values:

$$
\left(\left\langle s_{i}\right\rangle_{i},\left\langle v_{0}^{i}\right\rangle_{i}, \ldots,\left\langle v_{n-1}^{i}\right\rangle_{i}\right)_{i \in\{A, B\}}
$$

where $v_{j}^{A}, v_{j}^{B}$ are random shares that sum to $T\left[j \oplus s_{A} \oplus s_{B}\right]$, and $s_{A}, s_{B}$ are random strings of length $\ell=\log _{2} n$.

In $\left[\mathrm{KOR}^{+} 17\right]$, it was shown that it is enough for the parties to produce these values for the simple table where $T[0]=1$ and $T[j]=0$ for all $j>0$. In other words, if the above shares satisfy $v_{s}^{A}+v_{s}^{B}=1$ (where $s=s_{A} \oplus s_{B}$ is represented as an integer in $\{0, \ldots, n-1\}$ ), and $v_{j}^{A}+v_{j}^{B}=0$ for all $j \neq s$, the parties can

[^2]locally convert these shares into a scrambled table for any lookup table $T$ of size $n$.

Preprocessing Protocol. We now show how to compute the above preprocessing data, using the Type 2 commitment scheme from Section 4.1 based on $\mathrm{F}_{\text {Com }}$, and our proof of Hamming weight.

Additional Tools. Our protocol also requires the parties to be able to bit decompose committed values, and multiply secret-shared, committed values. Bit decomposition of a committed value $\langle x\rangle$, for $x \in \mathbb{F}_{2^{k}}$, can be done by first committing to the bits $\left\langle x_{1}\right\rangle, \ldots,\left\langle x_{k}\right\rangle$, then opening $\langle x\rangle+\sum_{i}\left\langle x_{i}\right\rangle X^{i-1}$ and checking that this equals zero.

To produce a secret-sharing of the product of two committed values, where each value is held by a different party, we use a multiplication triple and Beaver's technique [Bea92]. The current, most efficient methods of generating multiplication triples are based on oblivious transfer with the MASCOT [KOS16] or TinyOLE [DGN $\left.{ }^{+} 17\right]$ protocols. Note that these protocols create informationtheoretic MACs on shares of the triples, but these MACs have the same form as the commitments produced by $\mathrm{F}_{\mathrm{Com}}$, so we can use them for our purpose.

With these building blocks, our protocol for preprocessing a masked lookup table of size $n$ is as follows. We assume that $\mathrm{F}_{\text {Com }}$ operates over the field $\mathbb{F}_{2^{2 n}}$ and fix $\left(1, X, \ldots, X^{2 n-1}\right)$ as a basis over $\mathbb{F}_{2}$ of this field.

## Protocol $\Pi_{\text {Prep }}$ :

1. $P_{A}$ samples a random, weight-one vector $\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{F}_{2}^{n}$, and $P_{B}$ samples $\left(b_{1}, \ldots, b_{n}\right)$ in the same way.
2. Both parties commit to the components of their vectors using $\mathrm{F}_{\mathrm{Com}}$, obtaining $\left\langle a_{1}\right\rangle_{A}, \ldots,\left\langle a_{n}\right\rangle_{A}$ and $\left\langle b_{1}\right\rangle_{B}, \ldots,\left\langle b_{n}\right\rangle_{B}$.
3. Compute $\sum_{i=1}^{n}\left\langle a_{i}\right\rangle_{A}$ and $\sum_{i}\left\langle b_{i}\right\rangle_{B}$ and check that these both open to 1 .
4. Run $\Pi_{H W}$ twice to prove that $w_{H}(\boldsymbol{a}) \leq 1$ and $w_{H}(\boldsymbol{b}) \leq 1$.
5. Let $\langle a\rangle_{A}=\sum_{i=1}^{n}\left\langle a_{i}\right\rangle_{A} \cdot X^{i-1}$ and $\langle b\rangle_{B}=\sum_{i=1}^{n}\left\langle b_{i}\right\rangle_{B} \cdot X^{i-1}$
6. Using a random multiplication triple over $\mathbb{F}_{2^{2 n}}$, compute commitments $\left\langle c^{A}\right\rangle_{A}$ and $\left\langle c^{B}\right\rangle_{B}$, such that $c^{A}+c^{B}=a \cdot b$.
7. For $j \in\{A, B\}$, bit decompose $\left\langle c^{j}\right\rangle_{j}$ to obtain $\left\langle c_{1}^{j}\right\rangle_{j}, \ldots,\left\langle c_{2 n}^{j}\right\rangle_{j}$.
8. For $j \in\{A, B\}, P_{j}$ outputs $\left(\left\langle c_{1}^{j}\right\rangle_{j}+\left\langle c_{n+1}^{j}\right\rangle_{j}, \ldots,\left\langle c_{n}^{j}\right\rangle_{j}+\left\langle c_{2 n}^{j}\right\rangle_{j}\right)$.

Correctness and security. First note that the check that $\sum_{i} a_{i}=\sum_{i} b_{i}=1$ rules out these vectors being all zero, therefore after $\Pi_{\mathrm{HW}}$ we know that they must have weight one. This means we can write the corresponding field elements as $a=X^{r}$ and $b=X^{s}$, where $r$ and $s$ represent the position of the one in each party's random vector. Viewing these as elements of the larger field $\mathbb{F}_{2^{2 n}}$, the product computed in step 6 then satisfies $c=X^{r+s}$, and has freshly random shares and MACs from the multiplication triple. The bit decomposition and computation in steps $7-8$ then ensure that the output contains a one in position $r+s(\bmod n)$, and is zero elsewhere, as required.

Comparison with Other Approaches. The main cost in our protocol is that of generating one multiplication triple over $\mathbb{F}_{2^{2 n}}$. In constrast, the protocol of $\left[\mathrm{KOR}^{+} 17\right]$ requires at least $\log _{2} n-1$ triples over a smaller field (depending on the table size, $n$ ). For example, if working over $\mathbb{F}_{2^{40}}$, $\left[\mathrm{KOR}^{+} 17\right]$ needs 4 triples for a table of size 32 , but this increases to 7 triples when $n=128$ and 11 when $n=256$. We compare the communication complexity of our protocol with $\left[\mathrm{KOR}^{+} 17\right]$ in Table 1. The cost describes the total communication needed to generate enough triples for one masked table of size $n$, when using either the MASCOT [KOS16] or TinyOLE [DGN ${ }^{+} 17$ ] protocols for triple generation. For small tables of sizes $32-64$, our protocol reduces the communication cost by around a factor of 2 compared with previous work. The reduction in communication seems more significant with TinyOLE, since MASCOT scales as $O\left(n^{2}\right)$ if $n$ is the bit-length of the field, whereas TinyOLE is $O(n)$.
$\left.\begin{array}{ccccc}\hline \text { Protocol } & n=32 & 64 & 128 & 256 \\ \hline\left[\mathrm{KOR}^{+} 17\right] & 279.0 & 348.8 & 488.3 & 767.4 \\ \text { Ours } & 139.3 & 360.4 & 917.8 & 2612 \\ \hline\left[\mathrm{KOR}^{+} 17\right] & 225.0 & 281.3 & 393.8 & 618.8 \\ \text { Ours } & 90.0 & 180.0 & 360.0 & 720.0 \\ \hline\end{array}\right\}$ MASCOT

Table 1. Communication complexity, in kbits, of our protocol and the previous protocol when instantiated using MASCOT or TinyOLE to generate triples.

### 4.4 Shuffling in Public

Suppose that $n$ parties wish to run a protocol in which each party inputs a message and the output is a (secret) permutation of the messages. This is called a shuffle. Of course, this shuffle could be executed by a trusted party. In absence of a trusted party, a mixnet [Cha81] can be used. A mixnet consists of a number of servers and takes $n$ ciphertexts as input. Each server permutes the ciphertexts, re-encrypts them, and hands them to the next server. If at least one server is honest, then the resulting permutation is unknown to an adversary. In addition, each server provides a proof of correct shuffle (e.g. [BG12], [FLZ16]). Hence, each server needs to verify the correctness of all previous shuffles before applying its own, and only consider the correct shuffles.

In [AW07], Adida and Wikström presented a new approach to this problem: They show how to construct an obfuscated program for shuffling a set of $n$ ciphertexts. The obfuscatd program $P_{\pi}$ depends on a permutation $\pi$ on $n$ elements, but $\pi$ should remain computationally hidden even given $P_{\pi}$. Obfuscating the shuffle has the advantage that it can be precomputed. Hence the parties only need to publish their encrypted messages and then compute the shuffle locally, while correctness of the shuffle can be verified in advance. Furthermore, the protocols enjoy public verifiability, i.e. the obfuscated program can be published together with a correctness proof that can be publicly verified.

The idea is that one takes ciphertexts $c_{1}, \ldots, c_{n}$ as input, generated in some appropriate cryptosystem, and processes them using $P_{\pi}$ locally. If the shuffle is a re-encryption shuffle, then the output will be a re-encryption of the permuted messages to ciphertexts $c_{1}^{\prime}, \ldots, c_{n}^{\prime}$. If we let $m_{1}, \ldots, m_{n}$ and $m_{1}^{\prime}, \ldots m_{n}^{\prime}$ denote the corresponding plaintexts, then the guarantee is that $m_{i}^{\prime}=m_{\pi(i)}$ for $i=1, \ldots, n$. The result can then be used for further computation. To obtain the messages, the parties can e.g. execute a distributed decryption protocol. In case of a decryption shuffle, the shuffle outputs the permuted messages directly.

The program constructed in [AW07] represents the shuffle as a permutation matrix. The obfuscated program has hence size roughly $O\left(n^{2}\right)$ ciphertexts and the correctness proof, using standard techniques as suggested by the authors, is of the same size. The program can only be used once, but on the other hand it is reasonably efficient and can be based on cryptosystems with only rather weak homomorphic properties. The authors propose three construction: The first one is a generic obfuscator for any somewhat homomorphic encryption (SHE) scheme allowing one multiplication and many additions. Such a scheme exists e.g. based on lattices (e.g. [BV11]) and pairings, e.g. the Boneh, Goh and Nissim cryptosystem [BGN05]. However, the obfuscated program consists of double encryptions and hence distributed decryption with active security is expensive. The other two constructions avoid this problem by focussing on specific encryption schemes: the BGN cryptosystem for a decryption shuffle and Paillier encryption [Pai99] (with some twists) for a re-encryption shuffle. Of course, one could also use fully homomorphic encryption, represent the permutation using only $O(n)$ ciphertexts and compute the permutations "inside" the encryption, but this would be completely impractical with current state of the art.

Another protocol for shuffling in public was proposed by Parampalli et al. [PRT12]. The protocol computes an obfuscated re-encryption shuffle based on the Damgård-Jurik cryptosystem [DJ01]. By using a permutation network to represent the shuffle, they could reduce the size of the obfuscated shuffle to $O(n \log n)$. The public proof of correctness has size $O(n \log n)$ using standard techniques. Due to the use of permutation networks, however, the resulting distribution over permutations may be biased, depending on the network that was used.

In the following, we will show how our techniques can be used to reduce the size of the public proof for the [AW07] BGN decryption shuffle to $O(n)$. Furthermore, we sketch an MPC protocol that outputs an obfuscated decryption shuffle together with a correctness proof.

Revisiting the BGN decryption shuffle The obfuscated program $P_{\pi}$ as constructed in [AW07] uses a public key pk for an SHE scheme as mentioned above and consists of a matrix of ciphertexts $P_{\pi}=\left\{E_{\mathrm{pk}}\left(\Pi_{i, j}\right)\right\}_{i, j=1 \ldots n}$, where $\left\{\Pi_{i, j}\right\}_{i, j=1, \ldots, n}$ is the permutation matrix corresponding to $\pi$. It is now clear that one can apply $\pi$ to a set of ciphertexts by multiplying the vector of input ciphertexts by the matrix $P_{\pi}$.

An obvious question from a practical point of view is of course who produces $P_{\pi}$ in the first place, and how do we know it is correctly formed? In [AW07], it is suggested that $P_{\pi}$ is produced by some secure multiparty protocol and that this protocol would also produce a zero-knowledge proof that anyone can verify that $P_{\pi}$ is correctly formed. For this, they used existing techniques for proving correctness of shuffles, basically doing such a proof for each row (column) of the matrix. This means that the proof would typically have size $O\left(n^{2}\right)$. Using our techniques we can improve this to $O(n)$ as we now explain:

First, we can observe that the BGN cryptosystem can be seen as an unconditionally binding and homomorphic commitment scheme based on which our protocol can run. The proof then consists of two parts: First, show that in each column and each row, the sum of all entries is 1 . This can be done by computing the product of ciphertexts across each column and row of $P_{\pi}$ and prove using standard methods that each such product contains 1. Second, we use our protocol to show that the weight of each row is at most 1 . Combined with the first step, we obtain now that each column and each row has weight exactly 1 . These proofs can be made non-interactive using Fiat-Shamir paradigm and will clearly imply that the matrix underlying $P_{\pi}$ is indeed a permutation matrix.

Finally, we sketch how to generate the obfuscated program and proof of correctness in a multiparty protocol. The BGN cryptosystem uses a group of order $N=q_{1} q_{2}$ where $q_{1}, q_{2}$ are primes. Therefore it is convenient to use an MPC protocol based on linear secret sharing modulo $N$. This will mean that given a secret-shared representation of a message $m$, which we will denote $[m]$, it is easy using standard methods to securely generate an encryption $E_{\mathrm{pk}}(m)$ where pk is the BGN public key. It is therefore sufficient to generate secret shared values corresponding to a permutation matrix $\left[\Pi_{i, j}\right]$. This can be done, for instance, if each party (verifiably) secret shares his own permutation matrix, and then we multiply these using standard matrix multiplication. Generating the proof of correctness is standard for the most part, by simply emulating the prover's algorithm. Whenever the original prover would output a commitment, we will have a secret-shared representation of the same value, which we can convert to a BGN encryption (commitment) as we go. One slightly non-standard detail is that given the $i$ 'th row $\left\{\left[\Pi_{i, j}\right]\right\}_{j=1, \ldots, n}$, we want to show it has weight at most 1 and for this we need a secret shared representation of the (unique) index $j_{0}$ where $\Pi_{i, j_{0}}=1$. But this we can get easily by forming the row $[1],[2], \ldots,[n]$ and computing the inner product with the row $\left\{\left[\Pi_{i, j}\right]\right\}_{j=1, \ldots, n}$.

### 4.5 PIR for malicious users

Consider a very simple folklore PIR protocol based on additively homomorphic encryption, e.g. Paillier, where a user wishes to retrieve single elements. Assume that the database holds elements $d_{1}, \ldots, d_{n}$. To retrieve a data element $j$ from the database, the user could send ciphertexts $c_{1}, \ldots, c_{n}$ to the database of which at most one contains a non-zero message, namely $j$. The database can then compute a new ciphertext $d=\sum_{i=1}^{n} c_{i} d_{i}$ corresponding to the selected element
and return $d$ to the user. Finally, the user can decrypt $d$ to obtain the selected element $d_{j}$.

It is easy to see that this protocol has passive security. To achieve security against a malicious user, one can add our protocol (interactive or non-interactive) to prove that the user's first message to the database is well-formed.

Note that using fully homomorphic encryption, one can get an incomparable solution where the client sends only a single ciphertext containing the index of the entry he wants $(j)$. The server can now compute, "inside the encryption", a ciphertext that contains $d_{j}$ and send it back to the client. This requires much less communication but cannot be implemented based on only additively homomorphic encryption, and has a very large computational overhead compared to the more standard solution (note that in any solution the server must touch all entries in the database, or the scheme is not secure).
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## A Considerations for Paillier Construction

In Paillier construction [Pai99] where the clear text space $\mathbb{Z}_{N}$ is not a field, some properties we employ in the construction might not hold. On a field, a polynomial of degree $d$ has at most $d$ zeros, while on a general ring, this is not true. For the special case $\mathbb{Z}_{N}$ where $N=p q$ is the product of two distinct primes $p, q$, we resort to the factorisation assumption.

Factorisation Assumption. Let $N=p q$ where $p, q$ are distinct, uniformly random primes of length $\Omega(k)$. For all probabilistic polynomial time adversary $A$, $\operatorname{Pr}[A(N)=p$ or $A(N)=q]$ is negligible in $k$.

It is well known that if RSA is secure, the above assumption holds. We need two tweaks in the proof for the soundness of $\Pi_{\mathrm{HW}}$ instatiated with Paillier commitment schemes.

Malicious $\boldsymbol{f}(\boldsymbol{x})$. In the protocol the prover selects a monic polynomial $f(x)$ of degree $d$. We say such a polynomial is malicious if it has at least $d+1$ distinct zeros on the index set $\left\{a_{i}\right\}$. The factorisaton of $N$ can be reduced to finding a malicious polynomial, therefore, the probability that a cheating prover succeeds commiting to a malicious $f(x)$ is negligible.

Proof (sketch). Observe that monic linear polynomials cannot be malicious. Let $f(x)$ be malicious, of degree $d>1$ and $x_{0}, \ldots, x_{d}$ its $d+1$ known, distinct roots. By division with remainder, we have $f(x)=\left(x-x_{0}\right) g(x)$ for some monic polynomial $g(x)$ of degree $d-1$. Consider $\operatorname{gcd}\left(N, x_{j}-x_{0}\right)(j=1, \ldots, d)$, if one of them is not 1 , it must be $p$ or $q$, giving the factorisation of $N$. Otherwise, $x_{j}-x_{0}$ $(j=1, \ldots, d)$ are invertible in $\mathbb{Z}_{N}$. Substituting $x_{1}, \ldots, x_{d}$ into the equation of division, we conclude that $g(x)$ is malicious, of degree $d-1$ and $x_{1}, \ldots, x_{d}$ are its $d$ distinct zeros. We then continue this process with $g(x)$. However, the process must stop before reaching linear polynomials by the observation, finding either $p$ or $q$.

Weak $\boldsymbol{F}(\boldsymbol{x})$. The protocol verifies $f\left(a_{i}\right) x_{i}=0$ with a "checksum" polynomial $F(x)$ whose coefficients are $f\left(a_{i}\right) x_{i}$, where we exploit the property that $F(x)$ has at most $n$ zeros if $F(x) \neq 0$. In $\mathbb{Z}_{N}, F(x)$ of degree $n$ could have at most $\max \{p n, q n\}$ distinct roots. This bound still guarantees asymptotic soundness, but is a great sacrifice of the concrete soundness error. By assuming the hardness of factorisation, we can prove a better bound. We define a polynomial $F(x)$ on
$\mathbb{Z}_{N}$ of degree $n$ to be weak, if it has more than $n^{2}$ distinct zeros. We shall show that with negligible probability, the $F(x)$ used in the protocol is weak.

Proof. By Chinese Remainder Theorem, $\mathbb{Z}_{N}=\mathbb{Z}_{p} \times \mathbb{Z}_{q}$. For $x_{0} \in \mathbb{Z}_{N}$, write $x_{0}=\left(y_{0}, z_{0}\right)$ by this decomposition, where $y_{0} \in \mathbb{Z}_{p}, z_{0} \in \mathbb{Z}_{q}$. We can naturally regard $F(x)$ as polynomial $F_{p}(x)$ on $\mathbb{Z}_{p}$ or $F_{q}(x)$ in $\mathbb{Z}_{q}$ by keeping only the relevant component (coefficients modulo the corresponding prime). It is trivial to verify that $F\left(x_{0}\right)=\left(F_{p}\left(y_{0}\right), F_{q}\left(z_{0}\right)\right)$ and that $F\left(x_{0}\right)=0$ is equivalent to $F_{p}\left(y_{0}\right)=0$ and $F_{q}\left(z_{0}\right)=0$. If neither $F_{p}(x)$ nor $F_{q}(x)$ is the zero polynomial, both of them have at most $n$ distinct roots. In such case, $F(x)$ has at most $n^{2}$ roots as the set of roots of $F(x)$ is exactly the Cartesian product of the sets of roots of $F_{p}(x)$ and $F_{q}(x)$. Otherwise, suppose $F_{p}(x)$ is the zero polynomial, the coefficients of $F(x)$ are multiples of $p$, while at least one of them is not a multiple of $N$. Computing the greatest common divisor of the coefficients of $F(x)$ gives $p$, factorising $N$. Similar argument applies to the case $F_{q}(x)$ is zero. Note that the prover is able to find the coefficients of $F(x)$ himself, therefore the $F(x)$ used in the protocol is weak with negligible probability.

Combining the two tweaks ensures the soundness of the instatiation of $\Pi_{H W}$ with Paillier commitment schemes. Complete and zero-knowledge properties follow by the general proof presented in the text.

It is also noticeable that the method for extension does not work with $\mathbb{Z}_{N}$. Therefore, $N$ must be large enough for the construction to be sound, which is, after all, true for practical scenarios.

## B Details on Code-Based Homomorphic Commitments

In this section we provide more details on instantiating our protocols using recent, UC-secure homomorphic commitment schemes, and using this to reduce the cost of batch $d$-out-of- $n$ OT.

## B. 1 The Type 2 Commitment Scheme

We now show how to instantiate Type 2 commitments with efficient, rate- 1 homomorphic commitment schemes based on 1-out-of-2 OT and error-correcting codes. The commitment functionality, $\mathrm{F}_{\text {Com }}^{*}$, is given below. We first show how this gives a Type 2 commitment scheme where the message space is $\mathbb{F}^{\ell}$ instead of $\mathbb{F}$, and then discuss how existing homomorphic commitment schemes [FJNT16,CDD ${ }^{+} 16$ ] can be used to realise this functionality.

## Functionality $\mathrm{F}_{\text {Com }}^{*}$

Parameters: $\mathbb{F}$, a finite field; $\ell$, the message length; $C$, an $[m, \ell, s]$ linear code over $\mathbb{F}$, where $s$ is the security parameter.
On initialisation with the public parameters, the functionality samples a random $\alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right) \in\{0,1\}^{m}$ and sends it to $P_{A}$.
On receiving a message $x \in \mathbb{F}^{\ell}$ from $P_{B}$ :

1. Sample $\beta \in \mathbb{F}^{m}$ at random.
2. Send $\beta$ to $P_{A}$ and $\gamma:=\alpha * C(x)+\beta$ to $P_{B}$, where $*$ denotes component-wise product.

Leakage: If $P_{B}$ is corrupt, the adversary may send any number of key queries of the form (guess, $i, b_{i}$ ). If $b_{i}=\alpha_{i}$ then send (success) to the adversary, otherwise send (abort) to all parties and terminate.

To verify a commitment to $x$ with the opening information $(\alpha, \beta, \gamma), P_{A}$ checks that $\gamma=\alpha * C(x)+\beta$.

Clearly, the scheme is unconditionally hiding as with $\mathrm{F}_{\mathrm{Com}}$. To see the statistical binding property, notice that to forge an opening of a commitment to $x$, $P_{B}$ must come up with $x^{\prime} \neq x$ and $\gamma^{\prime} \in \mathbb{F}^{m}$ such that $\gamma^{\prime}=\alpha * C\left(x^{\prime}\right)+\beta$. We then define $\delta:=\gamma-\gamma^{\prime}=\alpha * C\left(x-x^{\prime}\right)$, by linearity of the code. Since $x \neq x^{\prime}$ and $C$ has minimum distance $s$, the Hamming weight of $C\left(x-x^{\prime}\right)$ is at least $s$, so coming up with such a $\delta$ requires guessing at least $s$ bits of $\alpha$, with probability $\leq 2^{-s}$. Note that including the key queries in $\mathrm{F}_{\text {Com }}^{*}$ does not change the overall success probability, since for each query a single bit of $\alpha$ can be guessed only with probability $1 / 2$, and the functionality aborts if any query fails.

This functionality can be realised from the commitment phase of [FJNT16] or $\left[\mathrm{CDD}^{+} 16\right]$. To see this, recall that after the commitment phase in these protocols, the sender holds a committed message $\boldsymbol{x} \in \mathbb{F}_{2}^{\ell}$, and a random additive sharing of $C(\boldsymbol{x})$, where $C$ is a linear $[m, \ell, s$ ] error-correcting code. Meanwhile, for each component of $C(\boldsymbol{x})$, the receiver holds exactly one of the two shares. That is, the sender has two vectors $\boldsymbol{y}_{0}, \boldsymbol{y}_{1} \in \mathbb{F}^{m}$ such that $\boldsymbol{y}_{0}+\boldsymbol{y}_{1}=C(\boldsymbol{x})$, whereas the receiver holds a random secret vector $\left(r_{1}, \ldots, r_{n}\right) \in\{0,1\}^{m}$, which is fixed once for all the commitments. For the commitment to $\boldsymbol{x}$, the receiver knows a vector $\boldsymbol{z}$ satisfying $\boldsymbol{z}[i]=\boldsymbol{y}_{r_{i}}[i]$, from the 1-out-of-2 OT setup phase. Notice that:

$$
\begin{aligned}
\boldsymbol{z}[i]=\boldsymbol{y}_{r_{i}}[i] & =\left(\boldsymbol{y}_{0} \cdot\left(1+r_{i}\right)+\boldsymbol{y}_{1} \cdot r_{i}\right)[i] \\
& =\left(\boldsymbol{y}_{0}+r_{i} \cdot\left(\boldsymbol{y}_{0}+\boldsymbol{y}_{1}\right)\right)[i] \\
& =\left(\boldsymbol{y}_{0}+r_{i} \cdot C(\boldsymbol{x})\right)[i]
\end{aligned}
$$

This is clearly the same form as the commitments produced by $\mathrm{F}_{\text {Com }}^{*}$, since we have $\boldsymbol{z}=\boldsymbol{y}_{0}+\boldsymbol{r} * C(\boldsymbol{x})$.

Note that $\mathrm{F}_{\mathrm{Com}}^{*}$ also allows a corrupt sender to attempt to guess the bits of $\boldsymbol{r}$, but aborts if any guess fails. This is needed because the consistency check
in $\left[\mathrm{CDD}^{+} 16\right]$, used to ensure the sender inputs correct codewords, may leak a few of these bits to a cheating sender. This can be seen from the proof of Lemma 8, where the exact set of bits of $\boldsymbol{r}$ which the sender attempts to guess is defined. That proof can be applied directly to show that the commitment phase of Protocol $\Pi_{\mathrm{HCOM}}$ from $\left[\mathrm{CDD}^{+} 16\right]$ can be used to securely realise $\mathrm{F}_{\text {Com }}^{*}$. Finally, we remark that although the protocol in $\left[\mathrm{CDD}^{+} 16\right]$ is defined over the field $\mathbb{F}_{2}$, it can be used to commit to vectors over any finite field with a suitable errorcorrecting code, and the communication complexity is still $O(m)$ field elements per commitment.

## B. 2 Switching Between Schemes

As we will see in the application to $d$-out-of- $n$ OT in the batch setting, it can be useful to use the most efficient, rate- 1 homomorphic commitments for the most expensive part of a protocol, before switching to another homomorphic commitment scheme that is more suited to the application. This can be done by committing to the messages with both schemes and then proving that both sets of commitments contain the same messages. With the Type 2 schemes $F_{\text {Com }}$ and $\mathrm{F}_{\text {Com }}^{*}$, this proof works as follows (and the same technique can be adapted for any scheme).

Protocol $\boldsymbol{\Pi}_{\mathrm{EQ}}$ : The input is two sets of committed vectors $\left\langle\boldsymbol{x}_{1}\right\rangle^{*}, \ldots,\left\langle\boldsymbol{x}_{n}\right\rangle^{*}$ and $\left\{\left\langle y_{1}^{i}\right\rangle, \ldots,\left\langle y_{n}^{i}\right\rangle\right\}_{i=1}^{\ell}$, where $\langle\cdot\rangle^{*}$ denotes a commitment to an element of $\mathbb{F}^{\ell}$ with $\mathbf{F}_{\text {Com }}^{*}$ and $\langle\cdot\rangle$ a commitment using $\mathbf{F}_{\text {Com }}$ over $\mathbb{F}$. We prove that $\boldsymbol{x}_{j}[i]=y_{j}^{i}$ for all $i, j$.

1. The proves samples at random and commits to $\boldsymbol{r}=\left(r_{1}, \ldots, r_{\ell}\right) \in \mathbb{F}^{\ell}$ with both schemes, obtaining commitments $\langle\boldsymbol{r}\rangle^{*},\left\langle r_{1}\right\rangle, \ldots,\left\langle r_{\ell}\right\rangle$.
2. The verifier sends a random challenge $s \in \mathbb{F}$.
3. The prover opens $\langle\boldsymbol{a}\rangle^{*}=\sum_{j=1}^{n}\left\langle\boldsymbol{x}_{j}\right\rangle^{*} \cdot s^{j}+\langle\boldsymbol{r}\rangle^{*}$. Write $\boldsymbol{a}=\left(a_{1}, \ldots, a_{\ell}\right)$.
4. The prover opens $\left\langle b_{i}\right\rangle=\sum_{j=1}^{n}\left\langle y_{j}^{i}\right\rangle \cdot s^{j}+\left\langle r_{i}\right\rangle$, for $i=1, \ldots \ell$.
5. The verifier checks that $a_{i}=b_{i}$ for all $i$.

Completeness is evident, and zero-knowledge holds because the values $r_{i}$ are uniformly random and used to mask the opened values as one-time pads. To argue soundness, note that if the proof succeeds then we have $a_{i}=b_{i}$, and so $\sum_{j=1}^{n}\left(\boldsymbol{x}_{j}[i]-y_{j}^{i}\right) \cdot s^{j}=0$. However, if the committed inputs were not the same then there is at least one pair $i, j$ such that $\boldsymbol{x}_{j}[i] \neq y_{j}^{i}$. This means that the probability of success is at most $n /|\mathbb{F}|$, since it corresponds to the degree $n$ polynomial with coefficients $\left(\boldsymbol{x}_{j}[i]-y_{j}^{i}\right)_{j}$ having a root at $s$.

Finally, we remark that the communication cost of the protocol is independent of $n$, since it is $O\left(k^{2} \ell\right)$ bits, dominated by committing to the elements $r_{1}, \ldots, r_{\ell}$ (assuming $|\mathbb{F}|=2^{k}$ ).

## B. 3 Using Code-Based Commitments for Batch d-out-of-n OT

Suppose we wish to carry out a large batch of $m$ instances of $\binom{n}{d}-\mathrm{OT}_{k}$, for the same values of $(d, n, k)$ but different inputs in each instance. Let $\ell=\Omega(k)$ and $b=m / \ell$. The parties will carry out $b$ instances of steps $1-4$ of the $\binom{n}{d}$-OT protocol, where in each instance $\ell$ sets of messages are packed into vectors in $\mathbb{F}_{2^{k}}^{\ell}$, using the commitment scheme $\mathrm{F}_{\text {Com }}^{*}$. The proof $\Pi_{\mathrm{HW}}$ is carried out on the packed vectors; note that for a set of packed inputs $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}$, where $\boldsymbol{x}_{i}=\left(x_{i}^{1}, \ldots, x_{i}^{\ell}\right)$, we can run $\Pi_{\text {HW }}$ to prove that $w_{H}\left(x_{1}^{j}, \ldots, x_{n}^{j}\right)=d$ for all $j$ in parallel, and the verifier still only needs to sample a single challenge $\beta \in \mathbb{F}$. In order to carry out the final steps of the $d$-out-of- $n$ OT protocol, the receiver commits to the selection vectors of all its inputs using $\mathrm{F}_{\text {Com }}$, and then proves that these are the same as the previously committed values using $\Pi_{\mathrm{EQ}}$.

When $\ell=\Omega(k)$, and using (for example) Reed-Solomon codes with $\mathrm{F}_{\text {Com }}^{*}$, we get communication complexity $O(\ell k)$ to commit to $\ell$ field elements in $\mathbb{F}_{2^{k}}$. This means the overall communication complexity of the batch $\binom{n}{d}-\mathrm{OT}_{k}$ protocol is $O\left(\ell k n b+k^{2} \ell\right)$ bits, where the $O\left(k^{2} \ell\right)$ term comes from $\Pi_{\mathrm{EQ}}$. This gives an amortized cost of $O(k n)$ bits per instance when $n=\Omega(k)$.


[^0]:    ${ }^{3}$ One could also obtain constant overhead with generic secure two-party computation techniques [IPS08], but this would be prohibitively expensive.

[^1]:    ${ }^{4}$ This can be useful if revealing the randomness used for $c$ might leak side information, so that we do not want to simply open $c$.

[^2]:    ${ }^{5}$ TinyTable can also be extended to the multi-party setting $\left[\mathrm{KOR}^{+} 17\right]$, but here we focus on the two-party case.

