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Abstract

Dziembowski, Pietrzak, and Wichs (ICS-2010) introduced the notion of non-malleable codes as a
relaxation of the error-correcting codes. Intuitively, a non-malleable code ensures that the tampered
codeword encodes the original message or a message that is entirely independent of the original message.

One of the fundamental research directions in the field of non-malleable code construction considers
encoding the message into k separates states, where k > 2, such that each state can be tampered
separately by an arbitrary function. The goal of this research effort is to reduce the number of states
k, while achieving high encoding rate, i.e., the ratio of the message length to the cumulative size of all
the k£ encoded states. The current state-of-the-art provides non-malleable code constructions for 2-states
at 1/log ¥ rate (Li, STOC-2017), where £ is the length of the encoded message, and, very recently, for
4-states at ~ 1/3 rate (Kanukurthi, Obbattu, and Sekar, TCC—2017). However, there are no known
non-malleable code constructions for £ = 2 or k£ = 3 with a constant rate. This work contributes to this
research endeavor by providing a rate = 1/3 non-malleable code for k = 3.

Reducing the number of states k£ in a non-malleable code is notoriously hard. However, our work
succeeds in reducing the number of states required by the construction of Kanukurthi et al. by leveraging
a unique characteristic of the non-malleable code for 2-states provided by Aggarwal, Dodis, and Lovett
(STOC, 2014).
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1 Introduction

In the seminal paper [DPW10], Dziembowski, Pietrzak, and Wichs introduced the notion of non-malleable
codes as a relaxation of error-correcting codes. Intuitively, error-correcting codes allow tampering of a small
fraction of the codeword. While, on the other hand, non-malleable codes are resilient to more sophisticated
tampering families where the tampering function may replace the entire codeword. Non-malleable codes
ensure that the tampered codeword either leaves the original message intact or encodes a message that is
entirely independent of the original message.

If we do not restrict the power of the tampering functions, then we cannot achieve non-malleability. In
particular, the tampering function can decode the codeword, retrieve the original codeword, and re-encode a
new message that is one more than the original message. However, limiting the power of the tampering func-
tion family enables the construction of non-malleable codes for that particular function family. For example,
tampering functions that perform bit-level perturbation and permutations [DPW10, CG14b, AGM*15], AC®
tampering functions [CL17], or functions that tamper disjoint parts of the codeword independently [ADL14,
CZ14, ADKO15, Lil7] are a representative few.

In split-state tampering, we split the codeword into k > 2 states, and the tampering function tampers
each state independently. There has been a large body of work on the explicit construction of non-malleable
codes against split-state tampering, for k& > 2. The priority in this line of research is to reduce k while,
simultaneously, achieving a high rate, the ratio of the length of the message to the cumulative length of the
codeword. For each k, the maximum possible rate is at most 1 — % [CG14al. The ideal goal of this research
direction is to achieve rate close to this upper-bound for small values of k. In particular, the reduction of
the number of states k is notoriously difficult.
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Figure 1: A summary of the research progress.

The current state-of-the-art constructions for k = 2 achieve only rate 1/log¢ [Lil7] and for k = 4,
only recently, there is a construction that achieves rate 1/3 [KOS17]. There is no known constant rate
non-malleable code construction for k¥ = 2 and k = 3. Our work contributes to this research endeavor by
constructing the first non-malleable codes for k = 3 with rate 1/3. Note that the rate of our construction is
only a multiplicative factor of 2 less than the upper-bound of the maximum achievable rate.

1.1 Owur Contribution

In this work, we give the first construction of three-state non-malleable codes that achieves constant rate
(=~ %) Intuitively, we prove the following theorem.

Theorem 1 (Informal). There exists a three-state non-malleable code with rate arbitrarily close to 1/3.



For the exact statement of our result, refer to Theorem 2. Our construction leverages a unique property
of the 2-split-state non-malleable code construction proposed by [ADL14]. This property, namely, augmented
non-malleability, allows us to simulate the joint distribution of the left-state of the non-malleable encoding
along with the tampered message. Now, using the property mentioned above, we merge two suitable states
among the four states of the recent construction of [KOS17|, while preserving the rate of their construction.
Section 1.3 presents the central intuition underlying our construction.

1.2 Prior Relevant Works

Constructions of non-malleable codes are known against a large number of interesting and sophisticated
families of tampering functions. If the size of the tampering function class is upper-bounded, then Monte
Carlo constructions of rate-1 non-malleable codes are known, cf., [FMVW14] and [CG14a]. However, explicit
constructions are known only for a few tampering families.

Among these families of tampering functions, a widely studied family is the k split-state model. In
this model, we encode the message into k& > 2 states, and the tampering function tampers the two states
independently. It is evident that the goal of reducing k increases the complexity of designing such non-
malleable codes, which remains the primary bottleneck of this research direction. The case of £ = 2 has been
well explored [DKO13, ADL14, ADKO15, Lil7] and, currently, the most efficient encoding schemes achieve
rate 1/logn. For higher values of k, Chattopadhyay and Zuckerman [CZ14] construct a (minuscule) constant-
rate encoding for k = 10, and, recently, Kanukurthi et al. [KOS17] construct a rate-1/3 non-malleable code
for k = 4.

The search of constant-rate non-malleable codes for k = 2 and & = 3 remains open. In this work, we
settle this problem for k£ = 3 and achieve rate 1/3.

1.3 Technical Overview

Enc(m): Dec(c1, ca, ¢3):

1. w~ Un7 S ~ Ud’ kl ~ U’Y’ k2 ~ UA/,_ 1. ¢c:= C1, (@,L) = C3g, R := C3.

2. r =Ext(w,s), c=ma®r. 2. (k1, ko, t1,3,5) = Dec*(L, R).

3. ty = Tagy, (¢), ta = Tag), (w). 3. If (ky, ko, t1,£2,5) = L, output L.

4. (L, R) ~ Enc*(ky1, ko, t1,ta, 5). 4. It (Verifyg;(aﬂ) and Verify;;;(@,fé)) =0,
output L.

5. Output (c, (w,L),R).
5. Else output ¢ @ Ext(w,s).

Figure 2: Compiling an augmented 2-state non-malleable code (Enc*,Dec*) into a 3-state non-malleable
code.

At a high-level, we design a compiler that compiles a bad rate two-state non-malleable code into a constant
rate three-state non-malleable code. Compared to the original two-state non-malleable code, our complier
significantly increases the rate by introducing one additional state.

Our design is similar to the construction of [KOS17]. We use a one-time pad to mask the original message
m, i.e., we compute the cipher-text ¢ = m@®r. The randomness 7 itself is extracted from a larger source w and
a seed s using an (average) min-entropy extractor Ext, i.e., we have r = Ext(w, s). Furthermore, we sample a
short key k and generate a short tag ¢t using an (information-theoretic) message authentication code for both
the source w and cipher-text c. Finally, we encode the keys and tags together with the seed by a two-state
non-malleable code (Enc*,Dec”), i.e., (L, R) = Enc*(key, tag,seed). Our key observation is that instead of
storing the cipher-text ¢, the source w and the two-states L, R of the encoding into 4 separate states, we can



store the source w along with one of the states, say, L in one state. Using the augmented non-malleability
of the split state encoding, we prove the non-malleability of our compiler using hybrid-arguments. So, our
construction uses only three states, namely, ¢, (w, L) and R.

To help better understand the coding scheme, we draw Figure 3. In this outline, the length of blue nodes
are long (linear in message length) and the length of red nodes are short (sub-linear in message length).
Hence, we use bad rate augmented 2-state non-malleable code to encode all the information in the red

nodes, and store w and c¢ directly.

n @ Q\ n—@
Figure 3: A pictorial summary of our non-malleable code construction.

To argue the non-malleability of our construction, we need to show that for all tampering functions
f,9,h, such that ¢ = f(c), (@, L) = g(w, L), R= g(R), the decoding of ¢, @, L, R can be simulated without
m. The primary bottleneck we face is the combining of w and L into one state, because the tampering on
w and L will be correlated with each other (i.e., the tampered source w depends on both w and L, and so
does the tampered left-state of the 2-state encoding E) To solve this, we decompose the function f into two
functions f,, and f7, which are functions defined to be f with the first (resp. second) input restricted to be
w (resp. L). First, note that w is independent of m and, hence, we can simulate f,, independent of m, which
will give us a pair of tampering functions onto the two-state encoding. Moreover, by the non-malleability of
(Enc*, Dec™), we can replace this step with its simulator Sim*.

However, the left state of the 2-state non-malleable code L is still correlated with m and we cannot
simulate it without some additional guarantees. We recall a augmented property of the two-state construction
in [ADL14| that is observed and introduced in [AAG'16]. This augmented property of two-state non-
malleable codes ensures that not only could we simulate the decoding Ans of the tampered codeword, we can
even simulate the joint distribution of the left state and decoding of the tampered codeword, i.e., the joint
distribution (L, Ans). Note that the two-state non-malleable code requires that Ans can be simulated without
the message, which actually implies that L can be simulated without the message as well. However, their joint
distribution is not guaranteed by the definition of two-state non-malleable codes to be simulatable. Now,
using this augmented property, we can simulate the output (L, Ans) with only the knowledge of tampering
functions (g.,, h) and therefore, we could further use the output L to simulate the tampering fr onto w.!

Now, we break the result of Ans into three categories based on whether it is invalid, the original message,
or some fixed messages. That is, we check whether Ans is L, same* or (kf,k3,t5,¢5,s). If Ans = L then
this is an easy case, because we can just output L, which is independent of the message m. However, for both
same® and (k7, k3, 7,65, s*) cases, we still need to further check if the tags are valid, extract the one-time
pad 7 = Ext(w, 5), and decode the message m = ¢® 7. These steps are correlated with the message m.

We first notice that by the property of message authentication code, in the Ans = same* case, we do not
need to actually check if the tag is correct and instead we can simply check if the message is still the same
or not. This step removes the dependence of the tampering experiment with the original “seed, keys, and
tags” (since they are also not used in fixed cases).

Next, we observe that we only require a small amount of information from w in our hybrid. In fact,
we only need a small amount of leakage £(w) of w to continue with our hybrid. And this leakage L£(w)

1 The hybrid-argument is not clear when we decide to merge the cipher text ¢ with the left-state L. So, it was crucial for us
to merge the source w with the left-state L.



provides the following information. (1) the output Ans of the simulator Sim* that simulates the tampering
experiment of (Enc*, Dec*) tampered by (g, h). (2) whether w remains the same after it is tampered by gy,
when Ans = same*. (3) whether the tampered w could pass the check of message authentication code when
Ans is the fixed case. (4) the new mask ¥ = Ext(w, s*) in fixed cases. By the property of our min-entropy
extractor, we argue that even conditioned on this leakage £(w), Ext(w,s) is close to uniform, i.e., the joint
distribution (L(w), Ext(w, s)) =~ (L(w),U). So, we can replace the extraction step with independent uniform
bits. Finally, by the perfect secrecy of the one-time pad, this last step removes the dependence on m and
completes our hybrid argument from tampering experiment to our simulator.

In order for our last step the go through, we requires that w has length more than 2¢, where ¢ is the
message length. Intuitively, this is because the dominant part of the leakage is ¥ = Ext(w, s), which is as
long as the message. To extract ¢-bit randomness for the one-time pad. Hence, we will need roughly 2/¢-bit
randomness.

2 Preliminaries

We use SD(X,)) to denote the statistical distance between X and ). We write © ~ X when z is draw
according to distribution X. For all n € N, we use U,, to denote the uniform distribution on {0,1}". For
function f : {0,1}?x{0,1}? — {0,1}? x {0, 1}7 and every = € {0, 1}?, define function f, : {0,1}9 — {0,1}¢
to be f,(y) =7 if and only if f(x,y) = (Z,y). Similarly we define f,(x) = z.

Definition 1 ((n, k) coding scheme). A coding scheme with message length k and code length n consists
of two functions. A possibly probabilistic encryption function Enc : {0,1}* — {0,1}" and a deterministic
decryption function Dec : {0,1}" — {0,1}* U { L} such that for all m € {0,1}*, Pr,[Dec(Enc(m;7))] = 1,
where r is the private randomness of Enc.

Definition 2. A family of hash function {hj : {0,1}* — {O,l}B}kGK is said to be p-almost pairwise
independent hash function if for all m € {0,1},t € {0,1}%,

4] — o8
Pr [he(m) =] =2

and for all m,m’' € {0,1}* such that m #m’ and t,t' € {0,1}"

_ A .o—B
P [hk(m)—t/\hk(m)—t <p-2

Definition 3. Function Ext : {0,1}" x {0,1}? — {0,1}* is called (k,¢)-extractor if for all distribution X
such that Hoo(X) 2 k, we have Ext(X,Uy) ~. Uy.

Definition 4 (Average conditional min-entropy). The average conditional min-entropy of a distribution X
condition on W is defined to be

ﬁoo(X|W) = — log <]Ew~W |:2H(X,(XW_M):|)

We will need the following lemma on average conditional min-entropy.

Lemma 1. If the size of the support of W does not exceed 2*, then I?OO(X|W) > Hoo(X) — A

2.1 Non-malleable codes

Let copy(z,y) to be the following function

if x = same*;

Y,
copy (z,y) = {

x, otherwise.



Definition 5 (Non-malleable code). A coding scheme (Enc,Dec) with message length k is said to be non-
malleable against tampering family F with error € if for all function f € F, there exists a distribution Simj
over {0,1}¥ U { L} U {same*} such that for every m € {0,1}*,

m

Tamper’}" ~. copy (Simy,m)

where Tamper}n stands for the following tampering experiment

m {CNEnc(m),E:f(c), ﬁz:Dec(E)}
Tampery :=

Output: m.

Definition 6 (Split-state Tampering family). The tampering family Fp, p,.... p, such that py +pa + - +
Py = M is a g-state tampering family on {0,1}" that consists of all functions f = (f1, f2,..., fq) where
fi :{0,1}Pi — {0,1}P* and tampering on codeword ¢ = (c1,¢a, ..., ¢q) is done by

7@ = (filer). falea)s- . folen)

When there are just two states, we usually write (c1,c2) as (L, R).

3 Construction of 3-state Non-malleable code

In this section, we will present our construction for 3-state non-malleable code and prove the following
theorem.

Theorem 2. For everiy constant a > 0, there exists a constant ¢ and a 3-state non-malleable coding scheme
with rate BJ%Q and error 27",

Before we jump into construction, we will need the following building blocks and results.

3.1 Building blocks

Augmented 2-state non-malleable code

In our construction, we need a stronger version of 2-state non-malleable code, namely augmented 2-state
non-malleable code. This notion is introduced by [AAGT16].

Definition 7. Suppose (Enc, Dec) is a coding scheme with message length k and code lengthn = p+q. We
say it is an augmented 2-state non-malleable code against Fp , with error e, if for all (f,g) € Fp 4, there

exists a distribution Sim} , over {0, 1}? x ({O, 1}* U {same*, J_}> such that for all m € {0,1}%,
TamperPlus}’; ~. copy(Sim} ,,m)
where TamperPlus is defined to be

(LvR) ~ Enc(m), z = f(L)7 j% = g(R)

TamperPlus’; := -~
Output (LDec(L,R))

Notice that we abuse function copy(-,-) here. Sim} , = (71, 22) has two entries and copy(Sim} ,,m) will
output (z1,m) if zo = same™* and (x1,x2) if x2 # same*.

It is proven in [AAG™16] that there exists an augmented 2-state non-malleable code with 1/ poly rate
and negligible error.

Theorem 3 (Theorem 1 in [AAGT16]). There exists a fived polynomial p such that for all k, there exists a
(n, k) coding scheme that is augmented 2-state non-malleable code with error 2= and n < p(k, \).



Average min-entropy extractor

Definition 8. We say Ext : {0,1}" x {0,1}¢ — {0,1}¢ is a (k,e)-average min-entropy extractor if for
every joint distribution (X,)) such that Hoo(X|Y) > k, we have that (Ext(X,Uq),Y) =~ (Ug, V).

It is proved in [Vadl2| that any extractor is also a average min-entropy extractor with only a loss of
constant factor on error.

Lemma 2 (Problem 6.8 in [Vad12]). If Ext : {0,1}" x {0,1}¢ — {0,1}* is a (k,c) extractor, it is also a
(k, 3¢)-average min-entropy extractor.

Combined this results with the following known construction for extractors, we have that there exists
average min-entropy extractor that require seed length O(logn + log(1/¢)) and extracts randomness with
length arbitrary close to conditional min-entropy.

Theorem 4 ([GUVOT7]). For all constant o > 0 and all integers n > k, there exists an efficient (k,¢)-
extractor Ext : {0, 1}" x {0,1}¢ — {0, 1}* with d = O(logn + log(1/¢)) and £ = (1 — a)k.

Message authentication code

Definition 9. A p-secure message authentication code (MAC) is a family of pairs of function

Tag,, :{0,1}* — {0,1}"
Verify,, :{0,1}* x {0,1}’ — {0,1} -

such that
(1) For all m,k, Verify,(m, Tag,(m)) = 1.
(2) For allm # m’ and t,t', Pryv,[Tag,(m) = t| Tag,(m') =t'] < p.

Message authentication code could be constructed from p-almost pairwise hash function family with the
key length only as long as 2log(1/u). For the completeness of our proof, we give a construction in the
Appendix D.

3.2 Construction

Now we are ready to construct a constant rate 3-state non-malleability code. We need the following tools
for our construction.

o (Tag, Verify) is a u-secure message authentication code with message length ¢, Tag length § and key
length ~.

o (Tag', Verify’) is a u/-secure message authentication code with message length n, Tag length 3’ and
key length +/.

o Ext is a (k,e1) average min-entropy extractor with source length n, seed length d and output length .

o (Enc*,Dec") is a ep-secure augmented 2-state non-malleable code. This coding scheme has message
length ¢* = (8 4+ 8’ + v+ ' + d) and code length p; + po. We denote its code word by (L, R) and its
augmented simulator by Sim*, which given tampering functions will output (L, Ans).

Construction Quverview: Our construction will first draw at random the source w and seed s. Next, we
will use the extracted randomness r = Ext(w, s) as a one-time pad to mask the message ¢ = m @ r. Then
draw at random two keys ki, ks and compute the Tag for the source and cipher text, t; = Tag,, (c) and
ty = Tag;€2 (w). Finally we will encode (ki, ko, t1,t2,s) using Enc*, i.e. (L, R) ~ Enc*(ky, k2, t1,12,5). Our
three state will be ¢, (w, L) and R respectively. A formal description of our coding scheme is showed in
Figure 2.



4 Proof of Non-malleability

The perfect correctness of our coding scheme is trivial. We shall prove its non-malleability in this section.
To prove the non-malleability of our coding scheme, we shall first define our simulator in Figure 4. In our
simulator, we define a leakage function £(w) that captures all the leakage we need of w to proceed with our
hybrid. It consists of four parts, Ans, flag,,flag, and mask. Ans is the output we sample from the simulator
of (Enc*, Dec”) which depends on w because the tampering function g,, depends on w. (Recall that g,, is the
function g(w, L) = (w, E) with the first input restricted as w and only output the second part) Next when
Ans = same*, we need a one-bit leakage flag; that tells us whether w = w. And when Ans = (k~1, k:~2, t1,t2,3),
we need another one-bit leakage flag, that tells us whether w can pass the MAC verification check and when
it does, we further need leakage mask, which is the tampered one-time pad for the decoding of message.

1. w~U,.
2. Define leakage function L(w) : {0,1}* — {0,1}F+F 7+ +d+1 o 10 1} x
{0,1} x {0,1}* as the following function:
(a) (L, Ans) ~ Simy, ,, w = gr(w).
(b) If Ans =
Case 1: flag; = 0, flag, = 0, mask = 0°.
Case same*: If (w = w), flag; = 1; Else flag; = 0.
flag, = 0, mask = 0°.
Case (k:,k:;,ﬂ,zz,g): flag; = 0.
If (Verify%;(@,t})) =1, flag, = 1; Else flag, = 0.
Let mask = Ext(w, 3).
(¢) L(w) := (Ans, flag,, flag,, mask).
3.r~Up, c=0'@r, ¢= f(c).
4. If Ans =
Case L: Output L.

Case same™: If (E: ¢ and ﬂag1> = 1, output same*.
Else output L.
Case (131,152,5,12,2): If (Verifyg('cv,ﬁ) and ﬂagz) =0, output L.
Else output ¢ ® mask.

Figure 4: Simulator Simy g

We will use a series of statistically close hybrids to show that
(¢, (w, L),R) ~ Enc(m).
&= J(0), (@,L) = glw, L), B=h(R). { = Tamper', , ~ copy ( Simy ., m)
Output: m = Dec (E, (w, E), E)

Our first hybrid is exactly the same as Tamper’; ,. We just open up the definition of Enc and Dec.



HO(f7gaham):

we~ Uy, s~Ug, ki~ Uy, ko~ Uy

. r=Ext(w,s), c=mar, t; = Tagy, (c), t2 = Tag}, (w).

. (L,R) ~ EHC*(kl,kg,tl,tQ, )

¢=f(c), (,L) = g(w, L), R =h(R).

: (khkz,tl,tz,N) Dec*(L, R).

CIf (k17k27t1,t2,~) L, output L.

. Else if (Verlfya (¢,t1) and Verlfyg(@,t;)) =0, output L.
. Else output ¢ ® Ext(w, 3).

OO\]GBU\»:BOO[\DE

Now, we want to rewrite (@,L) = g(w,L) as @ = gr(w) and L = g, (L), so that we could create a
tampering experiment onto our 2-state non-malleable code. This gives hybrid Hi(f, g, h,m). Since we do

not change anything essentially, this hybrid the same as Hy(f, g, h, m).

Hl(fagaham):

1. w~ Un, S~ Ud, kl NUfy, kg ~ U’Y"

2. r = Ext(w,s), c=m®r, t; = Tagy, (), t2 = Tagy, (w).
3. ¢= f(¢).

4. (L R) ~ Enc* (/iq,kg,h,f/g,S).

5. L= Juw (L) R = h(R).

6. (]{1 ILQ thtg N) Dec (L R)

7. w = gr(w).

8. If (kl,k%tl,tg,’\j J_ output 1.

9. Else if (Verlfyk (¢,t1) and Verlfyk (w, tg)) =0, output L.
10. Else output ¢ @ Ext(w, s).

/C1J€27t1 it2,9)

Notice that step 4,5,6 in Hy (f, g, h, m) is exactly TamperPlus( , replace this with simulator Simj

gives us Ha(f, g, h m) and we have the following lemma.

wh

Lemma 3. If (Enc*,Dec”) is a eo-secure augmented 2-state non-malleable codes, Hy (f, g, h,m) =~., Ha(f,g,h,m).

HQ(fagaham):

1. ’LUNUn, SNUd, kl NU’Y, kQ NU'Y/.

2. r = Ext(w,s), c=m®r, t; = Tagy, (), tz = Tagy, (w).
3. ¢= f(c).

4. (L, Ans) ~ Simy, .

(]:1 k;,fwl ta, $) = copy (Ans, (K1, ko, ty, to, 9))

w = gr(w).

If (kl,kg,tl,tQ,N) L, output L.

Else if (Verlfya(c,tl) and Verlfyg(ﬁ,t;)) =0, output L.
Else output ¢ ® Ext(w, 3).

© 0 N o

Now in hybrid Hs(f, g, h, m), instead of doing copy(), we specifically write down what the hybrid would do
for each case of Ans. Since we do not change anything, the two hybrid are exactly the same Hy(f, g, h,m) =

H3(fvgvha m)

10



H3(f7gaham):

wNUn, SNUd, k’l NUV, kQNU»Y/.
r=Ext(w,s), c=mar, t; = Tagy, (c), t2 = Tag), (w).

¢= f(o).
(L, AIlS) ~ Sim;;w;

w = gr,(w).
6. If Ans =
Case L: Output L.
Case same™: If (Verifykl(atl) and Verify},, (0, t2)> =0, output L.
Else output ¢ & Ext(w, s).
Case (1?1, l?gﬂ@?j If (Verify»kfI (¢,t1) and Verify;;; (1?,25)) =0, output L.
Else output ¢ ® Ext(w, s).

.

G o =

Consider the case when Ans = same*. In this case, the key and tag remain the same and we want to use the
property of message authentication code to say that the probability that f and g; could successfully forge
a different message that has the same tag under the same key is small. Hence, instead of using Verify, we
would just check if the ciphertext ¢ and source w are the same. This gives us Hy(f, g, h, m) and we have the
following lemma.

Lemma 4. If (Tag, Verify) and (Tag’, Verify') are p and pi/-secure message authentication code, then Hs(f, g, h,m) =4
H4(faga h’a m)

H4(fa 9, ha m):
1. w~ Un, S~ Ud, kl ~ Ufy, k‘g ~ U’y/.
2. r =Ext(w,s), c=m®r, t; = Tagy, (c), t2 = Tag), (w).
3. ¢= f(c).
4. (L, Ans) ~ Sim_ .
5. W = gr(w).
o 6. If Ans = m
Py Case L: Output L. ’
Case same*: If (E: cand w = fu,’) = 1, output same*.
Else output L.
Case (ki, ko, t1,t2,3): If (Verifya(aﬂ) and Verify%;(@,t})) =0, output L.
Else output ¢ ® Ext(w, 3).

Now notice that the blue part ki, k2, t1,t2, s are no longer used in the hybrid, we could remove those steps
and clean up the hybrid to get Hs(f, g, h, m). Obviously, Hy(f, g,h,m) = Hs(f, g, h,m).

H5(f7gaham):

1. w~ Uy, s~Uy, r=Ext(w,s), c=mer.
2. (L, Ans) ~ Sim_ .
3. ¢= fle), w=gr(w).

( Case 1: Output L. )
copy ,m

Case same™: If (E: cand w = w) = 1, output same*.
Else output 1.
Case (ki, ko, t1,t2,3): If (Verifya('c“,ﬂ) and Verify%;(@,t})) =0, output L.
Else output ¢ ® Ext(w, 3).
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Now, we wish to use the property of average min-entropy extractor to remove the dependence between c
and w. Before we do the trick, we shall first rearrange the steps in Hs(f, g, h, m) to get He(f,g,h,m). We
process all the leakage we need at the first part of our hybrid and use only the leakage of w in the remaining.
Intuitively, when Ans = same*, flag, is the flag that whether @ = w and when Ans = (ki, ko, t1, 2,3), flag,
is the flag whether w can pass the MAC verification and mask is the one-time pad we need for the decoding.

Again Hs(f,g,h,m) = Hes(f,g,h,m).

HG(fagaham):

1. w~U,.
2. (L, Ans) ~ Sim,,_,,, w = gr(w).
3. If Ans =
Case same™: If (w = w), flag; = 1; Else flag; = 0.
Case (k: l:zﬂf;,?ﬂ If <Vcrify/k§2/(1f,t~2)> =1, flag, = 1; Else flag, = 0.
Let mask = Ext(w, 3).
copy ( 4. s ~ Uy, r =Ext(w,s), c=m&r, ¢= f(c).
5. If Ans =
Case 1: Output L.
Case same™: If (E: ¢ and ﬂag1> = 1, output same*.
Else output 1.
Case (lgl,l%;,t:,t;,g): If (Verifya('c“,ﬂ) and ﬂagQ) =0, output L.
Else output ¢ & mask.

In the next hybrid, we formalize the red part in Hg(f, g, h,m) as a leakage function onto w.

H?(fagaham):

1. w~U,.

as the following function:
(a) (L, Ans) ~ Simzu”h, w = gr,(w).
(b) If Ans =
Case L: flag; = 0, flag, = 0, mask = 0°.
Case same*: If (w = w), flag; = 1; Else flag; = 0.
flag, = 0, mask = 0°.
Case (/;"1,];2,51,75,3): flag; = 0.
copy ( If (Verify’g;(iﬁ,t;)) =1, flag, = 1; Else flag, = 0.
Let mask = Ext(w, 3).
(¢) L(w) := (Ans, flag,, flag,, mask).
3. s ~Uq, r=Ext(w,s), c=mdr, ¢= f(c).
4. If Ans =
Case L: Output L.
Case same*: If (E: c and ﬁagl) = 1, output same*.
Else output L.
Case (l%,lc},ﬂ,fé,fs’): If (Verify;;l(aﬂ) and ﬂagQ) =0, output L.
Else output ¢ @ mask.

2. Define leakage function £(w) : {0,1}" —s {0, 1}8+5 7+ +d+1 5 10 1} x {0, 1} x {0, 1}

Notice that £(w) is all the leakage on the source w we need to carry on with our hybrid. By the property
of min-entropy extractor, as long as the conditional min-entropy is large enough, the extracted string is
uniformly random even condition on the leakage. This gives us hybrid Hg(f,g,h,m) and the following

lemma.

12



Lemma 5. If Ext is a (k,e1) min-entropy extractor, H7(f, g, h,m) ~., Hg(f,g,h,m).

H8(fagaham):

Copy (

1. w~U,.
2. Define leakage function £(w) : {0,1}" —s {0, 1}5+8 +7+7 +d+1 5 £0 1} x {0,1} x {0, 1}
as the following function:
(a) (L, Ans) ~ Sim;w)h7 w = gr,(w).
(b) If Ans =
Case L: flag; = 0, flag, = 0, mask = 0°.
Case same*: If (w = w), flag; = 1; Else flag; = 0.
flag, = 0, mask = 0°.
Case (k‘~1,16~2,t~1,7,‘5,§): flag, = 0.
It (Verify%;(ﬁﬂg)) =1, flag, = 1; Else flag, = 0.
Let mask = Ext(w, s).
(¢) L(w) := (Ans, flag,, flag,, mask).
3.r~Uy c=mdr, ¢= f(c).
4. If Ans =
Case L: Output L.

Case same*: If (E: ¢ and ﬁagl) = 1, output same*.
Else output L.
Case (];1,];2,51,{;,3/)1 If (Verifya(aﬂ) and ﬂag2> =0, output L.
Else output ¢ & mask.

Finally, notice that the distribution of ¢ is independent of m and we can fix m to be 0 message. This gives

us our simulator. Clearly Hg(f, g, h,m) = Hq(f,g,h,m). Notice that Ho(f, g, h,m) = copy (Simf’g’h,m).

H9(f7gaham):

COpy (

1. w~U,.
2. Define leakage function £(w) : {0,1}" — {0, 138 +7+7"+d+1 5 £0 1} % {0,1} x {0,1}*
as the following function:
(a) (L, Ans) ~ Simg ,, w = gr(w).
(b) If Ans =
Case L1: flag; = 0, flag, = 0, mask = 0°.
Case same™: If (0 = w), flag; = 1; Else flag; = 0.
flag, = 0, mask = 0.
Case (Igl,lgg,ﬂ,tz,'é): flag, = 0.
If (Verify%zvz(@,zg)) =1, flag, = 1; Else flag, = 0.
Let mask = Ext(w, ).
(¢) L(w) := (Ans, flag,, flag,, mask).
4. v~ Uy c=0"dr, ¢= f(e).
5. If Ans =
Case L: Output L.

Case same*: If (E: c and flag, ) = 1, output same*.
Else output L.
Case (kz,l;g,t:,t;,@: If (Verify;cvl(E,ﬂ) and ﬂag2> =0, output L.
Else output ¢ @ mask.

13



We prove our lemmata in the appendix. Now by the closeness of hybrids, we have

Tamper;{?g,h = HO(fagaham) = Hl(fagaham) Rey HQ(fagaha m) = H3(f7ga hvm) z#-HL’ H4(fag,h7m)
- H5(f7g7h7m) = Hﬁ(fag7ham) = H7(f7gaham) %51 HS(f).ga hvm) = Hg(fvgahvm)

= copy (Simf’g’h, m)

This shows that our coding scheme is a 3-state non-malleable code with error p + p’ + &1 + &s.

4.1 Setting the parameters

We will use A as our security parameter. By Corollary 5, we will let k1, ko be of length 2, i.e. 7 =1 =2\
and tq,t, will have length A, i.e. 8= 3 = X and both (Tag, Verify) and (Tag’, Verify') will have error 27*.

Since we will need to extract £ bits as a one-time pad to mask the message, by Lemma 2 and Theorem 4,
we will set min-entropy % to be (1 4+ o/)¢ and let Ext be a ((1 + o/)¢,27*)-average min-entropy extractor
that extract ¢-bit randomness with seed length O(logn + A). By our analysis in Appendix C, it is suffice to
have n — 6\ — £ — O(logn + A) — 3 > (1 4+ o’)L. Hence, we will set n = (2 4+ «)¢ for some a > /.

Now the message length for our augmented 2-state non-malleable code will be 2A 42X+ A+ A+ O(logn+
A) = O(logn + A\). Now by Theorem 3, we will let ¢ be the constant such that p(n®) = o(n) and set
A = O(n®). Hence, the length of (L, R) will be o(n). Therefore, the total length of our coding scheme will
be £+ (24 a)f + o(n) and the rate is 3J+a with error O(2~™"). This completes the proof for Theorem 2.
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A Proof of Lemma 3

Assume there exists f, g, h, m such that SD (H1 (f,g,h,m), Ha(f, g, h,m)) > £9. Notice that

SD (Hl(f7 g, h7 m)7 HQ(f7 g, h/ﬂ m)) = ]E’w,s,kl,kg |:SD (Hl(f7 9, h7 m)‘w7 S, kl? k2 5 HQ(f, g, h7 m)‘w7 S, k17 kQ):|
Therefore, there exists a w*, s*, ki, k5 such that

SD (Hi(f, 9. hym)|w*,s" ki K3 Ha(f,g,hym)|uw*, 5" ki b ) > e

And hence there exists a distinguisher A such that

Pr [A(H(gon 57 i 85) = 1| = P |A(Ea( gm0 ) =1 | >

Let ¢* = m @ Ext(w*,s"), t] = Tag:(c*), t3 = Tag;c; (w*). We shall use A to design A* to break the

augmented non-malleability of (Enc®,Dec*) for message u* = (k7,k3,t},t5,s*) with tampering function
(g*,h*) = (gw=, h). Let A*(L, Ans) do the following
A*(L, Ans):

1. ¢= f(¢*), W = gr(w*). o
2. If Ans = 1, output A(L). Else assume Ans = (k1, k2,t1,%2,5).
3. If (Verify;a(g,ﬂ) and Verify%;(ib,t})) =0, output A(L).

4. Else output A(E@ Ext(f[E,E)).

It is easily seen that A(Hl (f,g,h,m) ’w*, s* kT, k§> and .A(Hg(f7 g,h,m) ‘w*, s*, kT, k:;) are A* ( TamperPlusZ:)h* )
and A* ( copy (Sim;*7h* , u*)) respectively. And thus

> €9

Pr [A* (TamperPlusg:’h* ) = 1] —Pr [.A* (copy (Sim}’h*,u*)) = 1]

This breaks the augmented non-malleability and completes the proof.

B Proof of Lemma 4

To prove this lemma, consider the following intermediate hybrid.

H'(f,g,h,m):

W Up, 5~ Ug, by ~Us, ko~ Us.

r=Ext(w,s), c=mar, t; = Tagy, (c), t2 = Tag}, (w).

¢ = f(e).

(L, Ans) = Simy .

w = gr,(w).

6. If Ans =

Case L: Output L.

Case same*: If ((5: ¢) and Verify;, (w, t2)>: 0, output L.
Else output ¢ @ Ext(w, s).

Case (ky, ko, b1, 12, 5): If (Verifya(”cv,ﬂ) and Verifyi;(iﬁ,t;)) =0, output L.

Else output ¢ ® Ext(w, 3).

CU o=
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If SD(H;5(f, g, h,m), Hs(f,g,h,m)) > u+ 1/, then one of the following will be true

SD (H(f. g, h,m). H'(f.9.h.m)) > w or SD (H'(f.9.h.m), Ha(f.g,h,m)) > i/
We are going to use the property of (Tag, Verify) to prove the first one is impossible. (the other case could

be proved similarly). Notice the only difference between Hs(f, g, h,m) and H'(f, g, h,m) is when ¢ # ¢ but
Tag;, (¢) = Tagy, (c). Therefore, we could write

SD (Hg(f,g,h,m),H’(f,g,h,m)) <Pr [E;é ¢ A Tagy, (¢) = Tagy, (c)}

s 1, [ Tow, (0 = Tage, )]
ki~U,
<Eege[u] = p

where the last inequality is because (Tag, Verify) is u-secure message authentication code. This completes
the proof of Lemma 4.

C Proof of Lemma 5

Consider the following function F(L(w),r), where L(w) is interpreted as (Ans, flag,, flag,, mask).

F(L(w),r):
l.e=mer, ¢= f(c)
2. If Ans =

Case L: Output L.

Case same™: If (E: ¢ and ﬂagl) = 1, output same?*.

Else output L.
Case (ki, ko, t1,t2,3): If (VerifyH(E,ﬂ) and ﬂagQ) =0, output L.
Else output ¢ @ mask.

Notice that H7(f, g, h, m) and Hg(f, g, h, m) are F(L(w), Ext(w,Uy)) and F(L(w), U;) respectively. Since
L(w) is of length £+ 8+ '+ v+ +d+ 3, we have

f{oo(D(w)‘E(w)) >n—(l+B+8 47+ +d+3)

Here we use D(w) to denote the distribution of w. By the property of our average min-entropy extractor, if
n—{l+8+08 +v++ +d+3) >k, we have

(E(w),Ext (w, Ud)) ~., (ﬁ(w),w)

Therefore, F(L(w), Ext(w,Uy)) =, F(L(w),Uy) and this is equivalent to H7(f, g, h,m) =., Hs(f, g, h,m).

D Message authentication code

Lemma 6. Suppose {hy : {0,1}* — {0,1}?} is a p-almost pairwise independent hash family. Then the
following family of pair of functions is a p-secure message authentication code.

Tagy (z) = hy(x)
Verify, (z,y) = 1 if and only if y = hi(x) rek
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Proof. Obviously, for all m, k, Verify(m, hy(m)) = 1. Also, for all m # m’ and ¢,¢/,

_ Priu, [Tagy(m') = t' A Tagy(m) = ¢] < K 278 _

Pr Tag m/ :t/ Tag m)) =t X = [ |
k(m’) | k(M) Pry vy [Tagy(m) = 1] 277 8

k~Ugk

Lemma 7. Suppose a = £- 3 and write m as (mq,ma, ..., mg) where m; € {0,1}°. Let K = {0,1}# x {0,1}#
and write k as (k1,k2). Define hy, i, (m) = k1 + maks + mgkg + -+ mlkg, which is seen as a polynomaial
in GF[2°]. Then {hy} is a 737 ~almost pairwise independent hash family.

Proof. For all m,t,

P == Pr | Pr | 24 .. f=t||= Pr [27] =277
kN[};ﬁ[hk(m) t] kngﬁ [kw?},; k1 +make +moks + - +myks =t kle;]ﬂ

For all m # m/ and t,t,

Pr [hp(m) =t A hp(m') =]
k~Usp
= Pr {kl + maky + moks + -+ mgky =t Ny + ml ko +mbhk3s + -+ mpks :t’}
k1~Ug,ka~Ug

L
= Pr {Z(mi—m;)k‘ézt—t/:l- Pr {k1+m1k2+m2k§+~-~+m5k§zt}

konUpg v k1~Ug
14

< — . -8

S 58 2

where the last inequality is because a degree ¢ polynomial in a field can have at most ¢ many zeros. Since
¢ = a/f3, this completes the proof. |

Corollary 5. For all message length o and Tag length 3, there erists a 55-secure message authentication
code scheme with key length 2.
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