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Abstract Ciphertext-Policy Attribute-Based Encryp-
tion (CP-ABE) is an access control mechanism over
encrypted data and well suited for secure group-based

communication. However, it also suffers from the fol-
lowing problem, i.e., it is impossible to build all de-
sired groups. For example, if two group members have

exactly the same attributes, how to construct a group
including only one of the two members? Obviously, at-
tributes alone cannot distinguish these two members,

therefore existing CP-ABE solutions do not work. To
address this issue, in this paper, we present a new CP-
ABE scheme (called IR-CP-ABE) that incorporates an

Identity-based Revocation capability. With IR-CP-ABE,
an access policy will be constructed by not only group
members’ attributes but also their identities. To build

a group, first, build a candidate group based on all de-
sired group members’ attributes; second, remove unde-
sired members by revoking their identities. By evaluat-

ing the security and efficiency of a proposed construc-
tion, we show that the IR-CP-ABE scheme is secure
and efficient for practical applications.
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1 Introduction

Ciphertext-Policy Attribute-Based Encryption (CP-ABE)
provides a scalable mechanism of encrypting data where
the data owner defines the access policy, and then the

data user needs to hold the attribute set to decrypt
the ciphertext. Thus far, CP-ABE mainly focuses on
secure file-sharing in cloud computing. The main bene-

fit derived from CP-ABE is the ability of untrusted or
semi-trusted cloud servers to store sensitive or confiden-
tial files while data owners still preserve the access con-

trol over these files. Another context in which CP-ABE
would be beneficial is in distributed computing and
peer-to-peer networks. Different from cloud computing,

there exists no centralized server after system setup. In
these large-scale networks, access control and security
can become untenably complex. Individual users are

sending data to groups of recipients. Recipients, based
on different levels of trust, need-to-know, and other
identity attributes, are entitled to access different data

streams. CP-ABE is the perfect candidate for these sce-
narios. Senders can encrypt data using an access policy,
send it out widely, and all the intended recipients will

be able to decrypt the data while unintended recipients
will not. CP-ABE drastically reduces the complexity
of providing fine-grained access control for large-scale,

high-security-demanding peer-to-peer networks.

As promising as it is, one major issue of using CP-

ABE in practice is that it is impossible to construct all
desired groups. CP-ABE cannot pinpoint individual re-
cipients when they all have the same attributes. For ex-

ample, there is an attribute set {student,male, female}
assigned to a group of students {Alice,Bob, Carol}.
Since all the students share the same attributes, it is

obvious that by only using the given attributes, there
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is no way to construct a group which only includes

{Alice,Bob} or {Bob,Carol}.
To address this issue, in this paper, we present a

new Identity (ID) Revocable CP-ABE scheme (IR-CP-

ABE) that incorporates an ID-based Revocation capa-
bility. IR-CP-ABE addresses this issue by incorporat-
ing the identity revocation capability into the CP-ABE

scheme, where attributes are allocated normally accord-
ing to users’ privilege, and a unique ID is assigned to
each user. During the key generation procedure, the

user’s ID is incorporated into the private key of each
attribute. It works by first specifying attribute literals
in conjunctive/disjunctive normal forms as an attribute

policy tree to cover the recipients of the target group
with the minimum redundancy, and then removing the
unintended recipients by incorporating ID revocation.

As such, it makes it possible to build all possible groups
that may not be constructed solely by attributes.

We herein illustrate how IR-CP-ABE makes it pos-
sible where the group construction cannot solely rely

on attribute literals. In Fig. 1, Ai(i ∈ [1, 3]) denotes
the i-th attribute and Ij(j ∈ [1, 3]) denotes the j-th
user’s identity. This example shows that it is impossible

to construct the user groups {I1, I3}, {I2, I3} by using
only attributes. Nonetheless, with the help of identity
revocation, they can be expressed in the form of Sum-
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Fig. 1 An example of subgroups cannot be established
based on users’ assigned attributes.

Of-Product Expression as follows:

{I1, I3} = A1I2,

{I2, I3} = A1I1.

Lewko et al. propose a similar approach to con-

structing groups more flexibly. Their focus is on public
key encryption schemes and Key-Policy ABE schemes.
In this paper, we focus on flexible group construction in

CP-ABE schemes. CP-ABE scheme supporting negated
clauses [1,?,?] allows to revoke individuals by conjunc-
tively adding the AND of negations of undesired mem-

bers’ identities. In all of these schemes, each identity is

mapped to an individual attribute. However, all these

schemes lack efficacy in bandwidth terms. Among these
schemes, the scheme in [2] is the most efficient one.
Through efficiency comparison (Section 4), we can con-

clude that our scheme is more efficient. Our research
contributions are summarized as follows:

– By incorporating identities into the secure group
construction, IR-CP-ABE is capable to construct
some groups which are impossible to construct by

previous CP-ABE schemes.
– IR-CP-ABE simplifies the secure group construc-

tion by reducing the number of attributes and/or

attribute policy trees;
– The presented solution is proved to be secure under

selective security model;

– Performance analysis and evaluation shows that IR-
CP-ABE does not increase the storage, computa-
tion, and communication complexity of the existing

CP-ABE schemes, thus practical for real-world ap-
plications.

The remainder of this paper is organized as follows.
Section 2 presents the system preliminaries and security

assumptions. Section 3 elaborates the construction of
IR-CP-ABE. Section 4 presents the performance analy-
sis and evaluation. Section 5 discusses the related work.

Section 6 concludes this paper. The security proof is
presented in Appendix A.

2 Preliminaries

In this section, we present the foundations that are re-
quired to build the IR-CP-ABE scheme.

2.1 Access Structure

Access Structure We follow the same definition pre-
sented in [3]. Let {P1, P2, . . . , Pn} be a set of parties.
A set A ⊆ 2{P1,P2,...,Pn} is monotone if ∀B,C if B ∈ A
and B ⊆ C then C ∈ A. An access structure is a set
A of non-empty subsets of {P1, P2, . . . , Pn}, i.e.,A ⊆
2{P1,P2,...,Pn}\{∅}. The sets in A are defined as autho-

rized sets, and sets that do not belong to A are defined
as unauthorized sets.

Roles of parties are determined by their attributes.

Hence, the access structure A includes the authorized
attributes. Although we only focus on monotone access
structure in this paper, our proposed techniques can

also be applied to the case having the ”NOT” logic
of using an attribute in the security policy to confine
a group of users, and the number of attributes in the

system will be doubled accordingly. We hereafter use
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the access structure A to refer to a monotone access

structure.

2.2 Linear Secret Sharing Schemes

Linear Secret Sharing Schemes (LSSS) [3] plays an im-
portant role in our schemes, and it is defined as follows:

Linear Secret Sharing Schemes(LSSS). A se-
cret sharing scheme I over a set of parties is linear over

Zp if

– the shares for each party form a vector over Zp;
– a share-generating matrix for I has l rows and n

columns. For all i = 1, . . . , l and each i-th row of M ,
we define ρ(i) as the party labeling row i. For the
column vector v = (s, r2, r3, . . . , rn) where s ∈ Zp is

the shared secret, and Mv is the vector of l shares
of the secret s for I where r2, r3, . . . , rn ∈ Z are
randomly chosen and the share (Mv)i belongs to

party ρi.

According to the definition described above, every
linear secret sharing-scheme according to the above def-

inition also enjoys the linear reconstruction property
and it is defined as follows: assume I is an LSSS for
the access structure A and S ∈ A is an authorized set,

we define I ⊂ {1, 2, . . . , l} as I = {i : ρi ∈ S}. Ac-
cordingly, there exist constants {wi ∈ p}i∈I such that∑

i∈I wiλi = s where {λi} are valid shares of any secret

s and these constants {wi} can be derived in polynomial
time.

2.3 Algorithms of IR-CP-ABE

The ID-revocable ABE is comprised of four algorithms,
and the implications of the algorithm are elaborated as

below:

– Setup(U , I): Given the attribute universe descrip-
tion U and the identity set I, the TA publishes its

public key PK but keeps its master key MSK;
– KeyGen(MSK,S, ID): Given MSK, the user’s ID

and attribute set S, the TA issues private keys SK;

– Encrypt(PK, (M,ρ),M, {IDj}): Given the public
key PK, the LSSS matrix M and its corresponding
mapping ρ to each attribute, the messageM and the

revoked ID set {IDj}, the data owner generates the
ciphertext and sends it to a public place for storage;

– Decrypt(CT, SK): Given the ciphertext CT , the

data user derives the messageM by decrypting with
its private key SK.

2.4 Security Model for ID Revokable CP-ABE

We now present the full security definition for IR-CP-
ABE systems which derive from the security definitions

for identity-based revocation framework [4] and general
CP-ABE systems [5]. In the IR-CP-ABE security defi-
nition, we need to consider stronger adversaries whose

attributes satisfy the attribute access policy of the chal-
lenge ciphertext but whose identity is in the revocation
set.

Init: The adversaryA commits to the challenge access
structure A∗ and the revoked identity set ID∗ and

send this to the challenger.
Setup: The challenger runs the setup algorithm. The

master secret key MSK is kept secret and the public

parameters PK are given to A.
Phase1: The adversary A makes repeated private key

queries (Si, IDi)i∈[1,q1] where if Si satisfies A∗ then

the identity IDi = ID∗.
Challenge: A submits two equal length mes-

sages M0 and M1. In addition, the adversary gives

a challenge LSSS access structure A∗ =
(
M∗, ρ∗

)
and a set ID∗ of revoked identities such that ID∗

must include all identities that were queried. The

challenger picks up a random coin b, and encrypts
Mb under the access structure A∗ and the revoked
identity set ID∗. Then the challenge ciphertext CT∗

is sent to A.
Phase2: Repeat Phase1 with the restriction that the

queried sets of (Si, IDi)i∈[q1+1,q] where if Si satisfies

A∗ then the identity IDi = ID∗.
Guess: The adversary outputs a guess bit b′ of b. De-

fine AdvA = |Pr[b′ = b]− 1
2 | as the advantage of the

adversary A winning the game.

The advantage of an adversary A in this game is
defined as Pr[b′ = b] − 1

2 . Note that the above model
can easily be extended to handle chosen-ciphertext at-

tacks by allowing for decryption queries in Phase 1
and Phase 2.

Definition 1 An identity revocable CP-ABE scheme
is secure if all polynomial time adversaries have at most
a negligible advantage in the above game.

We say that a system is selectively secure if we add
an Init stage before setup where the adversary commits
to the challenge access structure M and the revocation

ID set S. All of our constructions will be proved secure
in the selective security model.

2.5 Bilinear Maps

Bilinear pairings are the basic operations in our frame-

work. Assume G and GT are two cyclic groups with
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order q generated by a Bilinear Diffie-Hellman (BDH)

parameter generator G. Correspondingly we set up a
bilinear map system S = (q,G,GT , e) where e denotes
a computable bilinear map e : G × G → GT with the

following properties:

– Bilinearity: ∀G ,W ∈ G, ∀a, b ∈ Z, e(Ga, W b) =
e(G ,W )ab ;

– Non-degeneracy: G and W are the generators of G,
e(Ga,W b) ̸= 1;

– Computability: e(G ,W ) is efficiently computable.

In our system,we set G = W and make G,G,GT public.

2.6 Assumptions

We now present the q-type complexity assumptions that
we will depend on to prove the security of our systems.
This assumption is formulated on prime order bilin-

ear groups, denoted by modified decisional q-parallel
BDHE, which is similar to the Decisional Parallel Bi-
linear Diffie-Hellman Exponent (q-parallel BDHE ) As-

sumption [5].
The modified decisional q-parallel Bilinear Diffie-

Hellman problem is defined as follows. We select a group
G of prime order p and a random generator g of G and

random exponents a, s, b1, b2, · · · , bq ∈ Zp. Given

y ={g, gs, ga, · · · , g(a
q), , g(a

q+2), · · · , g(a
2q)}

∀1≤j≤qg
a/bj , · · · , ga

q/bj , , ga
q+2/bj , ..., ga

2q/bj

∀1≤j≤qg
a·s/bj , · · · , g(a

q·s/bj),

it is hard to distinguish e(g, g)a
q+1s ∈ GT from any

random element R in GT .

An algorithm B that outputs z ∈ {0, 1} has ad-
vantage ϵ in solving the modified decisional q-parallel
BDHE in G if

|Pr[B(y, T = e(g, g)a
q+1s) = 0]−Pr[B(y, T = R) = 0]| ≥ ϵ.

The modified decisional q-parallel BDHE assumption
holds if only negligible advantage exists for any algo-
rithm to solve the modified decisional q-parallel BDHE
problem in polynomial time.

Proof : We briefly show that theM -q-parallel-BDHE
assumption is generically secure. The generic proof tem-
plate of BBG [5] and [6] is used. Using the terminology

from BBG we need to show that f = aq+1s is indepen-
dent of the polynomials P and Q. We set Q = {1} since
all given terms are in the bilinear group. P is set to be

P = {1, s,∀i∈[1,2q],j∈[1,q],i̸=q+1a
i, ai/bj , a

i · s/bj}.

We could choose a generator u and set g = u
∏

j∈[1,q] bj .
All the above terms are substituted by a set of polyno-

mials with the maximum degree 3q + 1.

Now, we check whether f is symbolically indepen-

dent of any two polynomials in P and Q. To realize f
from P and Q, a term of the form am+1s is needed. It
can be seen that no such terms can be realized from the

product of any two polynomials p, p′ ∈ P . To form such
a term, a polynomial with a single factor of s is needed.
If s is used as p then p′ has to be aq+1 which doesn’t

exist in P . If we set p = ai · s/bj , there always exists bj ,
which cannot be canceled. Based on the BBG frame-
work, we can conclude that the M -q-parallel-BDHE as-

sumption is generically secure.

3 Our Construction

In this section, we present the IR-CP-ABE scheme.

We first present the construction of one ID revocation,
which is represented as OIDR-CP-ABE. A multiple-ID
revocation scheme, denote as MIDR-CP-ABE, is also

presented. The main challenge to achieve multiple-ID
revocation is due to the collusion problem. Our scheme
can prevent collusion issue, and the security proofs are

presented in Appendix A.

3.1 Notation Illustration

Before going into details of each scheme, we first present
common notations that are used in the following sec-
tions, as shown in TABLE 1.

Table 1 Notations.

α a random element chosen by a Trusted Authority
(TA) from G.

Ax the x-th row of A.
b a random element chosen by TA from G.
g the generator of the multiplicative cyclic group G.
I the identity set defined in the system, |I| = n.
l the number of attributes involved in the encryption

process.
M a message to be encrypted by the system.
M an l×n matrix as part of an LSSS access structure.
m the number of attributes defined in the system.
n the number of identities in the system.
p the prime order of the multiplicative cyclic group

G
ρ a function that associates rows of M to attributes.
r the number of identities involved in the encryption

process .
S the set of attributes created for a specific user.
U the attribute set defined in the system, |U| = m.
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3.2 One-ID Revocation for CP-ABE Scheme

(OIDR-CP-ABE)

a. Setup(U , I)

The Setup algorithm takes an attribute set U and an
identity set I as inputs, where |U| = m and |I| = 1. It

chooses a group G of prime order p, a generator g, and
m random group elements h1, h2, · · · , hm ∈ G that are
associated with the m attributes in the system. It also
chooses random exponents α, b ∈ Zp.

Therefore, the public key is in the form:

PK = {g, gb, gb
2

, e(g, g)α, hb
1, · · · , hb

m}.

The Master secret key is in the form:

MSK = {α, b}.

b. KeyGen(MSK,S, ID)

S is the attribute set of user ID ∈ I. KeyGen algorithm

chooses a random t ∈ Zp and generates secret keys for
user ID as follows:

SK = (K = gαgb
2t, {Kx = (gb·IDhx)

t}∀x∈S , L = g−t).

c. Encrypt(PK, (M, ρ),M, ID1)

Encrypt algorithm takes inputs as an LSSS access struc-
ture (M,ρ) and the function ρ associates each row of M

to corresponding attributes. ID1 is the identity to be
revoked. Let M be an l×n′ matrix. The Encrypt algo-
rithm first chooses a random vector v = (s, y2, · · · , yn′) ∈
Zn′

p . These values will be used to share an encryption
exponent s. For k ∈ [1, l], it calculates λk = v · Mk,
where Mk is the vector corresponding to the x-th row

of M . Then, for message M, the ciphertext is presented
as follows:

C = Me(g, g)αs,

C0 = gs,

Ĉ = {C∗
k = gb·λk , C ′

k = (gb
2·ID1hb

ρ(k))
λk}k∈{1,··· ,l}.

d. Decrypt(CT,SK)

CT is the input ciphertext with access structure (M,ρ)
and SK is a private key for a set S:

CT = (C,C0, Ĉ, (M,ρ)).

Suppose that S satisfies the access structure and

let I ⊂ {1, 2, ..., l} be defined as I = {i : ρ(i) ∈ S}.
Let {ωi ∈ Zp}i∈I be a set of constants such that if
{λi} are valid shares of any secret s according to M ,

then Σi∈Iωiλi = s. If the identity ID combined in the

SK is not equal to the revocation identity ID1 in the

ciphertext, we can perform

e(C0,K)

(
∏

i∈I [e(Kρ(i),C
∗
i )·e(L,C′

i)]
ωi )1/(ID−ID1)

= e(gs, gαgb
2t)/(

∏
i∈I [e((g

b·IDhρ(i))
t, gb·λi)

·e(g−t, (gb
2·ID1hb

ρ(i))
λi)]ωi)1/(ID−ID1)

= e(g, g)αs · e(g, g)b2st/e(g, g)b
2t

∑
i∈I λiωi

= e(g, g)αs.

Theorem 1 Suppose the modified decisional q-parallels
BDHE challenge assumption holds. Then no poly-time

adversary can selectively break OIDR-CP-ABE with a
challenge matrix of size l × n, where n < q.

Proof Based on the attack model presented in Section

2.4, to prove the security of our scheme, we utilize
the reduction technology Fig. 2, where a simulator is
constructed to simulate a real attributed-based cryp-

tography environment for attackers by answering their
queries and programming the challenge access structure
and revoked identity into the public parameters. Com-

pared with the CP-ABE security model [5], where one
only considers the situation that the queried attribute
set does not satisfy the challenge policy, during the pri-

vate key query procedure (Phase 1), our scheme consid-
ers that the queried attribute set can satisfy the chal-
lenge policy when the corresponding user is a revoked

user. To address the presented security challenges, we
construct a new matrix nearly equal to the challenge
LSSS matrix and use it to simulate the environment.

In the follows, we present the detailed proof.

Fig. 2 The reduction of our scheme to the M-q-BDHE
problem.

Suppose there is an adversary A with non-negligible
advantage ϵ = AdvA in the selective security game
against our scheme. Moreover, suppose A attacks our

construction with one revoked user and a challenge ma-
trix M where both dimensions are less than q. We show
how to build simulator, B, that plays the modified de-

cisional q-parallel BDHE problem.
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Init The simulator takes in a modified decisional q-

parallel BDHE challenge {
−→
Y , T}. Then the adversary

declares the revoked user IDc and gives the simulator
the challenge access structure (M,ρ), where M has n

(less than q) columns. Let the challenge matrix M =

(
−→
M1,

−→
M2, ...,

−→
Ml)

T , where each row vector
−→
Mi = (Mi,1,

Mi,2, ...Mi,n) for 1 ≤ i ≤ l.

Setup The simulator chooses a random value α′ and
lets e(g, g)α = e(g, g)α

′
e(ga, ga

q

) to implicitly set α =

α′+aq+1. Moreover, it implicitly sets b = a by comput-
ing the public parameters as g, gb = ga, gb

2

= (ga
2

) To
embed the revocation identification IDc and the chal-

lenge access structure in the public parameters h1, ..., hU ,
we regard the challenge matrix M as a row vector set
and divide it into three subsets M ′, M ′′ and M ′′′ such

that M ′ ∪ M ′′ ∪ M ′′′ = M and M ′ ∩ M ′′ ∩ M ′′′ =
∅. Specifically, M ′, M ′′ and M ′′′ are initially set to
be empty set. Define the n-dimension vectors −→e =

(1, 0, ..., 0) and −→µ = (a2, a3, ..., an+1). For i = 1 to l,

if
−→
Mi is linearly independent on M ′ and −→e cannot be

linearly expressed by M ′∪{
−→
Mi}, then we merge

−→
Mi into

M ′; if
−→
Mi is linearly independent on M ′ and −→e can be

linearly expressed by M ′∪{
−→
Mi}, then we merge

−→
Mi into

M ′′′; if
−→
Mi is linearly dependent on M ′, then we merge−→

Mi into M ′′. As a result, M ′ is a linear independent

vector group while each vector in M ′′ can be linearly
expressed by M ′. Although −→e cannot be spanned by
M ′, it can be linearly expressed by M ′ merged with

each vector in M ′′′. Therefore, each vector in M can be
linearly expressed by M ′ ∪ {−→e }.

Next, we describe how the simulator ”programs” the

public parameters hb
1, h

b
2, ..., h

b
U . Let X denote the set

of indices i, such that ρ(i) = x. Assume that there

are m vectors in M ′ and let M ′ = (
−→
M ′

1,
−→
M ′

2, ...,
−−→
M ′

m)T .

For each i ∈ X, its corresponding row vector
−→
Mi can

be written as εi0
−→e + εi1

−→
M ′

1 + εi2
−→
M ′

2 + ... + εim
−−→
M ′

m,

where (εi0, εi1, ..., εim) ∈ Zm
p . For each

−→
Mi, we define a

corresponding vector
−→
M∗

i , where
−→
M∗

i = εi1
−→
M ′

1+εi2
−→
M ′

2+

... + εim
−−→
M ′

m. As a result, we get a new vector group

M∗ = (
−→
M∗

1 ,
−→
M∗

2 , ...,
−→
M∗

l ) and each
−→
M∗

i in is in the span
of M ′. By choosing a random value zx, the simulator

programs hx and hb
x as:

hx =gzxg−aIDc

∏
i∈X

g(εi1
−→
M ′

1+εi2
−→
M ′

2+,...,+εim
−−→
M ′

m)·−→µ /bi

=gzxg−aIDc(
∏
i∈X

n∏
j=1

gM
∗
i,ja

j+1/bi).

hb
x =gzxg−a2IDc(

∏
i∈X

n∏
j=1

gM
∗
i,ja

j+1/bi).

If X is an empty set, we set hb
x = gzx . Then the sim-

ulator publishes the above parameters (g, gb, gb
2

, hb
1, h

b
2,

· · · , hb
U , e(g, g)

α) as the public key. We observe that
the public parameters are distributed randomly as the

real system and both the revoked identification and the
challenge matrix are reflected in the simulation’s con-
struction of the parameter hb

x.

Phase I The algorithm simulates to answer private

key queries. In the general CP-ABE security model [5],
one only considers the weaker case, that is, the queried
attribute set does not satisfy the challenge policy. In

this case, to construct the private keys for the unsat-
isfied attribute set I, the simulator can find a vec-
tor −→ω = (ω1, ..., ωn) ∈ Zp such that ω1 = −1 and
−→ω · −→Mi = 0 for all i where ρ(i) ∈ I. Such a vector

must exist, as the target vector −→e is not in the span of
the rows in the challenge matrix M corresponding to
the set I [5]. As a result, by utilizing −→ω , the simulator

can cancel the item of the form ga
q+1

in generating the
queried private key.

In our selective security model, we consider a stronger

adversary querying the private key of an attribute set
which satisfies the challenge policy. Due to the autho-
rized attribute set, the above mentioned vector −→ω with

ω1 = −1 and −→ω ·Mi = 0 corresponding to the queried
attribute set does necessarily not exist. To overcome
the problem, at the beginning we program the public

parameter hx based on the challenged policy row sub-
set M ′. Since each

−→
M∗

i is in the span of M ′ while −→e is
not in the span of M ′, we can still find a vector −→ω with

ω1 = −1 and −→ω ·
−→
M∗

i = 0, where 1 ≤ i ≤ m.

Therefore, the simulator selects a random value r
and calculates the private key L as

L = gr+
−→ω ·−→ν = gr

∏
i=1,...,n

(ga
q−i

)ωi ,

which implicitly sets the randomness t as

t = r +−→ω · −→ν = r + ω1a
q−1 + ω2a

q−2+, ...,+ωna
q−n,

where −→ν = (aq−1, aq−2, ..., aq−n+2).

By doing this, we can first cancel out the gq+1 that

the simulator does not know with gα in building the K
component as

K = gα
′
ga

2r
∏

i=0,...,n−2

(ga
q+i

)ωi .

Next, as −→ω is orthogonal to each vector in M∗ and the
queried identity is equal to IDc, we can prevent the
appearance of the term of the form ga

q+1

in building

the private components Kx as:
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Kx =(gzxga(IDd−IDc)
∏
i∈X

g
−−→
M∗

i ·
−→µ /bi)(r+

−→w ·−→ν )

=gzx(r+
−→w ·−→ν )ga(IDd−IDc)(r+

−→w ·−→ν )

·
∏
i∈X

g(M
∗
i1a

2+,...,+M∗
ina

n)(r+ω1a
q−1+,...,+ωna

q−n)

=gzx(r+
−→w ·−→ν )ga(IDd−IDc)(r+

−→w ·−→ν )

·
∏
i∈X

g(M
∗
i1a

2+,...,+M∗
ina

n)r

·
∏
i∈X

n∏
j=1

n∏
k=1,k ̸=j

gM
∗
ijωka

q+j−k+1

.

Challenge In this phase, the adversary provides to

the simulator two challenge messages M0,M1 with the
challenge matrix M of dimension at most n columns.

First, The simulator flips a coin β and creates the
ciphertext component C = MβT · e(gs, gα′

). Then the

simulator chooses random value y′2, y
′
3, ..., y

′
n and share

the secret s using the vector

−→v = (s, y′2, y
′
3, ..., y

′
n).

Next, it calculates

λk =−→v · (εk0−→e + εk1
−→
M ′

1 + εk2
−→
M ′

2 + ...+ εkm
−−→
M ′

m)

=−→v · (εk0−→e +
−→
M∗

k ).

And it generates the ciphertext component C∗
k as:

C∗
k = gas(M

∗
k1+εk0) ·

n∏
i=2

gM
∗
kiy

′
i

For k = 1, ..., n, we define Xk as the set of the index i

in such that ρ(i) = ρ(k). Finally, the simulator builds
the ciphertext component C ′

k as:

C ′
k =(ga

2IDcgzxg−a2IDc

∏
i∈Xk

g
−−→
M∗

i ·
−→µ /bi)λk

=gzxλk

∏
i∈Xk

g(M
∗
i1a

2+M∗
i2a

3+,...,+M∗
ina

n+1)λk/bi .

Phase II Same as phase I.

Guess The adversary will eventually output a guess

β′ of β. The simulator then outputs 0 to guess that
T = e(g, g)sa

q+1

if β′ = β; otherwise, it outputs 1 to
indicate that it believes T is a random group element

in GT . When T is a tuple the simulator B gives a
perfect simulation so we have that

Pr[B(−→X,T = e(g, g)sa
q+1

) = 0] =
1

2
+AdvA.

When T is a random group element, the message

Mβ is completely hidden from the adversary and we

have Pr[B(
−→
X, T = R) = 0] = 1

2 . Therefore, B can play
the modified decisional q-parallels BDHE game with
non-negligible advantage.

3.3 Multiple-ID Revocation for CP-ABE Scheme
(MIDR-CP-ABE)

a. Setup(U , I)

The algorithm takes an attribute set U and an identity
set I as input where |U| = m and |I| = n. It chooses a

group G of prime order p, a generator p and m random
group elements h1, h2, · · · , hm ∈ G that are associated
with the m attributes in the system. It also chooses

random exponents α, b ∈ Zp.
Therefore, the public keys are output as:

PK = {g, gb, gb
2

, e(g, g)α, hb
1, · · · , hb

m}.

The Master secret key is: MSK = {α, b}.

b. KeyGen(MSK,S, ID)

S is the attribute set of user ID ∈ I. The algorithm
chooses a random t ∈ Zp and derive the secret keys as
follows:

SK = (K = gαgb
2t, {Kx = (gb·IDhx)

t}∀x∈S , L = g−t).

c. Encrypt(PK, (M, ρ),M,S)

It takes the input as an LSSS access structure (M,ρ)
and the function ρ associates rows of M to attributes.
IDj is assumed to be the identity which will be revoked.

Let M be an l×n′ matrix. The algorithm first chooses a
random vector v = (s, y2, · · · , yn′) ∈ Zn′

p . These values
will be used to share the encryption exponent s. For

x ∈ [1, l], it calculates λx = v · Mx, where Mx is the
vector corresponding to the x-th row of M . Let r = |S|
and IDj denote the j-th identity in S. The algorithm

chooses random µ1, ..., µr ∈ Zp such that µ = µ1 + ...+
µr. It generates the first part of ciphertext:

C = Me(g, g)αsµ, C0 = gsµ,

C∗
1,1 = gb·λ1µ1 , C ′

1,1 = (gb
2·ID1hb

ρ(1))
λ1µ1

· · · C∗
l,1 = gb·λlµ1 , C ′

l,1 = (gb
2·ID1hb

ρ(l))
λlµ1

C∗
1,2 = gb·λ1µ2 , C ′

1,2 = (gb
2·ID2hb

ρ(1))
λ1µ2

· · · C∗
l,2 = gb·λlµ2 , C ′

l,2 = (gb
2·ID2hb

ρ(l))
λlµ2

· · ·
C∗

1,r = gb·λ1µr , C ′
1,r = (gb

2·IDrhb
ρ(1))

λ1µr

· · · C∗
l,r = gb·λlµr , C ′

l,r = (gb
2·IDrhb

ρ(l))
λlµr .
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d. Decrypt(CT,SK)

CT is the input ciphertext with access structure (M,ρ)
and SK is a private key for a set S. Suppose that S
satisfies the access structure and let I ⊂ {1, 2, ..., l} be

defined as I = {i : ρ(i) ∈ S}. Let {ωi ∈ Zp}i∈I be
a set of constants such that if {λi} are valid shares of
any secret s according to M , then Σi∈Iωiλi = s. If

the identity ID combined in the SK is not equal to
the revocation identity IDj in the ciphertext, we can
perform

e(C0,K)∏
i∈I(

∏r

j=1[e(Kρ(i),C
∗
i,j)·e(L,C′

i,j)]
1/(ID−IDj))ωi

= e(gsµ, gαgb
2t)/

∏
i∈I(

∏r

j=1[e((g
b·IDhρ(i))

t, gb·λiµj )

·e(g−t, (gb
2·IDjhb

ρ(i))
λiµj )]1/(ID−IDj))ωi

= e(gsµ, gα) · e(gsµ, gb2t)/
∏

i∈I(
∏r

j=1[e(g
b·ID·t, gb·λiµj )

·e(ht
ρ(i), g

b·λiµj ) · e(g−t, gb
2·IDj ·λiµj )

·e(g−t, h
b·λiµj

ρ(i) )]1/(ID−IDj))ωi

= e(g, g)αsµ · e(g, g)b2sµt/
∏

i∈I(
∏r

j=1[e(g
b·ID·t, gb·λiµj )

·e(g−t, gb
2·IDj ·λiµj )]1/(ID−IDj))ωi

= e(g, g)αsµ · e(g, g)b2sµt

·1/
∏

i∈I(
∏r

j=1[e(g, g)
b2tλiµj(ID−IDj)]1/(ID−IDj))ωi

= e(g, g)αsµ · e(g, g)b2sµt/
∏

i∈I(
∏r

j=1 e(g, g)
b2tλiµj )ωi

= e(g, g)αsµ · e(g, g)b2sµt/
∏

i∈I(e(g, g)
(
∑r

j=1 µj)b
2tλi)ωi

= e(g, g)αsµ · e(g, g)b2sµt/e(g, g)b
2tµ

∑
i∈I λiωi

= e(g, g)αsµ.

Theorem 2 Suppose the modified decisional q-parallels
BDHE challenge assumption holds. Then no poly-time
adversary can selectively break MIDR-CP-ABE with a

challenge matrix of size l × n and r revocation IDs,
where r, n < q.

It is obvious that the public parameters and private
key structure of MIDR-CP-ABE is same as those of
OIDR-CP-ABE. Furthermore, the ciphertext structure
of MIDR-CP-ABE is essentially an extension for that of

OIDR-CP-ABE. Therefore here we can directly implant
the proof of OIDR-CP-ABE with some replacements of
one revocation ID to a revocation ID set summation.

We present the proof briefly as following.

Proof Suppose A attacks our construction with a re-
voked user set and a challenge matrix M where both

dimensions are less than q. We show how to build sim-
ulator, B, that plays the modified decisional q-parallel
BDHE problem.

Init The simulator takes in a modified decisional q-
parallel BDHE challenge {

−→
Y , T}. Then the adversary

declares the revoked user set (IDc1, IDc2, ..., IDcr) and

gives the simulator the challenge access structure (M,ρ),

whereM has n (less than q) columns. LetM = (
−→
M1,

−→
M2,

· · · ,
−→
Ml)

T , where each row vector
−→
Mi = (Mi,1,Mi,2,

· · · ,Mi,n) for 1 ≤ i ≤ l.

Setup The simulator chooses a random value α′ and
lets e(g, g)α = e(g, g)α

′
e(ga, ga

q

) to implicitly set α =
α′+aq+1. Moreover, it implicitly sets b = a by comput-

ing the public parameters as gb = ga and gb
2

= (ga
2

).

The challenge matrixM is divided into three subsets
M ′, M ′′ and M ′′′ such that M ′ ∪M ′′ ∪M ′′′ = M and
M ′∩M ′′∩M ′′′ = ∅. Their generation method is same as

that in the proof of OIDR-CP-ABE so that each vector
in M can be linearly expressed by M ′∪{−→e }. Define the
n-dimension vectors −→e = (1, 0, ..., 0). Let X denote the

set of indices i, such that ρ(i) = x. Assume that there

is m vectors in M ′ and let M ′ = (
−→
M ′

1,
−→
M ′

2, ...,
−−→
M ′

m)T .

For each i ∈ X, its corresponding row vector
−→
Mi can be

written as εi0
−→e + εi1

−→
M ′

1 + εi2
−→
M ′

2 + ...+ εim
−−→
M ′

m, where

(εi0, εi1, ..., εim) ∈ Zm
p . For each

−→
Mi, we define a cor-

responding vector
−→
M∗

i , where
−→
M∗

i = εi1
−→
M ′

1 + εi2
−→
M ′

2 +

... + εim
−−→
M ′

m. As a result, we get a new vector group

M∗ = (
−→
M∗

1 ,
−→
M∗

2 , ...,
−→
M∗

l ) and each
−→
M∗

i in it is in the
span of M ′. By choosing a random value zx, the simu-
lator program hb

x as:

hx =gzxg−a
∑r

ι=1 IDcι (
∏
i∈X

n∏
j=1

gM
∗
i,ja

j+1/bi).

hb
x =gzxg−a2 ∑r

ι=1 IDcι (
∏
i∈X

n∏
j=1

gM
∗
i,ja

j+1/bi).

If X is null, we set hb
x = gzx . Then the simulator pub-

lishes the above parameters as public key.

Phase I Since each
−→
M∗

i is in the span of M ′ while −→e
is not in the span of M ′, we can still find a vector −→ω
with ω1 = −1 and −→ω ·

−→
M∗

i = 0, where 1 ≤ i ≤ m. The

simulator selects a random value r′ and calculates the
private key L as

L = gr
′ ∏
i=1,...,n

(ga
q−i

)ωi ,

K = gα
′
ga

2r′
∏

i=0,...,n−2

(ga
q+i

)ωi ,

implicitly setting the randomness t as t = r′+ω1a
q−1+

ω2a
q−2+, ...,+ωna

q−n, where−→ν = (aq−1, aq−2, ..., aq−n+2).
Next, we prevent the appearance of the term of the form

ga
q+1

in building the private components Kx as:
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Kx =gzx(r+
−→w ·−→ν )ga(IDd−

∑r
ι=1 IDcι )(r+

−→w ·−→ν )

·
∏
i∈X

g(M
∗
i1a

2+,...,+M∗
ina

n)r

·
∏
i∈X

n∏
j=1

n∏
k=1,k ̸=j

gM
∗
ijωka

q+j−k+1

.

Challenge The adversary provides to the simulator
M0,M1 with the matrix M of dimension at most n
columns.

First, The simulator flips a coin β, chooses random
values µ1, µ2, ..., µr such that ν = ν1 + ν2 + ... + νr,

and creates the ciphertext component C = Mβ(T ·
e(gs, gα

′
))ν . Then the simulator chooses random value

y′2, y
′
3, ..., y

′
n and share the secret s using the vector

−→v = (s, y′2, y
′
3, ..., y

′
n).

Next, it calculates

λk =−→v · (εk0−→e + εk1
−→
M ′

1 + εk2
−→
M ′

2 + ...+ εkm
−−→
M ′

m)

=−→v · (εk0−→e +
−→
M∗

k ).

And it generates the ciphertext component C∗
k as:

C∗
k,γ = gasνγ(M

∗
k1+εk0) ·

n∏
i=2

gM
∗
kiy

′
i

For k = 1, ..., n, we define Xk as the set of the index i
in such that ρ(i) = ρ(k). Finally, the simulator builds
the ciphertext component C ′

k as:

C ′
k =(ga

2 ∑r
ι=1 IDcι gzxg−a2 ∑r

ι=1 IDcι

∏
i∈Xk

g
−−→
M∗

i ·
−→µ /bi)λkνγ

=gzxλkνγ

∏
i∈Xk

g(M
∗
i1a

2+M∗
i2a

3+,...,+M∗
ina

n+1)λkνγ/bi .

Phase II Same as phase I.

Guess The adversary will eventually output a guess β′

of β. The simulator then outputs 0 if β′ = β; otherwise,
1. When T is a tuple, B gives a perfect simulation so
we have that

Pr[B(
−→
X,T = e(g, g)sa

q+1

) = 0] =
1

2
+AdvA.

When T is a random group element, Mβ is completely

hidden from the adversary and we have Pr[B(−→X,T =

R) = 0] = 1
2 . So B can play the modified decisional

q-parallel BDHE game with non-negligible advantage.

4 Performance Evaluation

In this section, the two schemes proposed in this pa-
per are evaluated in terms of their computation, stor-

age, and communication performance. The evaluation
is performed in three parts: Firstly, we analyze the per-
formance complexity of presented revocation schemes

compared to the original CP-ABE scheme. Secondly,
we implement the IR-CP-ABE schemes based on PBC
library [7]. A computation performance evaluation is

conducted including comparison with CP-ABE scheme.
Finally, we present an experimental study to show the
benefit of using IR-CP-ABE scheme for secure group

construction.

4.1 Computation, Storage, and Communication

Complexity Analysis

Following the notations provided in TABLE 1, a com-

parative analysis is carried out among the OIDR-CP-
ABE scheme, the MIDR-CP-ABE scheme, the origi-
nal CP-ABE scheme which are scheme is built on, the

unbounded non-monotonic CP-ABE scheme (the last
scheme in Yamada’s paper, and we just call it Yamada’s
scheme in this paper) [2]. In Yamada’s scheme, it pro-

vides a general approach by incorporating ”Not” logic
on one or multiple attributes. Revoking a user, it can
simply consider user’s ID as an attribute. However, this

scheme can significantly increase the attributes man-
agement overhead when the group size is large. To mea-
sure these schemes’ performance, we present four evalu-
ated functions, i.e., Setup(), KeyGen(), Encrypt(), and

Decrypt(). The analysis is carried out corresponding to
the same function in each scheme on computation cost,
storage cost, and communication cost.

4.1.1 Computation Complexity Analysis

In these four schemes, there are mainly four types of
operations that are time-consuming: Pairing, Exponen-

tiation, Multiplication, and Inversion. According to [8],
the most computation-intensive operations are Pairing
and Exponentiation. Thus, in this section, we evaluate

the number of Pairing and Exponentiation operations
for each function as metrics for computation complex-
ity. The complexity of all the schemes involved in a

number of Parings and Exponentiations are presented
in TABLE 2 and TABLE 3 respectively.

In Setup() function of all the four schemes, the num-

ber of pairing operation is 1. Pairing is only incurred in
calculating the value of e(g, g)α. In CP-ABE and Ya-
mada, the number of exponentiations in Setup() func-

tion is 3 and 2 respectively. In both OIDR-CP-ABE
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Table 2 Computation Complexity Comparison in the Number of Pairing Operations

Function CP-ABE OIDR-CP-ABE MIDR-CP-ABE Yamada
Setup() 1 1 1 1

KeyGen() 0 0 0 0
Encrypt() 0 0 0 0
Decrypt() 2|I|+ 1 2|I|+ 1 2|I|r + 1 (2|I|+ 1)r + 3|I|

Table 3 Computation Complexity Comparison in Exponentiation Operations

Function CP-ABE OIDR-CP-ABE MIDR-CP-ABE Yamada
Setup() 3 m+3 m+3 2

KeyGen() |S|+ 2 |S|+ 3 |S|+ 3 6|S|+ 7
Encrypt() 3l + 2 2l+ 3 (2l+ 1)r + 2 5l+ 5r
Decrypt() |I| |I| |I|r |I|

and MIDR-CP-ABE, the number of exponentiations is

m + 3, where m is the number of attributes defined
globally as illustrated in TABLE 1.

For all the schemes, there is no need for any pairing
operation in key generation process. Exponentiation op-
eration is the key contributor to the cost in KeyGen()

function for all four schemes. In CP-ABE, the number
of exponentiations needed is |S|+2. In both OIDR-CP-
ABE and MIDR-CP-ABE, this number is increased to

|S|+3. This increase comes from the fact that not only
a random value t but also the ID of the user is used as
the exponent in the key component for each attribute.

In Yamada, the number is 6|S|+ 7.

For Encrypt() function, the computation cost in terms

of pairing is the same for CP-ABE, OIDR-CP-ABE,
MIDR-CP-ABE and Yamada. The number of exponen-
tiation operations is significant in differentiating the

computation cost among these schemes. In CP-ABE, it
takes 3l+2 exponentiations and in OIDR-CP-ABE, the
number of exponentiations is 2l+3. Here l is the number

of attributes involved in the encryption process. Thus,
the encryption cost of the OIDR-CP-ABE scheme is
lower than CP-ABE. Comparatively, in MIDR-CP-ABE,

the number is increased to (2l + 1)r + 2, here r is the
number of IDs that are revoked in the ciphertext. In
the Yamada scheme, the number of exponentiation op-

erations is 5l + 5r.

In CP-ABE, the number of pairing needed for De-

crypt() is 2|I| + 1, where I is the set of attributes in-
volved in the decryption process. It requires the same
amount of pairing in OIDR-CP-ABE. However, 2|I|r+1

pairing operations are needed in MIDR-CP-ABE due
to the fact that it conducts more computation for each
of the IDs that are revoked. It shows that the com-

putation overhead from exponentiation operations is
less than pairing operations. The Yamada scheme in-
curs more pairing operations in decryption compared

with our schemes.

The numbers of exponentiations in CP-ABE, OIDR-

CP-ABE, MIDR-CP-ABE and Yamada are |I|, |I|, |I|r,
|I|r and |I| respectively.

4.1.2 Storage and Communication Cost Analysis

The storage cost and communication cost are evalu-

ated separately. From storage perspective, the main
overhead is from Setup() and KeyGen() functions, in
which both functions create secret materials that need

to be stored locally. For communication cost, the func-
tion Encrypt() is evaluated as results from this func-
tion constitute the ciphertext of transmitted messages.
There is no additional storage or communication cost

for Decrypt() function as the result is directly used as
plaintext. The storage for temporary variables that are
normally used in computer memories are not consid-

ered. Only those needed for final results of each func-
tion are counted. Based on our implementation, which
is further illustrated in the next section, each element

is stored as an element t data structure. Therefore, the
number of elements is used as a metric for storage and
communication cost analysis. TABLE 4 and TABLE

5 summarize the cost corresponding to each function in
all the four schemes.

In Setup() function, the storage costs are almost
the same as the first three schemes, which is related
with the number of all attributes in the system. In the

Yamada scheme, this cost is a constant.

In KeyGen(), the required storage space is |S|+2 in
all the first three schemes and almost quadruples in the

Yamada scheme. The storage cost for Encrypt() func-
tion equals to the size of the ciphertext, which is 2l+2
in both CP-ABE and OIDR-CP-ABE. The size of ci-

phertext in MIDR-CP-ABE is 2lr + 2. This difference
is due to the fact that a separate pair of key compo-
nents need to be generated for each revoked ID. The

ciphertext size in the Yamada scheme is 3l + 3r + 2.
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Table 4 Storage Cost Comparison

Function CP-ABE OIDR-CP-ABE MIDR-CP-ABE Yamada
Setup() m+ 4 m+ 6 m+ 6 9

KeyGen() |S|+ 2 |S|+ 2 |S|+ 2 4|S|+ 2

Table 5 Communication Cost Comparison

Function CP-ABE OIDR-CP-ABE MIDR-CP-ABE Yamada
Encrypt() 2l + 2 2l + 2 2lr + 2 3l+ 3r + 2

Based on the analysis presented above, it can be
seen that the proposed schemes are more computation

intensive. Between the two schemes, OIDR-CP-ABE
performs better than MIDR-CP-ABE in computation,
storage, and communication. The costs for OIDR-CP-

ABE have the same order of complexity as CP-ABE
scheme, which means the presented solution does not
incur significant overhead compared to CP-ABE. How-
ever, the new functional benefits for revoking users is

useful in many applications. Compared with Yamada,
both of our schemes suffer from higher public parame-
ters storage, while the private key storage is only quar-

ter of that in Yamada. Since private keys are often
stored in tamper-resistant memory, which is more costly,
our scheme is more suitable for small devices with con-

strained storage. As for the communication costs, com-
pared with Yamada, our schemes are much more effi-
cient when there is only one identity.

4.2 Implementation and Testing Results

The proposed schemes are implemented in C language
using PBC library [7] on Ubuntu 14.04 64bit operating
system. The hardware configuration for the machine

that runs the experiment is: Intel i7 Quad-core CPU at
2.60GHz; 8GB memory. To test the relations between
the amount of attributes involved and the time con-

sumption, we fix the number of IDs revoked to 1 and
increase the number of attributes that are involved in
each of four functions Setup(), KeyGen(), Encrypt(),
and Decrypt(). The time consumption of these func-

tions are tested separately. Comparison is made for each
function between CP-ABE scheme and OIDR-CP-ABE
scheme. For each attribute setting, the experiments are

run ten times and the average values are used as pre-
sented in Fig. 3 and Fig. 4.

As can be seen in the figure, the time consump-
tion for all the four functions are generally linear to the

number of involved attributes. The difference in time
consumption for KeyGen() function is relatively small
between two schemes. The most significant time differ-

ence happens with Setup() function. The time cost in

Fig. 3 Relations between the amount of attributes and
time consumption for key assignment.

Fig. 4 Relations between the amount of attributes and
time consumption for communication.

OIDR-CP-ABE is about twice of that in CP-ABE. In
real-world application scenario, this function is run one

time by the TA and can be precomputed. Therefore,
such computation cost difference does not significantly
influence the overall performance of the entire cryp-

tosystem. When 45 attributes are involved for Setup(),
KeyGen(), and Encrypt() function, the overall time cost
is right over 200 milliseconds. The cost for Decrypt()

is less than 100 milliseconds. The overall performance
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under this scenario is acceptable for real-world applica-

tions.

Fig. 5 Relations between the amount of revoked IDs and
time consumption.

To further explore the influence on the time con-

sumption from the number of IDs revoked, a second ex-
periment is conducted with a fixed number of attributes
and changing the number of revoked IDs. In this exper-

iment, the number of attributes is set to 20 and the
number of revoked IDs is gradually increased from 0 to
10. The evaluation result is shown in Fig. 5 for MIDR-

CP-ABE scheme. It can be seen that the time consump-
tion of Setup() and KeyGen() are not sensitive to the
number of IDs revoked. This is because both functions

do not have the revoked ID list involved in their opera-
tions. The Encrypt() function is sensitive to the number
of revoked IDs. Both Encrypt() and Decrypt() follow a

linear trend in Fig. 5. When the number of revoked
IDs is greater than 9, with 20 attributes involved, the
overall time cost for Encrypt() increases over 1 second.

4.3 The Advantage of IR-CP-ABE in Secure Group
Construction

In this subsection, we did simulation to demonstrate
that IR-CP-ABE supports much more ID groups than

CP-ABE does. Assume there exists 5 attributes in the
system and the number of identities increases from 10
to 30. In addition, the probability p for each attribute

to be assigned to an identity belongs to [20%, 40%, 60%,
80%, 100%]. For each number value of identities and p
value, the simulation ran 10 times to retrieve the av-

erage number of different ID groups generated by CP-
ABE and that generated by IR-CP-ABE.

Fig. 6 illustrates that the ratio of the average num-

ber of different ID groups generated by CP-ABE to that

Fig. 6 The ratio of the average number of ID groups
generated by CP-ABE to that generated by IR-CP-ABE

generated by IR-CP-ABE is very small. The reason is

that IR-CP-ABE could construct a very large number
of different ID groups by combining all the IDs associ-
ated with the selected attributes first and then revoking

any IDs, while CP-ABE can only generate ID groups
based on attributes. Note that the ratio decreases when
the number of identity increase, as the number of ID

groups generated by IR-CP-ABE increases with the or-
der of exponentiation. In addition, the ratio reaches its
minimum when the number of identities is fixed and

p = 100% because CP-ABE can only generate one ID
group in this case. This implies IR-CP-ABE provides
a more comprehensive solution in group construction

than CP-ABE.

5 Related Work

The first fully functional Identity Based Encryption
(IBE) scheme was proposed in [9]. In IBE, an identity
or ID is a string one-to-one mapped to each user. A

user can acquire a private key corresponding to his/her
ID in an off-line manner from trusted authority and
the ID is used as public key. The ciphertext encrypted

by a particular ID can only be decrypted by the user
with corresponding private key, i.e., the encryption is
one-to-one.

Attribute Based Encryption (ABE) was first pro-
posed as a fuzzy version of IBE in [10], where an identity
is viewed as a set of descriptive attributes. The private

key for an identity w can decrypt the message encrypted
by the identity w′ if and only if w and w′ are closer to
each other than a pre-defined threshold in terms of set

overlap distance metric. In the paper [11], the authors
further generalize the threshold-based set overlap dis-
tance metric to expressive access policies with AND

and OR gates. There are two main variants of ABE
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proposed so far, namely Key Policy Attribute Based

Encryption (KP-ABE [12]) and Ciphertext Policy At-
tribute Based Encryption (CP-ABE[13]). In KP-ABE,
each ciphertext is associated with a set of attributes and

each user’s private key is embedded with an access pol-
icy. Decryption is enabled only if the attributes on the
ciphertext satisfy the access policy of the user’s private

key. In CP-ABE [13–15,1,16], each user’s private key is
associated with a set of attributes and each ciphertext is
encrypted by an access policy. To decrypt the message,

the attributes in the user private key need to satisfy the
access policy. The key difference between identity and
attribute is identities are many-to-one mapped to users

while attributes are many-to-many mapped to users.
Thus, to simulate a constant size conjunctive header,
one needs to encrypt the message using each receiver’s

identity and the size of ciphertext is linearly increasing.

Boldyreva et al. [17] proposed an identity-based scheme
with efficient user revocation capability. It applies key

updates with significantly reduced computational cost
based on a binary tree data structure and it is resis-
tance against chosen-ciphertext attack. Nevertheless,

Libert et al. [18] noticed the security problem left by
Boldyreva that its security can only be proved in the
selective-ID setting where adversaries need to reveal the

victims’ identities at the beginning of the game. Con-
sequently, they proposed an identity-based encryption
scheme with stronger adaptive-ID sense to address the

remaining issue. Li et al. [19] first introduced outsourc-
ing computation in identity-based encryption and pre-
sented a revocable in the server-aided settings. As a re-

sult, it achieves constant computation cost at public key
generator and private key size at user, and the user does
not have to contact public key generator for key update.

Chen et al. [20] presented an identity-based encryption
scheme based on lattices to realize efficient key revoca-
tion. Binary tree data structure is utilized to achieve

logarithmic complexity in key updates. EASiER [21]
architecture is described to support fine-grained access
control policies and dynamic group membership based

on attribute-based encryption. It relies on a proxy to
participate in the decryption and enforce revocation,
such that the user can be revoked without re-encrypting

ciphertexts or issuing new keys to other users. Lewko
et al. [4] two novel broadcast encryption schemes with
effective user revocation capability. The first scheme is

selectively secure in the standard model, and the sec-
ond scheme achieves adaptive security by exploiting
dual encryption technique. The ciphertext size only re-

lates to the number of revoked users and the size of
public/private keys are constant. Yu et al. [22] pro-
posed an attribute-based data sharing scheme where

each attribute gets three distinct values for its positive

form, negative form as well as ”don’t care” form. It ad-

dressed the issue of attribute revocation by relying on
a semi-trustable online proxy to perform re-encryption
and take most laborious tasks. Li et al. [23] proposed

an ABE scheme that supports efficient communication
group set up and management. With such scheme, the
group membership information is protected through a

specially hidden attribute policy.
In the literature, there are several revocation mech-

anisms proposed for CP-ABE. In [24], Sahai et al pro-

posed an indirect revocation mechanism. In this revo-
cation mechanism, the trusted authority has to be on-
line all the time to update and distribute the secret

key information to non-revoked users. In [25], a direct
revocation mechanism was proposed where there is re-
vocation list to be specified directly in the encryption

algorithm so that the ciphertext cannot be decrypted by
the users in the revocation list. Liu and Wong [26] pro-
posed a Traitor tracking approach (LW for short) that
also supports user revocation with a very constrained

situation, where it construct a user’s ID to be a pair of
integers from a predefined matrix. Therefore, a trusted
authority is required to manage the mapping between a

user and assigned unique pair of integers in order to al-
low a user to perform Traitor’s ID checking. Whereas,
in our scheme we allow a user’s ID to have semantic

meanings. Thus, we do not need a trusted authority to
maintain the mapping table for ID checking. From the
perspective of efficiency, in the LW scheme the encryp-

tion computation overhead and ciphertext size depends
on the number of revoked users, thus not scalable to
apply in networks with constrained resources.

6 Conclusions and Future Work

In this paper, we presented a new identity revocable
CP-ABE scheme to improve the group management

capability of existing CP-ABE solutions. With IR-CP-
ABE, groups can be constructed in a much more flexible
way compared with the previous CP-ABE schemes.

There are several research issues need to be further
investigated. First, the ID revocation scheme still needs
to explicitly specify which users need to be revoked in

the revocation list. Ideally, revoked users should not be
known by any group users. Second, a delegation scheme
is desired to delegate all attributes and private key gen-

eration. Thus, revoking a delegator’s ID will results in
revoking a group of users in an efficient manner. A user
can only get his/her attributes and private keys from

one of the delegators. Moreover, a federated delegation
approach is desired, in which a user can use his/her at-
tributes and private keys generated from different del-

egators.
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