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Abstract. Side-channel attacks represent one of the most powerful cate-
gory of attacks on cryptographic devices with profiled attacks in a promi-
nent place as the most powerful among them. Indeed, for instance, tem-
plate attack is a well-known real-world attack that is also the most pow-
erful attack from the information theoretic perspective. On the other
hand, machine learning techniques have proven their quality in a nu-
merous applications where one is definitely side-channel analysis. As one
could expect, most of the research concerning supervised machine learn-
ing and side-channel analysis concentrated on more powerful machine
learning techniques. Although valid from the practical perspective, such
attacks often remain lacking from the more theoretical side. In this paper,
we investigate several Bayes classifiers, which present simple supervised
techniques that have significant similarities with the template attack.
More specifically, our analysis aims to investigate what is the influence
of the feature (in)dependence in datasets with different amount of noise
and to offer further insight into the efficiency of machine learning for
side-channel analysis.

Keywords: Template attack, Supervised machine learning, Bayes classifier,
Feature dependence

1 Introduction

Any device that contains a secret such as a cryptographic key can be targeted by
an adversary. One very powerful class of attacks are side-channel attacks which
aim at breaking cryptographic secrets by exploiting physical information while
the device is processing sensitive data. For example, an adversary could monitor
the running time [1], the cache behavior, the power consumption [2], and/or the
electromagnetic radiation [3] of the device.

The most powerful type of side-channel attacks, so-called profiled side-channel
attacks, are even effective when only very few measurements are available, thanks
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to an additional profiling phase. Within this phase the adversary estimates ad-
vanced leakage models for targeted intermediate computations, which are then
exploited to extract secret information from the device in the actual attack phase.
Template attacks (TAs), most of the time based on Gaussian assumption [4], are
the most commonly used profiled attacks in practice; they are also known to be
the most powerful from an information theoretic point of view. However, their
efficiency can only be guaranteed when the template estimates are provided with
an reasonable amount of traces in the profiling phase.

Recently, another type of solutions that rely on machine learning (ML) has
been investigated [5–7, 7–12]. These related contributions highlight that ML-
based side-channel attacks are effective in various experiments. However, ML
techniques also come with their own drawbacks. First, today there exists a plen-
itude of different algorithms one can choose and that choice is not always an easy
one. For side-channel evaluation recent works have mainly investigated Support
Vector Machines (SVMs) as well as Random Forest. Indeed, here only previous
experience can help since there are no general guidelines how to select a subset
of algorithms to conduct an analysis.

Because of the “No Free Lunch” theorem, a researcher cannot be sure whether
he selected the best algorithm for the task [13]. Moreover, usually more powerful
ML methods come with a number of parameters one needs to tune. Furthermore,
the higher complexity in the attack phase makes the investigated ML techniques
unattractive for some security evaluation scenarios. Finally, even when good
results are obtained, the complexity of ML methods makes it difficult to offer
some theoretical consideration about the algorithms’ performance.

In this paper, we employ several simpler ML techniques that have either
no parameters or only a few parameters where all of those techniques share
commonalities with the template attack.

Our Contributions There are several contributions we make in this paper. The
most important one is the systematic study of the successfulness of the Bayes
approach. Here, we investigate the efficiency of the method starting with an as-
sumption that all attributes (features) are independent, following with one level
of dependency and finishing with the scenario where all features are dependent.

Moreover, we test the performance of such classifiers in several different sce-
narios with respect to the number of classes and the level of noise. Finally, we use
the best performing algorithms in a setting where each of the classes is equally
distributed.

Road Map This paper is organized as follows. Section 2 provides preliminaries
about profiled side-channel analysis and the studied algorithms. Our experimen-
tal setup is given in Subsection 3.1 and Subsection 3.2. The results of the tuning
phase are given in Subsection 3.3 and in Subsection 3.4 for testing. We provide
a discussion in Section 4 and conclude afterwards.
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2 Background & Algorithms

In this section we cover basic information about profiled side-channel attacks,
more specifically template attack (TA) and Bayes machine learning family of
techniques.

2.1 Profiled side-channel analysis

Let k∗ denote the secret cryptographic key, k any possible key hypothesis from
the keyspace K, and T be the input or ciphertext of the cryptographic algorithm.
The mapping f : (T ,K) → Fn2 maps the input or ciphertext t ∈ T and a key
hypothesis k ∈ K to an internally processed variable in some space Fn2 that is
assumed to relate to the measured leakage X, where n is the number of bits.
Generally it is assumed that f is known to the attacker. The measured leakage
X can then be written as

X = ϕ(f(T, k∗)) +N, (1)

where N denotes an independent additive noise and where ϕ is a device-specific
deterministic function. In the sequel, we are particularly interested in multi-
variate leakage X = X1, . . . , XD, where D is the data dimensionality (i.e., the
number of time samples per measurement trace) or features (attributes) in ma-
chine learning terminology.

In order to guess the secret key an attacker chooses a model class Y ∈ Y
depending on a key guess k and on some known random text T . Considering
a powerful attacker, a set of N profiling traces X1, . . . ,XN is used in order to
estimate the leakage model beforehand, which can then be used in the attacking
phase with X1, . . . ,XQ traces (the general scenario is displayed in Fig. 1).

2.2 Gaussian Naive Bayes

The Naive Bayes classifier is based on the Bayesian rule and works under the
simplifying assumption that the measurements are mutually independent among
the D features given the target class. More precisely, given the vector of N
observed attribute values x the posterior probability for each class value y is
computed as:

p(Y = y|X = x) =
p(Y = y)p(X = x|Y = y)

p(X = x)
, (2)

where X = x represents the event that X1 = x1 ∧X2 = x2 ∧ . . . ∧XN = xN .
Because this event is a conjunction of conditionally D independent events, indi-
vidual probabilities can be multiplied. Moreover, these probabilities are simple
to estimate from the training data:

p(X = X|Y = y) =

D∏
i=1

p(Xi = xi|Y = y). (3)
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Fig. 1: General scenario of profiled side-channel analysis

As p(X = x) in Eq. (2) does not depend on y and this is not key dependent it
can be droppped, therefore, the Naive Bayes classifies as:

p(Y = y|X = x) = p(Y = y)

D∏
i=1

p(Xi = xi|Y = y). (4)

Note that the class variable Y and the measurement X are not of the same
type: Y is discrete while X is continuous. So, the discrete probability p(Y = y)
is equal to its sample frequency where p(Xi = xi|Y = y) displays a density
function.

Moreover, the Gaussian Naive Bayes classifiers assumes that the predictor
attributes are following a normal distribution and thus p(Xi = xi|Y = y) in
Eq. (4) can be calculated as:

p(Xi = xi|Y = y) =
1√

2πσy
e
− (xi−µy)2

2σ2y . (5)

Note that the (Gaussian) Naive Bayes method only compiles a one dimen-
sional table of class probability estimates and a two dimensional table of con-
ditional attribute/value probability estimates during the training phase. The
space complexity for both training and testing phase is O

(
|Y|Dv

)
, where |Y| is

the number of classes, D is the number of features, and v is the average number
of values for a feature. The time complexity for the training phase equals O

(
ND

)
and for the testing phase is equal to O

(
|Y|D

)
. Further information about Naive

Bayes algorithm can be found in [14].
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2.3 Template Attack

Similar to the Gaussian Naive Bayes classifier the template attack relies on the
Bayes theorem and mostly in the state-of-the art relies on a normal distribution.
However, it is not “Naive” and considers the features as dependent (i.e. Eq. (3)
does not apply). Accordingly, template attack assumed that each P (X = x|Y =
y) follows a (multivariate) Gaussian distribution and is thus parameterized by
its mean and covariance matrix:

p(X = x|Y = y) =
1√

(2π)D|Σy|
e−

1
2 (x−µy)

TΣ−1
y (x−µy). (6)

The authors of [15] propose to use only one pooled covariance matrix Σ to
cope with statistical difficulties and thus a lower efficiency. Besides the standard
approach, we will additionally utilize this version of the template attack in our
experiments later on. The time complexity for TA is O

(
ND2

)
in the training

phase and O
(
|Y|D2

)
in the testing phase and space complexity O

(
|Y|D2v

)
.

2.4 Averaged n-Dependence Estimators - AnDE

As discussed in the previous sections, TA assumes dependence among all fea-
tures which may result in statistical difficulties (and higher computation costs).
Contrary, Naive Bayes considers the features independently. However, if this as-
sumption of independence is violated, Naive Bayes may result in high precision
loss.

To deal with these two extreme, there are many possible approaches where the
best results in the field of machine learning were obtained with algorithms that
relax the independence assumption, as with LBR [16] and SP-TAN [17] classifiers
(to name a few prominent ones). However, their improved performance comes
with a price of considerably higher computation cost. The effort that aimed at
relaxing the independence assumption, while keeping the computation cost low,
led to the Averaged One-Dependence Estimators (AODE) strategy [18].

In AODE, there is a Super-Parent One-Dependence Estimate that relaxes
the assumption of independence by making all other attributes independent
given the class and one privileged attribute called the super-parent xα. This
represents a weaker conditional independence assumption than the one present
in Naive Bayes since it must be true if Naive Bayes is true, but it also may be
true when Naive Bayes is not true [18]:

p(Y = y|X = x) = (7)

p(Y = y, xα)

D∏
i=1

p(Xi = xi|Yi = yi, xα).

Since this is a weaker assumption, the bias of this model should be lower,
while the variance should be higher since it is derived from higher-order proba-
bility estimates. It is possible to further generalize to higher-order probabilities
and use Averaged n-Dependence Estimators (AnDE) [19]:
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p(Y = y|X = x) = (8)∑
s∈Sn

p(Y = y, xs)

D∏
i=1

p(Xi = xi|Yi = yi, xs)/

(
D

n

)
,

where Sn indicates all subsets of size n of the set {1, . . . , D}.

AnDE algorithm works by learning an ensemble of n-dependence classifiers
where the prediction is obtained by aggregating the predictions of all classifiers.
Note that the n-dependence estimator means that the probability of an attribute
is conditioned by the class variable and at most n other attributes. In AnDE
algorithm, an n-dependence classifier is constructed for every combination of n
attributes where those n attributes are set as parents to all other attributes. We
note that Naive Bayes is the same as the A0DE while AODE is the same as
A1DE.

In this paper we use A1DE algorithm from the AnDE family of algorithms.
Note that AnDE when n > 2 is rarely used since both space and time complexity
is very high [19]. Space complexity for both training and testing phases forAnDE
equals O

(
|Y|
(
D
n+1

)
vn+1

)
where n is the number of parent nodes (except class).

Time complexity for the training phase is O
(
N
(
D
n+1

))
and for testing phase for

classifying a single example is O
(
|Y|D

(
D
n

))
[19].

3 Experimental Evaluation

Before presenting the results of the experiments, we briefly discuss how to con-
duct proper (ML) analysis that is reproducible and statistically relevant. One
needs to present the number of instances, the number of features, and the number
of classes (if known). Additionally, if the data comes from different distributions,
one needs to discuss those.

Furthermore, if not all data from datasets are used, it is necessary to write
how the samples are chosen and how many are used in the experiments. Fi-
nally, one needs to define the level of noise appearing in the data in a clearly
reproducible way, e.g., with the signal-to-noise ratio (SNR).

3.1 Data Setup

To ensure the reproducibility of presented results, we use two publicly available
data sets for our study where they differ in the amount of noise. In our study we
work with datasets with 5 000, 10 000, 20 000, 30 000, 50 000, and 100 000 mea-
surements which are randomly selected from the whole data sets. The number
of features equals 50 and the model consists either of 256 uniformly distributed
classes (S-box output, see Eq. (9) and Eq. (11)) or 9 binomial distributed classes
(the Hamming weight of the S-box output).
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DPAcontest v2 [20]. DPAcontest v2 provides measurements of an AES hard-
ware implementation. Previous works showed that the most suitable leakage
model (when attacking the last round of an unprotected hardware implementa-
tion) is the register writing in the last round, i.e.,

Y (k∗) = Sbox[Tb1 ⊕ k∗]︸ ︷︷ ︸
previous register value

⊕ Cb2︸︷︷︸
ciphertext byte

, (9)

where k∗ denotes the secret key, Tb1 and Tb2 are two ciphertext bytes, and the
relation between b1 and b2 is given through the inverse ShiftRows operation of
AES. In particular, we choose b1 = 12 resulting in b2 = 8 as it is one of the
easiest bytes to attack5. In Eq. (9) Y (k∗) consists in 256 values, as an additional
model we applied the HW on this value resulting in 9 classes. For our study,
we selected 50 points of interests with the highest correlation between Y (k∗)
and data set. Figure 2 shows the absolute correlation between Y (k∗) and the
measurements for our selected points. One can see that the measurements are
relatively noisy and the resulting SNR (signal-to-noise ratio) is between 0.0069
and 0.0096. We calculate the SNR as:

var(signal)

var(noise)
=

var(Y (k∗))

var(X − Y (k∗))
. (10)

Figure 3 show the correlation between the first point of interest and all points.
Interestingly, one can observe a dependency for roughly the first 50 points that
decreases for the second half.

DPAcontest v4 [21]. The 4th version provides measurements of a masked
AES software implementation. However, as the mask is known, one can easily
turn it into an unprotected scenario. Though, as it is a software implementation,
the most leaking operation is not the register writing, but the processing of the
S-box operation and we attack the first round. Accordingly, the leakage model
changes to

Y (k∗) = Sbox[Pb1 ⊕ k∗]⊕ M︸︷︷︸
known mask

, (11)

where Pb1 is a plaintext byte and we choose b1 = 1. Figure 4 shows the absolute
correlation between Y (k∗) and the measurements for our selected points. Com-
pared to the measurements from version 2, there is much higher correlation and
naturally also SNR, which is between 0.1188 and 5.8577.

The correlation between the first point of interest and all points can be seen
in Figure 5. In this data set again the first points are correlated, where the
correlation is slightly decreasing over the features.

5 see e.g., in the hall of fame on [20]
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(a) Using 9 classes (HW)

(b) Using 256 classes

Fig. 2: Correlation between our model and the measurements (v2)

Fig. 3: Correlation between the first point of interest and all points (v2)

3.2 Practical Algorithm Setting

When discussing the experiments, first it is necessary to discuss how the data is
divided into training and testing sets. Then, for the training phase one needs to
define the test options (e.g. whether to use percentage split, the whole dataset,
cross-validation, etc.) After that, for each algorithm one needs to define a set of
parameter values to conduct the tuning phase. There are different options how
to conduct tuning, but we consider as a reasonable approach to start with the
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(a) Using 9 classes (HW)

(b) Using 256 classes

Fig. 4: Correlation between our model and the measurements (v4)

Fig. 5: Correlation between the first point of interest and all points (v4)
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default parameters and continue changing them until there is no more improve-
ment.

We divide data into training and testing set in a ratio of 2:1. Then, we take
the bigger set as the training set (the set with the 2/3 of the data) and the smaller
set for testing (1/3 of the data). On the training set, we conduct 10-fold cross-
validation with all parameters considered. In the 10-fold cross-validation, the
original training sample is first randomly partitioned into 10 equal sized subsets.
Then, a single subsample is selected to validate the data, while the remaining 9
subsets are used for training. The cross-validation process is repeated 10 times,
where each of 10 subsamples is used once for validation. The obtained results
are then averaged to produce an estimate.

For the tuning phase, we consider sufficient to report the accuracy (ACC)
value. Here, accuracy represents the ratio between the sum of true positive and
true negative measurements divided by the total number of measurements. How-
ever, for the testing results, one should report the accuracy, the area under the
ROC curve (AUC), and the F-measure. Here, the area under the ROC curve is
used to measure the accuracy and ROC curve is the ratio between true positive
rate and false positive rate. AUC close to 1 represents a good test, while value
close to 0.5 represents a random guessing. F-measure is the harmonic mean of the
precision and recall, where precision is the ratio between true positive (TP - the
number of examples predicted positive that are actually positive) and predicted
positive, while recall is the ratio between true positives and actual positives [22].
Both the F-Measure and the AUC can help in situations where accuracy can be
misleading, i.e., where we are also interested in the number of false positive and
false negative values.

With regards to the choice of algorithms, it is necessary to specify which
framework and algorithms are investigated. Moreover, all settings that uniquely
define the algorithm need to be enumerated. Here, we use Weka as the frame-
work for conducting the ML analysis [23] and we use Naive Bayes and A1DE
algorithms. Template attack and pooled template attack are implemented in
MATLAB. Since the Naive Bayes and TA does not have parameters to tune, we
only need to conduct tuning for the A1DE algorithm. We conduct a parameter
sweep where we investigate the frequency limit and the weight parameters. The
frequency limit freq parameter denotes that all features with a frequency in the
train set below this value are not used as parents. The weight parameter m sets
the base probabilities with m-estimation [24].

Table 1: Parameter tuning for A1DE and 9 classes
HH

HHfreq.
m 0.1 0.2 0.5 0.8 1 2 3 4 5

DPAcontest v4
1 83.22 83.33 83.35 83.34 83.36 83.39 83.3 83.3 83.29

DPAcontest v2
1 27.86 27.86 27.86 27.86 27.86 27.86 27.86 27.86 27.86



11

Table 2: Parameter tuning for A1DE and 256 classes
HHHHfreq.

m 0.1 0.2 0.5 0.8 1 2 3 4 5

DPAcontest v4
1 22.68 22.67 22.76 22.77 22.67 22.22 22.02 21.85 21.78

DPAcontest v2
1 0.54 0.54 0.54 0.54 0.54 0.54 0.54 0.54 0.54

3.3 Parameter Tuning Phase

Note that due to a large number of datasets, we conduct parameter tuning
only for the middle-sized dataset (20 000 measurements) and we use the best
parameter combinations on all datasets. In all tables we highlight the best results
with text in bold style. All the results in this section are presented as the accuracy
of the classifier. In Tables 1 and 2, we give the best parameter combinations for
9 and 256 classes scenario with A1DE algorithm, respectively. In all the cases
where multiple parameter combination return the same accuracy value, we use
the default one (m = 1) as the best one. We note that we also experimented
with the frequency limit parameter freq where we set it in range [1, 5], but it
did not have any influence on the results so we omitted it from the tables. On
the basis of the tuning phase, one can observe that the parameters have very
small influence on the result: in all the experiments we use frequency freq equal
to 1 while the weight parameter m changes slightly.

Table 3: Testing results for 9 classes (ACC/F-Measure/AUC)
DPAcontest v4

Size Naive Bayes A1DE TA TA (pooled)

5 000 65.52/65.5/91.3 78.12/78.1/96.3 19.49 62.07

10 000 67.01/67.1/91.5 81.26/81.3/97.2 52.14 76.54

20 000 68.25/66.7/91.3 83.39/83.4/97.7 75.43 77.78

30 000 67.66/67.7/91.7 84.25/84.3/97.9 77.45 78.09

50 000 67.19/67.2/91.5 84.93/84.9/98 78.71 77.85

100 000 67.29/67.3/91.7 85.55/85.6/98.1 79.91 77.83

DPAcontest v2
5 000 10.06/10.5/50.1 25.76/10.6/50 1.29 10.07

10 000 10.94/9.9/50.1 26.06/10.8/50 1.73 8.74

20 000 7.88/9.2/50.5 27.1/11.6/50 15.48 7.64

30 000 8.81/10.4/50.3 25.6/15.5/51.7 17.66 6.66

50 000 10.21/11.6/50.4 24.3/15.8/51.2 15.99 5.88

100 000 12.44/14.1/50.6 23.79/16.3/50.5 13.20 5.98
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Table 4: Testing results for 256 classes (ACC/F-Measure/AUC)
DPAcontest v4

Size Naive Bayes A1DE TA TA (pooled)

5 000 15.29/14.7/91.6 10.29/8/93.7 0.23 14.89

10 000 18.26/17.1/93.4 15.65/13.7/95.5 0.32 19.68

20 000 20.21/18.3/94.5 22.56/21.2/96.9 0.52 23.65

30 000 20.88/19/94.7 28.19/27.4/97.7 9.44 25.53

50 000 21.22/19.1/95 32.06/31.5/98.2 15.63 27.47

100 000 22.25/20.1/95.3 37.63/37.1/98.7 21.66 29.14

DPAcontest v2
5 000 0.59/0.1/51 0.06/0/50 0.53 0.11

10 000 0.56/0.2/51.3 0.38/0/50 0.52 0.32

20 000 0.6/0.1/51.2 0.34/0/50 0.55 0.32

30 000 0.63/0.1/50.8 0.29/0/50 0.30 0.40

50 000 0.51/0.1/51.1 0.41/0/50 0.36 0.50

100 000 0.54/0.1/50.9 0.39/0/50 0.46 0.45

3.4 Verification Phase

In this section we perform the testing on an independent set of traces to verify the
performances for classifying into 9 and 256 classes. We present results in Table 3
for 9 classes and in Table 4 for 256 classes in a form ACC/F-Measure/AUC for
the Naive Bayes and A1DE classifiers while for the template attack (Eq. (??))
and template attack with pooled covariance matrix (Eq. (??)) we give only the
accuracy value. Accuracy is used as the primary criterion of the algorithms’
successfulness to predict the correct class y using X1, . . . ,XQ measurements,
whereas the F-Measure and AUC gives more details about the classification and
can additionally be used in case the accuracy of several algorithms is similar or
even the same. We note that the size parameter represents the whole dataset
size and in the testing phase only one third of that size is actually used (while
the other two thirds are used in the training phase).

4 Discussion

From our results we can confirm that the pooled TA has a higher accuracy than
TA when the profiling set is rather small (see e.g. when using 5 000 and 10 000
measurements for 9 classes and nearly for all profiling sets using 256 values).
However, when the profiling set seems sufficient enough to achieve reasonable
estimate of each Σy TA is more accurate than its pooled version.

Naturally, as the data shows dependence between features (cf. Figures 3
and 5), the accuracy of the approach to assume independence among all features
as done by Naive Bayes is lower than that of the pooled version of TA and TA
when using a higher amount of measurements. But we can observe it may be
an alternative even for the pooled version when the profiling set is rather small
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(see e.g. when using 5 000 measurement DPAcontest v4 and for 5 000, 10 000,
and 20 000 for DPAcontest v2).

On the other hand, the A1DE algorithm achieves in most of the scenarios a
higher accuracy than TA and the pooled version of TA for both 9 and 256 classes
using the data of the DPAcontest v4. Therefore, A1DE can be considered as a
valid alternative for TA (standard and pooled). For example, looking at the
results using 9 classes for the DPAcontest v4 one can observe that A1DE is
more efficient regardless on the number of profiling traces used (even when a
rather large amount of 100 000 measurements in a rather high SNR scenario is
used). However, when considering 256 classes and DPAcontest v4, we actually
observer that there are several scenarios where the pooled version of TA achieves
better results than A1DE. We want to stress that this ML technique does not
come with a high computation burden when compared to SVM, Random Forest,
and decision trees which have been often found superior to TA in this context
in previous works. Even more, our experiments showed that the computation of
TA using 256 classes was much more expensive in terms of time and resources
than A1DE. To conclude, when dealing with measurements that do not have too
much noise (as in DPAcontest v4) and where the number of classes is small (e.g.
the Hamming weight model) the results suggest that A1DE should represent a
viable option for profiled SCA.

Note that, A1DE results for the DPAcontest v2 that are marked with gray
color deserve some extra explanations. Although the accuracy rate gives the
impression that the results are good, we see that the AUC equals 50%, which
means that the classifiers are making random choices. Indeed, by closer look on
the confusion matrix (matrix where each column represents the instances in a
predicted class while each row represents the instances in an actual class) we see
that the algorithms classified all instances into a single class and the accuracy
is simply the number of instances actually belonging to that class. This is a
problem commonly known as overfitting. Naturally, classifying into only one
class will not lead to a successful side-channel distinguisher as this reveals no
information about the secret key.

Additionally, we want to discuss about the distribution of class values y in
the profiling set. Naturally, when taking the Hamming weight of an 8-bit inter-
mediate state we gain 9 binomial distributed classes. Therefore, the number of
instances for observing class y = 0 or y = 8 is rather limited and the estimation
for Σy is not provided with an equal number of instances for each y. In par-
ticular, this results in different estimation errors in Σy for all classes y. This is
one explanation why the pooled variant is more efficient than the standard one
when the number of measurements is not very large (i.e., in our experiments for
DPAcontest v4 with 9 classes ≤ 30 000).

We therefore additionally test the accuracy when each class estimate of
P̂ (X|Y = y) is provided with the same number of instances of X. As the max-
imum number of instances for class y = 8 is around 350, we used 350 for each
class resulting in 3 150 measurements in total. The results are given in Table 5.
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Table 5: Testing results for 9 classes each with an equal number of measurements
(350 for each class)

Dataset DPAcontest v4 DPAcontest v2

Naive Bayes 73.76 14.75

A1DE 80.67 11.76

TA 63.61 12.53

TA (pooled) 77.82 13.00

Interestingly, we can observe that using 3 150 measurements with a equal
number in each class results in a better accuracy than using 5 000 and 10 000 mea-
surements with a binomial distribution. When comparing TA with the pooled
version, the later one is still more accurate thus for our experiments 350 is not
accurate enough for a well estimation of Σy. Again, A1DE is superior to both
TA versions and considering full independence with Naive Bayes is better than
TA. Even more, when considering A1DE for DPAcontest v2 with equal num-
ber of classes we do not run into the problem of one class prediction as in the
previous section.

5 Conclusions

In this paper, we investigate the performance of template attack as a scenario
where all features are dependent versus machine learning algorithm from the
Bayes family. We start with the Naive Bayes where the assumption is that all
features are independent and then we relax that assumption and go to the A1DE
algorithm that has a single dependency. Our results show that these alternatives
are especially interesting when the amount of profiling traces is restricted and
thus a proper estimation of the covariance matrix cannot be done.

Our results show that these ML algorithms may even have an advantage
compared to the pooled version of the template attack in which only one co-
variance matrix has to be estimated. Concluding we propose new tools which,
as the template attack, are based on the Bayes rule that might be relevant se-
curity evaluation methods when the profiling base is not extremely large and
other ML techniques like Support Vector Machines and Random Forest might
be too costly to tune and perform. Therefore, our results suggest one can often
relax the constraint on the dependencies of features and consider features either
independent or with minimal dependence and still achieve very good results.
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