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#### Abstract

We propose a Somewhat Homomorphic Encryption (SHE) scheme based on the Learning With Rounding (LWR) problem. The LWR problem is somewhat similar to the more classical Learning With Errors (LWE) and was proposed as a deterministic variant of it and setting up an LWR instance does not require the generation of gaussian noise. Thus our SHE scheme can be instantiated without the need for expensive Gaussian noise sampling. Our initial scheme provides lower ciphertext sizes for small plaintext spaces than existing leading schemes such as BGV.


## 1 Introduction

Fully Homomorphic Encryption (FHE) was initially introduced as a concept shortly after the development of the RSA cryptosystem, by Rivest et al. [30]. Although long sought after, the first functional scheme was only proposed over thirty years later by Gentry [18, 19] in 2009. The same blueprint to construct FHE has been followed in all subsequent work. First a scheme is constructed which can evaluate arithmetic circuits of a limited depth, a so-called Somewhat Homomorphic Encryption (SHE) scheme. If the complexity of the circuits which the SHE scheme can evaluate is slightly more than the complexity of the decryption circuit for the SHE scheme, then (by placing a SHE encryption of the scheme's private key inside the public key) one can bootstrap the SHE scheme into a FHE scheme. This bootstrapping operation is obtained by homomorphically evaluating the decryption circuit on input of the ciphertext to be bootstrapped and the encryption of the secret key.

So far, there have been roughly three generations of SHE schemes. The first generation consisted of Gentry's original scheme, which was based on having two representations of a basis of an ideal of a number field, one easy basis and one hard basis. Gentry's original scheme was simplified and implemented in [20,32], where the ideal was chosen to be principal, with the easy basis being the principal generator and the hard basis being the standard two element representation of this ideal. A second family in the first generation of schemes was based on the approximate-GCD problem, and consisted of so-called "integer based" schemes [15]. The first family in the initial generation schemes is now considered insecure due to work of Cramer et al [13], who extended the work of Campbell et al [9] to solve the problem of finding small generators of principal ideals in cyclotomic number fields. The second family, despite having numerous optimizations applied to it - such as [10, 11] - is still not considered competitive compared to the second generation schemes.

The second generation schemes were all based on the Learning With Errors (LWE) problem, and its generalisation to rings (the Ring-LWE problem) [6-8]. These schemes, generally referred to as BGV, were extensively optimized and implemented in a series of works by Gentry et al [21-24], with an implementation (HELib) being given in [26]. A variant of BGV, called FV, was presented in [17] which embeds the message into the upper bits of the underlying ring. The second generation systems also include those based on the NTRU assumption [5,28], although the security of these has since been called into question [1].

A third generation of schemes, based on standard LWE and encoding messages via matrix eigenvalues, was presented in [25]. These schemes have an interesting property of asymmetric noise growth; and as such have given rise to some interesting theoretical applications and a fast method to perform boostrapping [16]. However, they are particularly focused on bit-encryption and hence evaluation of binary circuits on encrypted data; thus in practice their efficiency does not match that of the second generation schemes.

We therefore focus our attention on the second generation scheme based on the Learning With Errors problem (LWE). The LWE problem consists of distinguishing between the distribution of uniformly random pairs $(\mathbf{a}, b)$ of elements in $\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}$ and the distribution of pairs of the form $(\mathbf{a},\langle\mathbf{a}, \mathbf{s}\rangle+e(\bmod q))$. Here $\mathbf{s}$ is a secret vector and $e$ some error vector drawn from a given distribution $\chi$ (usually a discrete Gaussian of small variance). The search version of the LWE problem is to recover the secret $\mathbf{s}$. There is a ring version of this problem, called Ring-LWE, where one is given a polyomial ring $R_{q}$ modulo $q$ and the task is to distinguish uniformly random pairs of elements $(a, b) \in R_{q} \times R_{q}$ from the distribution of pairs of elements $(a, a \cdot s+e)$ where $a, s \in$ $R_{q}$ with $s$ a fixed secret polynomial and $e$ is a polynomial chosen from a distribution $\chi$ (which is usually the distribution of polynomials with coefficients selected from a discrete Gaussian of small variance).

As remarked above, the LWE problem has been used to construct a number of SHE schemes. In this paper we examine basing SHE schemes on a different, but closely related, problem; the Learning With Rounding (LWR) problem. The LWR problem was initially introduced by Banerjee et al. [3] as a deterministic alternative to Learning With Errors (LWE). The decision variant of the problem concerns the hardness of distinguishing samples selected from the distribution

$$
\begin{equation*}
\left(\mathbf{x},\lceil\langle\mathbf{x}, \mathbf{s}\rangle\rfloor_{q_{1}, q_{2}}\right) \in \mathbb{Z}_{q_{1}}^{n} \times \mathbb{Z}_{q_{2}}, \tag{1}
\end{equation*}
$$

from samples from the uniform distribution over $\mathbb{Z}_{q_{1}}^{n} \times \mathbb{Z}_{q_{2}}$. The function $\left\lceil\cdot \|_{q_{1}, q_{2}}\right.$ represents the scaled rounding function:

$$
\begin{aligned}
{\left[\cdot \|_{q_{1}, q_{2}}: \mathbb{Z}_{q_{1}}\right.} & \rightarrow \mathbb{Z}_{q_{2}} \\
x & \mapsto\left[\frac{q_{2}}{q_{1}} \cdot x\right] .
\end{aligned}
$$

The search problem is, as usual, the problem of recovering the secret $\mathbf{s}$ given samples of the form (1). Note that in LWR we have an implicit interaction between two moduli $q_{1}>q_{2}$, whereas in LWE there is only a single modulus $q$.

The generalisation to rings for LWR is immediate. We extend the function $[\cdot]$ to apply to coefficients of polynomials, and then the task is to distinguish uniformly random elements in $R_{q_{1}} \times R_{q_{2}}$, from pairs selected via

$$
\left(a,[a \cdot s\rfloor_{q_{1}, q_{2}}\right),
$$

where $s$ is a uniformly random secret polynomial in $R_{q_{1, i}}$.
To encrypt messages in both schemes we use a constant $\Delta_{q_{2}}=\left\lfloor\frac{q_{2}}{p}\right\rfloor$, where $p$ is the plaintext modulus. We write $\Delta_{q_{2}}=\frac{q_{2}}{p}-\epsilon_{q_{2}}$ where $0 \leq \epsilon_{q_{2}}<1$. An LWE encryption of a message $\mathbf{m} \in \mathbb{Z}_{p}$ will look like an element of the form

$$
\left(\mathbf{a},\langle\mathbf{a}, \mathbf{s}\rangle+e+\Delta_{q} \cdot \mathbf{m} \quad(\bmod q)\right),
$$

whereas a LWR encryption will look like an element of the form

$$
\left(\mathbf{x},[\langle\mathbf{x}, \mathbf{s}\rangle\rfloor_{q_{1}, q_{2}}+\Delta_{q_{2}} \cdot \mathbf{m} \quad\left(\bmod q_{2}\right)\right) .
$$

It is clear how to generalise both of these encryptions via Ring-LWE (resp. Ring-LWR) to enable encryptions of arbitrary elements in $R_{p}$. The ring versions of the two problems we will denote by RLWE and RLWR.

In this paper we explain how the above LWR/RLWR based encryption scheme can be used to build a SHE scheme which is similar to the FV scheme based on RLWE [17]. In particular the scheme uses the above embedding of the plaintext into the upper bits of the ring modulo $q_{2}$, as opposed to the embedding into the lower bits used in schemes such as BGV [6]. We describe in this paper the RLWR version, the extension to the LWR version is immediate. Our main focus is developing a SHE scheme. The extension via bootstrapping to a FHE scheme is immediate, since it will be clear that the same bootstrapping blueprint used in other schemes will apply to our methodology. Indeed, the decryption "circuit" of our scheme is very similar to that of BGV or FV; thus all the "standard" methodologies used in these other schemes will apply to our scheme.

So one should ask what are the benefits of basing a scheme on the LWR problem as opposed to the LWE problem? Firstly, we can dispense with the costly Gaussian noise sampling required in the LWE based schemes. This is often a large computational bottleneck in RLWE based schemes. Secondly, when comparing to the BGV scheme, we find that our parameters result in slightly smaller ciphertexts for small plaintext modulus.

## 2 Preliminaries

In this section we formally introduce the LWR problem, introduced by Banerjee, Peikert and Rosen [3] and discuss some of the properties of this problem and its relation to LWE. As discussed in the introduction, both problems entail distinguishing between pairs of carefully constructed elements and uniformly random elements. In the LWE problem we hide an inner product by adding a small noise perturbation, whilst in the LWR problem we use rounding to hide the inner product.

### 2.1 Problem Definitions

We first introduce the LWE problem.
Definition 1. Let $n \geq 1$ and $q$ be an integer, and define the LWE function as follows: For a fixed vector $\mathrm{s} \in \mathbb{Z}_{q}^{n}$, we let $\mathbf{a} \leftarrow \mathbb{Z}_{q}^{n}$ be chosen uniformly at random, and output

$$
(\mathbf{a},\langle\mathbf{a}, \mathbf{s}\rangle+e) \in \mathbb{Z}_{q}^{n+1}
$$

where $e$ is chosen from some error distribution $\chi$ over $\mathbb{Z}_{q}$; usually a discrete Gaussian of small standard deviation $\sigma$. The decision- $\mathrm{LWE}_{n, q, \chi}$ problem is to distinguish (with non-negligible advantage) between independent samples drawn according to the LWE function and uniform and independent samples drawn from $\mathbb{Z}_{q}^{n+1}$. The search problem is to recover $\mathbf{s}$ given independent samples drawn according to the LWE function.

The LWR problem is formally given by the following analogous definition ${ }^{1}$.
Definition 2. Let $n \geq 1$ and $q_{1} \geq q_{2}$ be integers, and define the LWR function as follows: For a fixed vector $\mathbf{s} \in \mathbb{Z}_{q_{1}}^{n}$, we let $\mathbf{a} \leftarrow \mathbb{Z}_{q_{1}}^{n}$ be chosen uniformly at random, and output

$$
\left(\mathbf{a},\left\lceil\left.\langle\mathbf{a}, \mathbf{s}\rangle\right|_{q_{1}, q_{2}}\right) \in \mathbb{Z}_{q_{1}}^{n} \times \mathbb{Z}_{q_{2}}\right.
$$

The decision- $\mathrm{LWR}_{n, q_{1}, q_{2}}$ problem is to distinguish (with non-negligible advantage) between independent samples drawn according to the LWR function and uniform and independent samples drawn from $\mathbb{Z}_{q_{1}}^{n} \times \mathbb{Z}_{q_{2}}$. The search problem is to recover s given independent samples drawn according to the LWR function.

We can also define ring vairants of the LWE and LWR problems; which we call the RLWE and RLWR problems. As usual in the literature we work in a cyclotomic ring $R=\mathbb{Z}[x] /\left(\Phi_{m}(x)\right)$ of degree $\phi(m)$. For an integer $q$, define $R_{q}:=\mathbb{Z}[x] /\left(\Phi_{m}(x), q\right)$, i.e. the ring $R$ modulo $q$. We give the definition of RLWR, with the analogous definition for RLWE being immediate.

Definition 3. Let $q_{1} \geq q_{2}$ be integers, and define the RLWR function as follows: For an element $s \in R_{q_{1}}$, we let $a \leftarrow R_{q_{1}}$ be chosen uniformly at random, and output

$$
\left(a,[a \cdot s\rfloor_{q_{1}, q_{2}}\right) \in R_{q_{1}} \times R_{q_{2}}
$$

The decision- $\mathrm{RLWR}_{q_{1}, q_{2}}$ problem is to distinguish (with non-negligible advantage) between independent samples drawn according to the RLWR function and uniform and independent samples drawn from $R_{q_{1}} \times R_{q_{2}}$. The search problem is to recover $s$ given independent samples drawn according to the RLWR function.

[^0]
### 2.2 Relationships Between LWR and LWE

The LWE problem is well studied in cryptography, but the LWR one less so. In order to have confidence in schemes built on top of LWR, various authors have presented results which link the two problems. The reductions enable us to link the hardness of $\mathrm{LWE}_{n, q_{1}, \chi}$ to the hardness of $\mathrm{RLWR}_{n, q_{1}, q_{2}}$. Many of the reductions call a distribution $B$-bounded if it takes values over the integer interval $\{-B, \cdots, B\}, B \leq \frac{q-1}{2}$. A $B$ bounded distribution $\chi$ is said to be balanced if $\left.\operatorname{Pr}[\chi \leq 0] \geq \frac{1}{2}\right]$ and $\left.\operatorname{Pr}[\chi \geq 0] \geq \frac{1}{2}\right]$. We can take $B=6 \cdot \sigma$ in the case of discrete Gaussians of standard deviation $\sigma$ in practice.

In their original paper [3] Bannerjee et al showed that if one can solve LWR with advantage $\epsilon$ then one can solve LWE with advantage $\epsilon-O\left(m \cdot B \cdot q_{2} / q_{1}\right)$, where $\chi$ selects values from a $B$-bounded distribution, and $m$ is the number of samples. However this result only holds when $q_{1}$ is an exponential function of the security parameter. In [2], another reduction of LWR from LWE is given which removes the exponential restriction on $q_{1}$, but replaces it with other number theoretic conditions.

This is improved upon in [4] which gives the following hardness result, with a similar result relating Ring-LWR and Ring-LWE being given. The main reduction [4, Theorem 1] shows that any algorithm which recovers $\mathbf{s}$ from $t$ independent random LWR samples with probability $\epsilon$ can also be used to recover the secret s from $m$ independent random samples of the form $\left(\mathbf{x},\lceil\langle\mathbf{x}, \mathbf{s}\rangle+e\rfloor_{q_{1}, q_{2}}\right)$ with probability at least $\epsilon^{2} /\left(1+2 \cdot B \cdot q_{2} / q_{1}\right)^{t}$, as long as $q_{1} \geq 2 \cdot B \cdot q_{2}$. Thus we can solve LWE modulo $q_{1}$ by embedding the LWE instance in a LWR problem via $\left(\mathbf{x},[\langle\mathbf{x}, \mathbf{s}\rangle+e\rfloor_{q_{1}, q_{2}}\right)$ and then applying our existing algorithm for LWR. Assuming $q_{1} \geq 2 \cdot B \cdot q_{2}$ the search problem for LWE (modulo $q_{1}$ ) must therefore be no harder than the search problem for LWR (modulo $\left(q_{1}, q_{2}\right)$ ). More formally,

Theorem 1. For $q_{1}, q_{2}, n, t$ and $B$ integers such that $q_{1}>2 \cdot q_{2} \cdot B$, for every algorithm Learn,

$$
\begin{aligned}
& \operatorname{Pr}_{\mathbf{A}, \mathbf{s}}\left[\operatorname{Learn}\left(\mathbf{A},[\mathbf{A s}+\mathbf{e}\rfloor_{q_{1}, q_{2}}\right)=\mathbf{s}\right] \geq \frac{1}{\left(1+2 \cdot q_{2} \cdot B / q_{1}\right)^{t}} \\
& \cdot \operatorname{Pr}_{\mathbf{A}, \mathbf{s}}\left[\operatorname{Learn}\left(\mathbf{A},[\mathbf{A} \cdot \mathbf{s}\rfloor_{q_{1}, q_{2}}\right)=\mathbf{s}\right]^{2},
\end{aligned}
$$

where $\mathbf{A} \leftarrow \mathbb{Z}_{q_{1}}^{t \times n}$, e is $B$-bounded and balanced and $\mathbf{s}$ is chosen from $\left(\mathbb{Z}_{q_{1}}^{*}\right)^{n}$.
The condition on $\mathbf{s}$ will be satisified with overwhelming probability if $q_{1}$ is prime. The ring variant of this result is similar except the right hand side is divided by $\left(1+2 \cdot q_{2}\right.$. $\left.B / q_{1}\right)^{t \cdot \phi(m)}$, and $s$ is restricted to be chosen from any subset of units in $R_{q}$. When $q$ is prime this implies that the secret key can be selected to have small Hamming weight, as is sometimes done in homomorphic encryption schemes [24,12].

The authors of [4] also give a hardness result for the decision version of the LWR problem. In particular they show that any distinguisher Dist for LWR can be used to solve the search version of LWE, assuming the secret is selected from $\{0,1\}^{n}$. More formally,

Theorem 2. For every $\epsilon>0, n, t, q_{1}>2 \cdot q_{2} \cdot B$ and an algorithm Dist such that

$$
\mid \operatorname{Pr}_{\mathbf{A}, \mathbf{s}}\left[\operatorname{Dist}\left(\mathbf{A},\left[\left.\mathbf{A} \cdot \mathbf{s}\right|_{q_{1}, q_{2}}\right)=1\right]-\operatorname{Pr}_{\mathbf{A}, \mathbf{u}}\left[\operatorname{Dist}\left(\mathbf{A},\left[\left.\mathbf{u}\right|_{q_{1}, q_{2}}\right)=1\right] \mid \geq \epsilon,\right.\right.
$$

where $\mathbf{A} \leftarrow \mathbb{Z}_{q_{1}}^{t \times n}, \mathbf{s} \leftarrow\{0,1\}^{n}$ and $\mathbf{u} \leftarrow \mathbb{Z}_{q_{1}}^{t}$, there exists an algorithm Learn that runs in polynomial time in $n$, $t$, the number of divisors of $q$ and the running time of Dist such that

$$
\operatorname{Pr}_{\mathbf{A}, \mathbf{s}}[\operatorname{Learn}(\mathbf{A}, \mathbf{A} \mathbf{s}+\mathbf{e})=\mathbf{s}] \geq\left(\frac{\epsilon}{4 \cdot q_{1} \cdot t}-\frac{2^{n}}{q_{2}^{t}}\right)^{2} \cdot \frac{1}{\left(1+2 \cdot B \cdot q_{2} / q_{1}\right)^{t}}
$$

Alas no RLWR variant of this result is currently known.

## 3 A Ring-LWR Based Somewhat Homomorphic Encryption Scheme

In this section we define our Somewhat Homomorphic Encryption (SHE) scheme based on RLWR. As earlier, we let $R$ denote the ring $R=\mathbb{Z}[x] /\left(\Phi_{m}(x)\right)$, for the $m$-th cyclotomic polynomial $\Phi_{m}(x)$; this ring has degree $N=\phi(m)$. As we define each operation we analyse it for both correctness and for the associated "noise" growth. We will use a levelled ciphertext space and thus, from here on, denote our moduli by $q_{1, i}$ and $q_{2, i}$. These represent the products

$$
q_{1, L-1}=q_{1} \cdot \prod_{j=0}^{L-1} p_{j} \quad \text { and } \quad q_{2, L-1}=q_{2} \cdot \prod_{j=0}^{L-1} p_{j}
$$

The index $i$ will be used to denote the level we are at. The $p_{i}$ are selected to be primes such that $p_{i} \equiv 1(\bmod p)$ for all $i$. We also require that $q_{1} \equiv q_{2} \equiv 1(\bmod p)$. This is because we will define a modulus switch operation, as in [6], which is described in Section 3.3.

Following [29], we use the canonical embedding norm as a way to measure polynomials. We define the canonical embedding of a polynomial $a \in R$ into the complex sapce (for $R$ a polynomial ring) as the $\phi(m)$-vector $\sigma(a)=\left(a\left(\zeta_{m}^{i}\right)\right)_{i} . \zeta_{m}$ is a complex primitive $m$-th root of unity and the indexes $i$ range over all of $(\mathbb{Z} / m \mathbb{Z})^{*}$. We write

$$
\|a\|_{\infty}^{\mathrm{can}}=\|\sigma(a)\|_{\infty}
$$

We will need to bound the canonical embedding norm of polynomials that are produced by the what are essentially randomly chosen polynomials, well as products of such polynomials. Following the work in [24] we use a heuristic approach, which we now recap. Let $a \in R$ be a polynomial chosen by independently selecting all the coefficients in $a$ from the same distribution. For a complex primitive $m$-th root of unity $\zeta_{m}$, the evaluation $a\left(\zeta_{m}\right)$ is the inner product between the coefficient vector of $a$ and the fixed vector $\mathbf{z}_{m}=\left(1, \zeta_{m}, \zeta_{m}^{2}, \ldots\right)$, whose Euclidean norm is exactly $\sqrt{\phi(m)}$. Hence the random variable $a\left(\zeta_{m}\right)$ has variance $V=\sigma^{2} \phi(m)$, where $\sigma^{2}$ is the variance of each coefficient
of $a$. Specifically, when $a$ is chosen uniformly with coefficients in $[-q / 2, \ldots, q / 2]$ then each coefficient has variance $(q-1)^{2} / 12 \approx q^{2} / 12$, and so we obtain a variance $V_{U}=q^{2} \cdot \phi(m) / 12$. When choosing $a$ with coefficients from $\{-1,0,1\}$ with Hamming weight $h$ we obtain a variance of $V_{H}=h$ (but not $\phi(m)$, since $a$ has only $h$ nonzero coefficients).

Just as in [12] we model all canonical embedding norms as if from a random distribution. In particular we shall assume that messages from the ring $R_{p}$, and similar quantities, behave as if selected uniformly at random and hence estimate $\|m\|_{\infty}^{\text {can }} \leq$ $6 \cdot p \cdot \sqrt{\phi(m) / 12}=p \cdot \sqrt{3 \cdot \phi(m)}$.

Moreover, the random variable $a\left(\zeta_{m}\right)$ is a sum of many independent identically distributed random variables, hence by the law of large numbers it is distributed similarly to a complex Gaussian random variable of the specified variance. We therefore use $6 \sqrt{V}$ (i.e. six standard deviations) as a high-probability bound on the size of $a\left(\zeta_{m}\right)$. Since the evaluation of $a$ at all the roots of unity obeys the same bound, we use six standard deviations as our bound on the canonical embedding norm of $a$. We chose six standard deviations since $\operatorname{erfc}(6) \approx 2^{-55}$, which is good enough for us even when using the union bound and multiplying it by $\phi(m) \approx 2^{16}$.

In many cases, we need to bound the canonical embedding norm of a product of two or more such "random polynomials". In this case our task is to bound the magnitude of the product of two random variables, both of which are distributed close to Gaussians, with variances $\sigma_{a}^{2}, \sigma_{b}^{2}$, respectively. For this case, we use $16 \cdot \sigma_{a} \cdot \sigma_{b}$ as our bound, since $\operatorname{erfc}(4) \approx 2^{-25}$, so the probability that both variables exceed their standard deviation by more than a factor of four is roughly $2^{-50}$. For a product of three variables we use $40 \cdot \sigma_{a} \cdot \sigma_{b} \cdot \sigma_{c}$, since $\operatorname{erfc}(3.4) \approx 2^{-19}$, and $3.4^{3} \approx 40$; and for a product of four variables we use $70 \cdot \sigma_{a} \cdot \sigma_{b} \cdot \sigma_{c} \cdot \sigma_{d}$ since $\operatorname{erfc}(2.9) \approx 2^{-14}$, and $2.9^{4} \approx 70$.

### 3.1 The Basic Encryption Scheme

Key Generation: We encrypt at the top level $L-1$ and let $s \in R_{q_{1, L-1}}$ be our secret key $\mathbf{s k}:=s$. We select $s$ to have coefficients in $\{-1,0,1\}$, with Hamming weight $h$. This will be small enough so that we can think of $s$ as being at any level $i$. This choice of 'sparse' $s$ is to keep the noise growth below small, and is comparable with similar choices in $[12,24]$ made for other SHE schemes. The public key is made up of $\ell$ encryptions of zero; where $\ell$ is a security parameter (say $\ell=80$ ). To generate the encryptions of zero we select $v_{k} \leftarrow R_{q_{1, L-1}}$ and then set

$$
u_{k} \leftarrow\left\lceil v_{k} \cdot s\right\rfloor_{q_{1, L-1}, q_{2, L-1}} .
$$

The final public key is the set $\mathbf{p k}:=\left\{\left(v_{1}, u_{1}\right), \ldots,\left(v_{\ell}, u_{\ell}\right)\right\}$. For later use we write

$$
e_{k}=u_{k}-\frac{q_{2, L-1}}{q_{1, L-1}} \cdot v_{k} \cdot s=\left\lceil\frac{q_{2, L-1}}{q_{1, L-1}} \cdot v_{k} \cdot s\right\rfloor-\frac{q_{2, L-1}}{q_{1, L-1}} \cdot v_{k} \cdot s,
$$

where we think of $v_{k}$ and $u_{k}$ as elements of $R$. The polynomials $e_{k}$ we can thus assume are distributed uniformly with coefficients in $[-1 / 2, \ldots, 1 / 2]$ and hence we can assume $\left\|e_{k}\right\|_{\infty}^{\text {can }} \leq 6 \cdot \sqrt{\phi(m) / 12}=\sqrt{3 \cdot \phi(m)}$.

Encryption: To encrypt a message $\mathbf{m} \in R_{p}$ at level $L-1$ we first select $\ell$ random bits $r_{k} \in\{0,1\}$ for $k=1, \ldots, \ell$ and then we set

$$
\begin{aligned}
& \operatorname{Enc}(\mathbf{m}, \mathbf{p k}):= \mathbf{c t} \\
&=(v, w) \\
&=\left(\sum_{k=1}^{\ell} r_{k} \cdot v_{k} \quad\left(\bmod q_{1, L-1}\right),\right. \\
&\left.\Delta_{q_{2, L-1}} \cdot \mathbf{m}+\sum_{k=1}^{\ell} r_{k} \cdot u_{k} \quad\left(\bmod q_{2, L-1}\right)\right),
\end{aligned}
$$

where we think of $\mathbf{m}$ as an element in $R_{q_{2, L-1}}$. Thus we obtain an encryption of $\mathbf{m}$ by simply adding on a random subset of our collection of encryptions of zero. To a ciphertext $\mathbf{c t}=(v, w)$ encrypting a message $\mathbf{m}$ we associate the following "noise" value:

$$
e=w-\frac{q_{2, L-1}}{q_{1, L-1}} \cdot v \cdot s-\Delta_{q_{2, L-1}} \cdot \mathbf{m}
$$

where we intepret all the component polynomials as being lifted in a trivial manner to $R$, i.e. $e \in R \otimes_{\mathbb{Z}} \mathbb{Q}$. For a fresh ciphertext we note that we have (interpreting all the polynomials in $R$ )

$$
\begin{aligned}
e & =\left(\Delta_{q_{2, L-1}} \cdot \mathbf{m}+\sum_{k=1}^{\ell} r_{k} \cdot u_{k}\right)-\frac{q_{2, L-1}}{q_{1, L-1}} \cdot\left(\sum_{k=1}^{\ell} r_{k} \cdot v_{k}\right) \cdot s-\Delta_{q_{2, L-1}} \cdot \mathbf{m} \\
& =\sum_{k=1}^{\ell}\left(r_{k} \cdot u_{k}-\frac{q_{2, L-1}}{q_{1, L-1}} \cdot r_{k} \cdot v_{k} \cdot s\right)=\sum_{k=1}^{\ell} r_{k} \cdot e_{k}
\end{aligned}
$$

Thus for a fresh ciphertext we have that we expect the error is bounded by $\|e\|_{\infty}^{\text {can }} \leq$ $\ell \cdot \sqrt{3 \cdot \phi(m)} / 2=B_{0}$.

Decryption: Decryption, given a ciphertext $\mathbf{c t}=(v, w)$ at level $i$ proceeds as follows:

$$
\operatorname{Dec}(\mathbf{c t}, \mathbf{s k})=\left\lceil\frac{1}{\Delta_{q_{2, i}}}\left(-\frac{q_{2, i}}{q_{1, i}} \cdot v \cdot s+w\right)\right\rfloor \bmod p
$$

where all operations within the rounding function are performed in the field $R \otimes_{\mathbb{Z}} \mathbb{Q}$. To check correctness we notice that, where $e$ is the noise value associated to the ciphertext $(v, w)$ defined above,

$$
\begin{aligned}
\operatorname{Dec}(\mathbf{c t}, \mathbf{s k}) & =\left[\frac{1}{\Delta_{q_{2, i}}}\left(-\frac{q_{2, i}}{q_{1, i}} \cdot v \cdot s+w\right)\right\rfloor \bmod p \\
& =\left[\frac{1}{\Delta_{q_{2, i}}}\left(-\frac{q_{2, i}}{q_{1, i}} \cdot v \cdot s+\frac{q_{2, i}}{q_{1, i}} \cdot v \cdot s+\Delta_{q_{2, i}} \cdot \mathbf{m}+e\right)\right\rfloor \bmod p \\
& =\left[\frac{1}{\Delta_{q_{2, i}}}\left(\Delta_{q_{2, i}} \cdot \mathbf{m}+e\right)\right\rfloor \bmod p
\end{aligned}
$$

$$
=\mathbf{m}+\left\lceil\frac{e}{\Delta_{q_{2, i}}}\right\rfloor
$$

Thus ct correctly decrypts to $m$ if (and only if) $\left\lceil\frac{e}{\Delta_{q_{2, i}}}\right\rfloor=0$. This is guaranteed to happen if the error term $e$ has coefficients bounded by $\Delta_{q_{2, i}} / 2$, i.e. the $\infty$-norm of $e$ in the coefficient embedding is less than $q_{2, i} / 2$. Since our error analysis will be in terms of the canonical norm of $e$, this means we need to ensure that

$$
\begin{equation*}
\|e\|_{\infty}^{\operatorname{can}} \leq \Delta_{q_{2, i}} /\left(2 \cdot c_{m}\right) \tag{2}
\end{equation*}
$$

where $c_{m}$ is the "ring-constant" associated to $R$; see [14] for a discussion of $c_{m}$. Asymptotically $c_{m}$ can grow super-polynomially but for "small" values of $m$ used in any scheme the size of $c_{m}$ is relatively small.

Theorem 3. The encryption scheme (Enc, Dec) is IND-CPA secure assuming the (decision) RLWR problem is hard.

Proof. A ciphertext $(v, w)$ masks the value $\Delta_{q_{2, i}} \cdot \mathbf{m} \in R_{q_{2, i}}$ via the value of the form $\left[\left.v \cdot s\right|_{q_{1, i}, q_{2, i}}\right.$. Assuming the RLWR problem is hard this latter value is indistinguishable from a random value in $R_{q_{2, i}}$, and thus $\Delta_{q_{2, i}} \cdot \mathbf{m}$ is essentially one-time pad encrypted. Thus, by a standard hybrid argument, one can bound the advantage of an adversary which breaks the IND-CPA security of the encryption scheme, by twice the advantage of an adversary in breaking decision RLWR. The details we leave to the reader.

### 3.2 Homomorphic Operations

Having defined our basic encryption scheme we now turn to defining the homomorphic operations which it supports.

Addition: Suppose we are given two ciphertexts at the same level $i, \mathbf{c t}=(v, w)$ and $\mathbf{c t}^{\prime}=\left(v^{\prime}, w^{\prime}\right)$ encrypting $\mathbf{m}$ and $\mathbf{m}^{\prime}$ with respective noise $e$ and $e^{\prime}$, i.e. we have that

$$
\begin{aligned}
w & =\frac{q_{2, i}}{q_{1, i}} \cdot v \cdot s+\Delta_{q_{2, i}} \cdot \mathbf{m}+e \\
w^{\prime} & =\frac{q_{2, i}}{q_{1, i}} \cdot v^{\prime} \cdot s+\Delta_{q_{2, i}} \cdot \mathbf{m}^{\prime}+e^{\prime}
\end{aligned}
$$

Then we define the ciphertext produced by the homomorphic addition operation as simply

$$
\mathbf{c t}_{\mathrm{add}}=\left(v+v^{\prime}, w+w^{\prime}\right)=\left(v_{\mathrm{add}}, w_{\mathrm{add}}\right)
$$

where we will write $\mathbf{m}_{\mathrm{add}}=\mathbf{m}+\mathbf{m}^{\prime} \bmod p=\mathbf{m}+\mathbf{m}^{\prime}+r_{a} \cdot p$, since the messages may wrap around modulo $p$.

$$
\operatorname{Dec}(\mathbf{c t}, \mathbf{s k})=\left[\frac{1}{\Delta_{q_{2, i}}}\left(w_{\text {add }}-\frac{q_{2, i}}{q_{1, i}} \cdot v_{\text {add }} \cdot s\right)\right\rfloor \bmod p
$$

$$
\begin{aligned}
& =\left[\frac { 1 } { \Delta _ { q _ { 2 , i } } } \left(\frac{q_{2, i}}{q_{1, i}} \cdot\left(v+v^{\prime}\right) \cdot s+\Delta_{q_{2, i}} \cdot\left(\mathbf{m}+\mathbf{m}^{\prime}\right)+e+e^{\prime}\right.\right. \\
& \left.\left.\quad-\frac{q_{2, i}}{q_{1, i}} \cdot\left(v+v^{\prime}\right) \cdot s\right)\right\rfloor \bmod p \\
& =\left[\frac{1}{\Delta_{q_{2, i}}}\left(\Delta_{q_{2, i}} \cdot\left(m_{\mathrm{add}}-r_{a} \cdot p\right)+e+e^{\prime}\right)\right] \bmod p \\
& =\left[\frac{1}{\Delta_{q_{2, i}}}\left(\Delta_{q_{2, i}} \cdot \mathbf{m}_{\mathrm{add}}-\Delta_{q_{2, i}} \cdot r_{a} \cdot p+e+e^{\prime}\right)\right] \bmod p \\
& =\mathbf{m}_{\mathrm{add}}+\left\lceil\frac{e+e}{\Delta_{q_{2, i}}}\right\rfloor-r_{a} \cdot p \bmod p, \\
& =\mathbf{m}_{\mathrm{add}}+\left\lceil\frac{e+e}{\Delta_{q_{2, i}}}\right\rfloor .
\end{aligned}
$$

We conclude that correct decryption occurs if and only if $\left\lceil\frac{e+e}{\Delta_{q_{2, i}}}\right\rfloor=0$. The above analysis also allows us to conclude that $e_{\text {add }}=e^{\prime}+e$, i.e. that noise grows additively.

Multiplication: Just as in many FHE schemes, multiplication is a less straightforward operation than addition. Here, this is worsened by the fact that the interplay between the two moduli $q_{1, i}$ and $q_{2, i}$ - and their corresponding rings - means we need to pay close attention to the domain of each operation. We follow the blueprint of most second generation homomorphic encryption schemes and present multiplication as a four step process. In the first two steps we form a tensor product of the two input ciphertexts both at the same level $i$ - which will decrypt under the tensor of the secret key. These first two steps are performed in the ring $R$, and result in a potential growth of the coefficient sizes as well as the production of a ciphertext of dimension three. We address both these issues in the final two steps. In the third step we perform reduction modulu $q_{1, i}$ and $q_{2, i}$ so as to deal with coefficient growth. Then, in a final relinearisation step, we reduce the ciphertext form and secret key back to the original form, essentially by performing a key switching operation. Since our message is embedded in the upper bits of the modulo $q_{2, i}$ space, like other scale invariant schemes such as FV [17] and YASHE [5], we also need to scale by a factor of $1 / \Delta_{q_{2, i}}$. We will only present the methodology in the main body of the paper. See Appendix A for proofs of correctness, and analysis of the noise growth.

Multiplication Step 1: Tensoring: We can consider the standard decryption operation in the following form: take a ciphertext $\mathbf{c t}=(v, w)$ and a secret key in the form $\mathbf{s k}=$ $\left(-\frac{q_{2, i}}{q_{1, i}} \cdot s, 1\right)$. We consider these and the computations in this step in the general ring $R$. We evaluate

$$
\left\lceil\frac{1}{\Delta_{q_{2, i}}}(\mathbf{c t} \otimes \mathbf{s k})\right\rfloor \quad(\bmod p)
$$

where $\otimes$ is the tensor product. For multiplication let $\mathbf{c t}=(v, w), \mathbf{c t}^{\prime}=\left(v^{\prime}, w^{\prime}\right)$ be our two input ciphertexts, with associated noise $e$ and $e^{\prime}$, respectively. We first form the
tensor product ciphertext

$$
\mathbf{c t} \otimes \mathbf{c t}^{\prime}=\left(v \cdot v^{\prime}, \quad v \cdot w^{\prime}, v^{\prime} \cdot w, w \cdot w^{\prime}\right) \in R^{4}
$$

which will decrypt by tensoring with the tensor secret key

$$
\mathbf{s k} \otimes \mathbf{s k}=\left({\frac{q_{2, i}}{q_{1, i}}}^{2} \cdot s^{2}, \quad-\frac{q_{2, i}}{q_{1, i}} \cdot s, \quad-\frac{q_{2, i}}{q_{1, i}} \cdot s, 1\right) \in\left(R \otimes_{\mathbb{Z}} \mathbb{Q}\right)^{4} .
$$

Simplifying, by combining the two middle terms in each quadruple we form the three element ciphertext

$$
\mathbf{c t}_{\text {mult }}^{0}=\left(v \cdot v^{\prime}, w \cdot v^{\prime}+w^{\prime} \cdot v, w \cdot w^{\prime}\right)=\left(d_{0}^{\prime}, d_{1}^{\prime}, d_{2}^{\prime}\right) \in R^{3}
$$

which will decrypt via the equation

$$
\left\lceil\frac{1}{\Delta_{q_{2, i}}^{2}}\left(d_{2}^{\prime}-\frac{q_{2, i}}{q_{1, i}} \cdot d_{1}^{\prime} \cdot s+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot d_{0}^{\prime} \cdot s^{2}\right)\right\rfloor .
$$

In what follows we will write $\mathbf{m}_{\text {mult }}=\mathbf{m} \cdot \mathbf{m}^{\prime} \bmod p=\mathbf{m} \cdot \mathbf{m}^{\prime}+r_{b} \cdot p$.

Multiplication Step 2: Reduction by $\boldsymbol{\Delta}_{\boldsymbol{q}_{2, i}}$ : Instead of the tensor ciphertext $\left(d_{0}^{\prime}, d_{1}^{\prime}, d_{2}^{\prime}\right)$ decrypting via the above equation, we would rather have a three element ciphertext ( $d_{0}, d_{1}, d_{2}$ ) which decrypts via the equation

$$
\begin{equation*}
\left\lceil\frac{1}{\Delta_{q_{2, i}}}\left(d_{2}-\frac{q_{2, i}}{q_{1, i}} \cdot d_{1} \cdot s+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot d_{0} \cdot s^{2}\right)\right] . \tag{3}
\end{equation*}
$$

As in [17], we multiply each $d_{k}^{\prime}$ by $\frac{p}{q_{2, i}}$ and then round to produce

$$
d_{k}=\left\lceil\frac{p \cdot d_{k}^{\prime}}{q_{2, i}}\right\rfloor \in R
$$

This operation, performed globally, gives a decryption equation of,

$$
d_{2}-\frac{q_{2, i}}{q_{1, i}} \cdot d_{1} \cdot s+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot d_{0} \cdot s^{2}=\mathbf{m} \cdot \mathbf{m}^{\prime} \cdot \Delta_{q_{2, i}}+e_{\mathrm{mult}}
$$

For the analysis of the term $e_{\text {mult }}$ see Appendix A. If $B$ (resp. $B^{\prime}$ ) is an upper bound on the canonical norm of $e$ (resp. $e^{\prime}$ ) then the canonomical norm of $e_{\text {mult }}$ grows essentially as $p \cdot B \cdot B^{\prime} / q_{2, i}$. Note that the noise term for multiplication for the FV scheme described in [12] also grows essentially by the same amount. We bound the canonical norm of $e_{\text {mult }}$ by the function $F(.,$.

$$
\left\|e_{\text {mult }}\right\|_{\infty}^{\text {can }} \leq F\left(B, B^{\prime}\right)
$$

which we discuss in Appendix A. Thus, given upper bounds on the canonical norm of the input noise to this step of the multiplication operation, we can bound the output noise as well. So, at the end of this step, we have a ciphertext $\mathbf{c t}_{\text {mult }}^{1}=\left(d_{0}, d_{1}, d_{2}\right)$ which decrypts via equation (3), and whose associated noise term is bounded by $F\left(B, B^{\prime}\right)$.

Multiplication Step 3: Modular Reduction: As mentioned earlier, this step is used to ensure that computations are performed appropriately. Taking the previous $\mathbf{c t}_{\text {mult }}^{1}=$ $\left(d_{0}, d_{1}, d_{2}\right)$, we set

$$
\begin{aligned}
& f_{0}=d_{0} \quad\left(\bmod q_{1, i}^{2}\right)=d_{0}+\epsilon_{0} \cdot q_{1, i}^{2} \\
& f_{1}=d_{1} \\
& f_{2}=d_{2} \quad\left(\bmod q_{1, i}\right)=d_{1}+\epsilon_{1} \cdot q_{1, i} \\
& \text { mod } \left.q_{2, i}\right)=d_{2}+\epsilon_{2} \cdot q_{2, i}
\end{aligned}
$$

and output $\mathbf{c t}_{\text {mult }}^{2}=\left(f_{0}, f_{1}, f_{2}\right)$. This will now decrypt via

$$
\begin{equation*}
\left\lceil\frac{1}{\Delta_{q_{2, i}}}\left(f_{2}-\frac{q_{2, i}}{q_{1, i}} \cdot f_{1} \cdot s+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot f_{0} \cdot s^{2}\right)\right] \tag{4}
\end{equation*}
$$

Note that - as with general decryption - the inner bracket is computer globally. The above gives

$$
\left\lceil\frac{1}{\Delta_{q_{2, i}}}\left(f_{2}-\frac{q_{2, i}}{q_{1, i}} \cdot f_{1} \cdot s+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot f_{0} \cdot s^{2}\right)\right\rfloor=\mathbf{m} \cdot \mathbf{m}^{\prime} \cdot \Delta_{q_{2, i}}+e_{\mathrm{mult}}+\epsilon_{\mathrm{mult}}
$$

We bound the canonical norm of $\epsilon_{\text {mult }}$ by $B_{\epsilon}$ :

$$
\left\|\epsilon_{\mathrm{mult}}\right\|_{\infty}^{\mathrm{can}} \leq B_{\epsilon}
$$

We give the analysis of the size of $B_{\epsilon}$ in Appendix A. Therefore, at the end of this step, we have a ciphertext $\mathbf{c t}_{\text {mult }}^{2}=\left(f_{0}, f_{1}, f_{2}\right)$ which decrypts via equation (4), and whose associated noise term is bounded by $F\left(B, B^{\prime}\right)+B_{\epsilon}$.

Multiplication Step 4: Relinearization: We now want to rework our output ciphertext into the form $\mathbf{c t}_{\text {mult }}^{3}=\left(c_{0}, c_{1}\right)$, with an associated decryption equation of

$$
\left\lceil\frac{1}{\Delta_{q_{2, i}}}\left(-\frac{q_{2, i}}{q_{1, i}} \cdot c_{0} \cdot s+c_{1}\right)\right\rfloor \bmod p
$$

This process is called relinearization. This is accomplished by adding so-called key switching matrices into the public key. We pick a modulus $T$ and sample pairs $\left(a_{j}, b_{j}\right)$ from $j=0, \ldots, 2 \cdot\left\lceil\log _{T} q_{1, i}\right\rceil$ such that $a_{j}$ is selected uniformly at random from $R_{q_{1, i}}$ and

$$
\begin{aligned}
b_{j} & =\left[\frac{q_{2, i}}{q_{1, i}} \cdot a_{j} \cdot s+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot T^{j} \cdot s^{2}\right] \\
& =\frac{q_{2, i}}{q_{1, i}} \cdot a_{j} \cdot s+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot T^{j} \cdot s^{2}+\tau_{j} \in R_{q_{2, i}}
\end{aligned}
$$

where $\tau_{j}$ is the rounding error, i.e. a polynomial with coefficients in $[-1 / 2, \ldots, 1 / 2]$. Note that the larger $T$, is the smaller the number of key switching matrices are required.

Thus the size of $T$ has an effect on the size of the public key, although it has little effect on the size of other parameters.

In relinearization we replace the ciphertext $\left(f_{0}, f_{1}, f_{2}\right) \in R_{q_{1, i}^{2}} \times R_{q_{1, i}} \times R_{q_{2, i}}$ by a ciphertext $\left(c_{0}, c_{1}\right) \in R_{q_{1, i}} \times R_{q_{2, i}}$. The value $f_{2}$ gets mapped to $c_{1}$ and the value $f_{1}$ gets mapped to $c_{0}$; where the respective moduli sizes match up. This leaves us with the processing of terms coming from $f_{0}$ which need to be added into both $c_{0}$ and $c_{1}$ using the key switching matrices above. The value $f_{0}$ is given modulo $q_{1, i}^{2}$; note in practice the size of $f_{0}$ will be much smaller than this, we just leave this bound here for ease of analysis. Tighter bounds can be on the size of $f_{0}$ and hence the level of decomposition below can be found if desired.

To relinearize, we first take the element $f_{0}$ and expand it into its base- $T$ representation

$$
f_{0}=\sum_{j=0}^{2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot T^{j}
$$

where each $f_{0, j}$ is a polynomial with coefficients in the range $[-T / 2, \ldots, T / 2]$. We then write

$$
\begin{aligned}
& c_{0}=f_{1}+\sum_{j=0}^{2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot a_{j}, \quad\left(\bmod q_{1, i}\right) \\
& c_{1}=f_{2}+\sum_{j=0}^{2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot b_{j} \quad\left(\bmod q_{2, i}\right) .
\end{aligned}
$$

Putting all four steps together we obtain a multiplication operation which increases the noise inherent in the output ciphertext by a value bounded, in the canonical norm, by

$$
\begin{aligned}
\left\|e_{\text {mult }}+\epsilon_{\text {mult }}+\sum_{j=0}^{2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot \tau_{j}\right\|_{\infty}^{\mathrm{can}} \leq & F\left(B, B^{\prime}\right)+B_{\epsilon} \\
& +2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil \cdot \phi(m) \cdot T / 3 \\
= & : B\left(B, B^{\prime}\right) .
\end{aligned}
$$

We refer to Appendix A for an analysis of the terms $F\left(B, B^{\prime}\right), B_{\epsilon}$ and $G\left(B, B^{\prime}\right)$.

### 3.3 Modulus Switch

In [6] the authors introduce a method called modulus switching, which allows the ciphertext modulus to be successively reduced. In practical implementations of the BGV scheme, see e.g. [24], this is found to produce not only an optimization during execution of homomorphic operations, but it also aids in significantly reducing the parameter sizes. It turns out, see for example [12], that a similar benefit in parameter reduction can also be applied to the scale-invariant schemes such as FV.

We recall that to a ciphertext $\mathbf{c t}=(v, w)$ encrypting a message $\mathbf{m}$ at level $i$ we associate the following "noise" value:

$$
e=w-\frac{q_{2, i}}{q_{1, i}} \cdot v \cdot s-\Delta_{q_{2, i}} \cdot \mathbf{m}
$$

$$
=\langle\mathbf{c t}, \mathbf{s}\rangle \quad\left(\bmod q_{2, i}\right)
$$

where we interpret all the component polynomials as being lifted to $R$ and the secret key being given by $\mathbf{s}=\left(-\frac{q_{2, i}}{q_{1, i}} \mathbf{s k}, 1\right)$.

We define a Modulus Switch operation. The tricky aspect here is the interplay between our two ciphertext moduli $q_{1, i}$ and $q_{2, i}$, as opposed to the single ciphertext modulus of other schemes such as BGV and FV.

Definition 4. For an integer vector $\mathbf{x}$ over $R_{q_{2, i+1}}$ and integer moduli $q_{2, i+1}>q_{2, i}>$ $p$, define

$$
\mathbf{x}^{\prime} \leftarrow \operatorname{Scale}\left(\mathbf{x}, q_{2, i+1}, q_{2, i}, p\right)
$$

to be the integer vector in $R_{q_{2, i}}$ closest to $\frac{1}{p_{i+1}} \cdot \mathbf{x}$ that satisfies $\mathbf{x} \equiv \mathbf{x}^{\prime}(\bmod p)$.
So let $\mathbf{c t}^{\prime} \leftarrow \operatorname{Scale}\left(\mathbf{c t}, q_{2, i+1}, q_{2, i}, p\right)$ and recall that for all $j \in\{1,2\}, i \in\{1, \cdots L-$ $1\}$, we have $q_{j, i} \equiv 1(\bmod p)$. In particular, this means that

$$
\begin{equation*}
q_{2, i+1} \equiv q_{2, i} \quad(\bmod p) \tag{5}
\end{equation*}
$$

We obtain the following theorem.
Theorem 4. Let $\mathbf{c t}$ and $\mathbf{c t}^{\prime}$ be ciphertexts in $R_{q_{2, i+1}}$ and $R_{q_{2, i}}$ respectively, such that $\mathbf{c t}^{\prime} \leftarrow \operatorname{Scale}\left(\mathbf{c t}, q_{2, i+1}, q_{2, i}, p\right)$. Then

$$
\left.\left(\left\langle\mathbf{c t}^{\prime}, \mathbf{s}\right\rangle \quad\left(\bmod q_{2, i}\right)\right) \quad(\bmod p) \equiv\left(\langle\mathbf{c t}, \mathbf{s}\rangle \quad\left(\bmod q_{2, i+1}\right)\right) \quad(\bmod p)\right)
$$

Further, if the input ciphertext has noise $\nu$, then the output ciphertext $\mathbf{c t}^{\prime}$ will have noise $B_{\text {scale }}+\frac{\nu}{p_{i+1}}$, where

$$
B_{\text {scale }}:=8 p \cdot \sqrt{h \cdot \phi(m) / 3}
$$

Proof. Re-write the noise error $e$ as

$$
\begin{aligned}
e_{q_{2, i+1}} & =\langle\mathbf{c t}, \mathbf{s}\rangle \quad\left(\bmod q_{2, i+1}\right) \\
& =\langle\mathbf{c t}, \mathbf{s}\rangle+k \cdot q_{2, i+1} \\
& =\nu
\end{aligned}
$$

We also let $\delta$ be the following error term.

$$
\delta=\mathbf{c t}^{\prime}-\frac{1}{p_{i+1}} \cdot \mathbf{c t}
$$

Notice this has coefficients in the interval $[-p / 2, p / 2)$. For some integer $k$, we then have that

$$
\begin{aligned}
e_{q_{2, i}} & \equiv\left(\left\langle\mathbf{c t}^{\prime}, \mathbf{s}\right\rangle \quad\left(\bmod q_{2, i}\right)\right) \quad(\bmod p) \\
& \equiv\left\langle\mathbf{c t}^{\prime}, \mathbf{s}\right\rangle-k \cdot q_{2, i} \quad(\bmod p) \\
& \equiv\langle\mathbf{c t}, \mathbf{s}\rangle-k \cdot q_{2, i+i} \quad(\bmod p) \\
& \equiv\left(\langle\mathbf{c t}, \mathbf{s}\rangle \quad\left(\bmod q_{2, i+1}\right)\right) \quad(\bmod p)
\end{aligned}
$$

which follows from (5). It follows that

$$
\left(\left\langle\mathbf{c t}^{\prime}, \mathbf{s}\right\rangle \quad\left(\bmod q_{2, i}\right)\right) \quad(\bmod p) \equiv\left(\langle\mathbf{c t}, \mathbf{s}\rangle \quad\left(\bmod q_{2, i+1}\right)\right) \quad(\bmod p) .
$$

To simplify our noise analysis, write the polynomial $\delta$ as $\delta=\left(\delta_{0}, \delta_{1}\right)$. Both its components have coefficients in the interval $[-p / 2, p / 2)$. Recall $\mathbf{s}=\left(-\frac{q_{2, i}}{q_{1, i}} \cdot \mathbf{s k}, 1\right)$.

$$
\begin{aligned}
\left\|e_{q_{2, i}}\right\|_{\infty}^{\text {can }} & =\left\|\left\langle\mathbf{c t}^{\prime}, \mathbf{s}\right\rangle-k \cdot q_{2, i}\right\|_{\infty}^{\text {can }} \\
& =\left\|\left\langle\mathbf{c t}^{\prime}, \mathbf{s}\right\rangle-k \cdot q_{2, i}-\left\langle\frac{1}{p_{i+1}} \mathbf{c t}, \mathbf{s}\right\rangle+\left\langle\frac{1}{p_{i+1}} \mathbf{c t}, \mathbf{s}\right\rangle\right\|_{\infty}^{\text {can }} \\
& =\left\|\left\langle\mathbf{c t}^{\prime}-\frac{1}{p_{i+1}} \mathbf{c t}, \mathbf{s}\right\rangle+\left\langle\frac{1}{p_{i+1}} \mathbf{c t}, \mathbf{s}\right\rangle-k \cdot q_{2, i}\right\|_{\infty}^{\text {can }} \\
& \leq\|\langle\delta, \mathbf{s}\rangle\|_{\infty}^{\text {can }}+\frac{1}{p_{i+1}}\left\|e_{q_{2, i+1}}\right\|_{\infty}^{\text {can }} \\
& \leq\left\|\delta_{1}-\frac{q_{2, i}}{q_{1, i}} \cdot \mathbf{s k} \cdot \delta_{0}\right\|_{\infty}^{\text {can }}+\frac{1}{p_{i+1}}\left\|e_{q_{2, i+1}}\right\|_{\infty}^{\text {can }} \\
& \leq\left\|\delta_{1}\right\|_{\infty}^{\text {can }}+\frac{q_{2, i}}{q_{1, i}}\left\|\mathbf{s k} \cdot \delta_{0}\right\|_{\infty}^{\text {can }}+\frac{1}{p_{i+1}}\left\|e_{q_{2, i+1}}\right\|_{\infty}^{\text {can }} \\
& \leq p \sqrt{3 \phi(m)}+\frac{8 p \cdot q_{2, i}}{q_{1, i}} \cdot \sqrt{h \cdot \phi(m) / 3}+\frac{\nu}{p_{i+1}} \\
& :=B_{\text {scale }}+\frac{\nu}{p_{i+1}} .
\end{aligned}
$$

## 4 Parameter Analysis

There are two methodologies to select parameters in cryptography; either to use parameters which arise from experimental cryptanalysis, or to use parameters which arise from the tightness of cryptographic reductions. Since RLWR is a less studied problem, we use a combination of these approaches. For our 'conservative' approach we will use (the ring version of) Theorem 1 to relate the hardness of search RLWR to that of search RLWE. In our 'reckless' approach we simply equate the security of RLWR to that of RLWE and ignore the loss in tightness inherent in Theorem $1^{2}$. In both cases, we then use the analysis of Lindner and Peikert [27] to derive estimates for the hardness of RLWE in this situation. We could have used more accurate estimates for the hardness of RLWE, however we use the analysis in [27] so that our parameter size estimates for our Somewhat Homomorphic Encryption scheme based on RLWR can be compared to the parameters in other works such as [12,24].

To compare our parameters with those of other schemes we use as our baseline the parameter sizes published in [12] for the FV and BGV schemes and use the same analysis (see Section 4). For that reason we also select secret keys with Hamming weight $h=64$, ring constant $c_{m}=1.3$ and security parameter $k=80$. We consider the simple case where we are performing a balanced tree of multiplicative depth $L$, with $\zeta=8$ addition at each level.

[^1]Conservative Parameters: For the conservative parameters we obtain the following equations from the analysis in Section 4, where we take $\sigma=3.2$,

$$
\begin{align*}
\epsilon_{\mathrm{RLWR}} & \leq\left(1+38.4 \cdot q_{2, L-1} / q_{1, L-1}\right)^{t \cdot \phi(m) / 2} \cdot \sqrt{\epsilon_{\mathrm{RLWE}}}<2^{-k} \\
q_{1, L-1} & >38.4 \cdot q_{2, L-1} \\
\phi(m) & \geq \frac{\log \left(q_{1, L-1} / \sigma\right) \cdot\left(-\left(\log _{2} \epsilon_{\mathrm{RLWE}}\right)+110\right)}{7.2} \tag{6}
\end{align*}
$$

where $t$ is the number of RLWR samples which we give out. In our scheme this is the number of elements in the public key which is given by

$$
t=\ell+\left\lceil\log _{T} q_{1, L-1}\right\rceil
$$

This then gives us a parameter space which we need to search to find suitable parameter values.

Reckless Parameters: For the reckless parameters we obtain the following equations, where again we take $\sigma=3.2$,

$$
\begin{align*}
q_{1, L-1} & >38.4 \cdot q_{2, L-1}, \\
\phi(m) & \geq \frac{\log \left(q_{1, L-1} / \sigma\right) \cdot(k+110)}{7.2} \tag{7}
\end{align*}
$$

We are looking for parameters which satisfy the equations above and yield the smallest possible ciphertext size. To do this we iterate through a list of possible values for $\log _{2} q_{L-1}$. We then determine $\phi(m)$, as the smallest value which satisfies equation (6) or (7).

We proceed to examine the noise bounds at each level: at level zero we have noise $B_{0}=\sqrt{3} \cdot \ell \cdot \phi(m) / 2$, where we select $\ell=80$ since we are assuming a security level of $k=80$ bits. We then determine the size of $p_{L-1}$, as follows: after $\zeta$ additions and one multiplication we obtain a noise bound of

$$
B_{L-1}=G\left(\zeta \cdot B_{0}, \zeta \cdot B_{0}\right)
$$

We then reduce this via a Modulus Switch operation to a noise value of $B=2 \cdot B_{\text {Scale }}$, which will provide us with a lower bound on the prime $p_{L-1}$. Repeating this for all other levels we obtain

$$
B_{i}=G\left(\zeta \cdot 2 \cdot B_{\text {Scale }}, \zeta \cdot 2 \cdot B_{\text {Scale }}\right)
$$

This allows us, on reducing the noise back to an invariant of $2 \cdot B_{\text {Scale }}$, to define $p_{i}$ for all other $i$. Thus we obtain the size of $\log _{2} q_{L-2}$, via

$$
\log _{2} q_{2, i}=\log _{2} q_{2, i+1}-\log _{2} p_{i+1}
$$

If we obtain $\log _{2} q_{2, i}<0$ then we abort and pass to the next of $\log _{2} q_{L-1}$ value. To decrypt correctly we will finally require, by equation 2 , that

$$
2 \cdot B_{\text {Scale }} \leq \Delta_{q_{2,0}} /\left(2 \cdot c_{m}\right)
$$

which gives a lower bound on $q_{2}$.
In the following tables we present the obtained values of $N, q_{1, L-1}$ and $q_{2, L-1}$ for various levels $L$. We look at plaintext space sizes of $p=2$ and $p=2^{32}$; of course the same parameter sizes will hold for any plaintext $p$ of the same order of magnitude as these. The value of $T$ makes little difference to these main parameter values, so we simply selected it to be equal to two. In a real implementation a larger value of $T$ may be preferred so as to reduce the size of the public key.

By way of comparison we also present in the table the equivalent values of $\phi(m)$ and $q$ for the BGV system found in [12]; whose methodology for assessing security we have replicated in our analysis. We select BGV over the FV system for our analysis as the BGV system outperforms FV for large plaintext moduli. We use the values from [12] which correspond to our method of relinearization; a second method of relinearization is presented for BGV in $[12,24]$. Recall a BGV ciphertext consists of two elements in $R_{q}$, thus the single $q$ value takes the place of our values $q_{1, L-1}$ and $q_{2, L-1}$.

As a compact way of comparing our scheme with the BGV scheme we note that the ciphertext size in our scheme is given by $\phi(m) \cdot\left(\log _{2} q_{1, L-1}+\log _{2} q_{2, L-1}\right)$, whereas for BGV it is given by $2 \cdot \phi(m) \cdot \log _{2} q$. Also recall that addition in $R_{q}$ requires $\phi(m) \cdot \log _{2} q$ bit operations, and multiplication in $R_{q}$ requires $\phi(m) \cdot\left(\log _{2} q\right)^{2}$ operations (assuming elements are held in a DCRT like representation [24]). Thus ciphertext size is a good proxy for computational efficiency. We gather our results in two tables, one representing the reckless parameters 4 and one representing the conservative ones 4 . We add to this the ciphertex sizes (in Megabytes) for each set of parameters.

|  |  |  |  |  |  | Reckless |  |  |  | BGV Values |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p$ | $L$ | $\phi(m) \approx \mid \log _{2} q_{1, L-1}$ | $\log _{2} q_{2, L-1}$ | $\|\mathbf{c t}\|$ | $\phi(m) \approx \mid \log _{2} q$ |  | $\|\mathbf{c t}\|$ |  |  |  |  |  |
| 2 | 2 | 810 | 32 | 26 | 0.006 | 1000 | 45 | 0.01 |  |  |  |  |
| 2 | 5 | 1890 | 73 | 66 | 0.031 | 2000 | 105 | 0.05 |  |  |  |  |
| 2 | 10 | 3630 | 139 | 133 | 0.118 | 4000 | 215 | 0.20 |  |  |  |  |
| 2 | 20 | 7560 | 288 | 281 | 0.513 | 8000 | 430 | 0.82 |  |  |  |  |
| 2 | 30 | 11700 | 444 | 438 | 1.230 | 12000 | 665 | 1.90 |  |  |  |  |
| $2^{32}$ | 2 | 3050 | 117 | 111 | 0.083 | 2000 | 110 | 0.05 |  |  |  |  |
| $2^{32}$ | 5 | 6640 | 253 | 247 | 0.396 | 5000 | 265 | 0.31 |  |  |  |  |
| $2^{32}$ | 10 | 12700 | 481 | 475 | 1.447 | 9500 | 530 | 1.20 |  |  |  |  |
| $2^{32}$ | 20 | 25100 | 951 | 945 | 5.673 | 19500 | 1070 | 4.97 |  |  |  |  |
| $2^{32}$ | 30 | 37200 | 1411 | 1405 | 12.488 | 29000 | 1598 | 11.04 |  |  |  |  |


|  | Conservative |  |  |  |  | BGV Values |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p$ | $L$ | $\phi(m) \approx \log _{2} q_{1, L-1}$ | $\log _{2} q_{2, L-1}$ | $\|\mathbf{c t}\|$ | $\phi(m) \approx \mid \log _{2} q$ |  | $\|\mathbf{c t}\|$ |  |
| 2 | 2 | 1790 | 47 | 27 | 0.016 | 1000 | 45 | 0.01 |
| 2 | 5 | 3410 | 91 | 68 | 0.065 | 2000 | 105 | 0.05 |
| 2 | 10 | 6240 | 166 | 141 | 0.228 | 4000 | 215 | 0.20 |
| 2 | 20 | 12200 | 322 | 295 | 0.897 | 8000 | 430 | 0.82 |
| 2 | 30 | 18000 | 479 | 450 | 1.993 | 12000 | 665 | 1.90 |
| $2^{32}$ | 2 | 5150 | 136 | 112 | 0.152 | 2000 | 110 | 0.05 |
| $2^{32}$ | 5 | 10450 | 276 | 250 | 0.655 | 5000 | 265 | 0.31 |
| $2^{32}$ | 10 | 18900 | 504 | 474 | 2.203 | 9500 | 530 | 1.20 |
| $2^{32}$ | 20 | 37000 | 975 | 945 | 4.469 | 19500 | 1070 | 4.97 |
| $2^{32}$ | 30 | 54000 | 1437 | 1404 | 18.288 | 29000 | 1598 | 11.04 |

We can see that selecting 'reckless' parameters nearly halves the ring dimension needed, as can be expected as we are ignoring the square-root security loss in the security reduction in this case. In comparing to BGV, we immediately notice that for small plaintext moduli the ciphertext sizes are relatively comparable. Indeed even our conservative parameters seem to be better when looking at parameters which support high depth evaluations for small plaintext moduli. The benefit is less clear for large plaintext moduli. Our main bottleneck seems to be the size of the public key and how to efficiently produce fresh randomness, an issue we discuss in Appendix B.
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## A Multiplication Noise Analysis

In this section, we present the noise and correctness analyses corresponding to the multiplication steps.

Multiplication Step 1: Tensoring: We first verify that the three-element ciphertext obtained after the first multiplication step does decrypt under $s^{2}$ and after scaling by $\frac{1}{\Delta_{q_{2, i}}^{2}}$. The three element ciphertext formed in Section (3.2)

$$
\mathbf{c t}_{\mathrm{mult}}^{0}=\left(v \cdot v^{\prime}, w \cdot v^{\prime}+w^{\prime} \cdot v, w \cdot w^{\prime}\right)=\left(d_{0}^{\prime}, d_{1}^{\prime}, d_{2}^{\prime}\right)
$$

will indeed decrypt via the equation

$$
\begin{aligned}
{\left[\frac { 1 } { \Delta _ { q _ { 2 , i } } ^ { 2 } } \left(d_{2}^{\prime}\right.\right.} & \left.\left.-\frac{q_{2, i}}{q_{1, i}} \cdot d_{1}^{\prime} \cdot s+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot d_{0}^{\prime} \cdot s^{2}\right)\right\rfloor \\
& =\left\lceil\frac{1}{\Delta_{q_{2, i}}^{2}}\left(w \cdot w^{\prime}-\frac{q_{2, i}}{q_{1, i}}\left(w \cdot v^{\prime}+w^{\prime} \cdot v\right) \cdot s+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot v \cdot v^{\prime} \cdot s^{2}\right)\right] \\
& =\left\lceil\frac{1}{\Delta_{q_{2, i}}^{2}} \cdot\left(w-\frac{q_{2, i}}{q_{1, i}} \cdot v \cdot s\right) \cdot\left(w^{\prime}-\frac{q_{2, i}}{q_{1, i}} \cdot v^{\prime} \cdot s\right)\right] \\
& =\left[\frac{1}{\Delta_{q_{2, i}}^{2}} \cdot\left(\Delta_{q_{2, i}} \cdot \mathbf{m}+e\right) \cdot\left(\Delta_{q_{2, i}} \cdot \mathbf{m}^{\prime}+e^{\prime}\right)\right] \\
& =\left\lceil\frac{1}{\Delta_{q_{2, i}}^{2}} \cdot\left(\Delta_{q_{2, i}}^{2} \cdot \mathbf{m} \cdot \mathbf{m}^{\prime}+\Delta_{q_{2, i}} \cdot\left(\mathbf{m} \cdot e^{\prime}+\mathbf{m}^{\prime} \cdot e\right)+e \cdot e^{\prime}\right)\right] \\
& =\mathbf{m} \cdot \mathbf{m}^{\prime}+\left\lceil\frac{\mathbf{m} \cdot e^{\prime}+\mathbf{m}^{\prime} \cdot e}{\Delta_{q_{2, i}}}+\frac{e \cdot e^{\prime}}{\Delta_{q_{2, i}}^{2}}\right\rfloor
\end{aligned}
$$

Multiplication Step 2: Reduction by $\boldsymbol{\Delta}_{\boldsymbol{q}_{2, i}}$ : Recall we re-wrote the elements $d_{k}^{\prime}$ as

$$
d_{k}=\left\lceil\frac{p \cdot d_{k}^{\prime}}{q_{2, i}}\right\rfloor
$$

To analyse the noise growth in this step, we need to examine this rounding in more detail via the equation

$$
d_{k}=\frac{p \cdot d_{k}^{\prime}}{q_{2, i}}+\delta_{k}
$$

where $\delta_{i}$ is a polynomial with coefficients in the range $[-1 / 2, \ldots, 1 / 2]$. We write

$$
\delta=\delta_{2}-\frac{q_{2, i}}{q_{1, i}} \cdot \delta_{1} \cdot s+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot \delta_{0} \cdot s^{2}
$$

and note that with high probability we expect that

$$
\|\delta\|_{\infty}^{\mathrm{can}} \leq \sqrt{3 \cdot \phi(m)}+8 \cdot \frac{q_{2, i}}{q_{1, i}} \cdot \sqrt{h \cdot \phi(m) / 3}+20 \cdot\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot h \cdot \sqrt{\phi(m) / 3}=B_{\delta}
$$

Recall we have $\Delta_{q_{2, i}}=\frac{q_{2, i}}{p}-\epsilon_{q_{2, i}}$ where $0 \leq \epsilon_{q_{2, i}}<1$, which entails

$$
\begin{aligned}
d_{2}-\frac{q_{2, i}}{q_{1, i}} \cdot & d_{1} \cdot s+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot d_{0} \cdot s^{2} \\
& =\frac{p}{q_{2, i}}\left(d_{2}^{\prime}-\frac{q_{2, i}}{q_{1, i}} \cdot d_{1}^{\prime} \cdot s+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot d_{0}^{\prime} \cdot s^{2}\right)+\delta \\
& =\frac{p}{q_{2, i}} \cdot\left(\Delta_{q_{2, i}}^{2} \cdot \mathbf{m} \cdot \mathbf{m}^{\prime}+\Delta_{q_{2, i}} \cdot\left(\mathbf{m} \cdot e^{\prime}+\mathbf{m}^{\prime} \cdot e\right)+e \cdot e^{\prime}\right)+\delta
\end{aligned}
$$

$$
\begin{aligned}
&=\frac{p}{q_{2, i}} \cdot\left(\Delta_{q_{2, i}} \cdot\left(\frac{q_{2, i}}{p}-\epsilon_{q_{2, i}}\right) \cdot \mathbf{m} \cdot \mathbf{m}^{\prime}\right. \\
&\left.\quad+\Delta_{q_{2, i}} \cdot\left(\mathbf{m} \cdot e^{\prime}+\mathbf{m}^{\prime} \cdot e\right)+e \cdot e^{\prime}\right)+\delta \\
&=\mathbf{m} \cdot \mathbf{m}^{\prime} \cdot \Delta_{q_{2, i}}-\frac{p \cdot \Delta_{q_{2, i}} \cdot \epsilon_{q_{2, i}}}{q_{2, i}} \cdot \mathbf{m} \cdot \mathbf{m}^{\prime} \\
& \quad+\frac{p}{q_{2, i}} \cdot \Delta_{q_{2, i}} \cdot\left(\mathbf{m} \cdot e^{\prime}+\mathbf{m}^{\prime} \cdot e\right)+\frac{p \cdot e \cdot e^{\prime}}{q_{2, i}}+\delta \\
&=\mathbf{m} \cdot \mathbf{m}^{\prime} \cdot \Delta_{q_{2, i}}+e_{\text {mult }} .
\end{aligned}
$$

We bound the canonical norm of $e_{\text {mult }}$ as follows, using the fact that $\left|p \cdot \Delta_{q_{2, i}} / q_{2, i}\right|<1$.

$$
\begin{aligned}
\left\|e_{\text {mult }}\right\|_{\infty}^{\text {can }} \leq & \left\|\epsilon_{q_{2, i}} \cdot \mathbf{m} \cdot \mathbf{m}^{\prime}\right\|_{\infty}^{\text {can }}+\left\|\mathbf{m} \cdot e^{\prime}\right\|_{\infty}^{\text {can }}+\left\|\mathbf{m}^{\prime} \cdot e\right\|_{\infty}^{\text {can }} \\
& \quad+\frac{p \cdot\|e\|_{\infty}^{\text {can }} \cdot\left\|e^{\prime}\right\|_{\infty}^{\text {can }}}{q_{2, i}}+\|\delta\|_{\infty}^{\text {can }} \\
\leq & 4 \cdot p^{2} \cdot \phi(m) / 3+6 \cdot\left(B+B^{\prime}\right) \cdot p \cdot \sqrt{\phi(m) / 12}+\frac{p \cdot B \cdot B^{\prime}}{q_{2, i}}+B_{\delta} \\
= & F\left(B, B^{\prime}\right) .
\end{aligned}
$$

Multiplication Step 3: Modular Reduction: Recall that in this step we set

$$
\begin{aligned}
& f_{0}=d_{0} \quad\left(\bmod q_{1, i}^{2}\right)=d_{0}+\epsilon_{0} \cdot q_{1, i}^{2}, \\
& f_{1}=d_{1} \quad\left(\bmod q_{1, i}\right)=d_{1}+\epsilon_{1} \cdot q_{1, i}, \\
& f_{2}=d_{2} \quad\left(\bmod q_{2, i}\right)=d_{2}+\epsilon_{2} \cdot q_{2, i} .
\end{aligned}
$$

In this form, $\mathbf{c t}_{\text {mult }}^{2}=\left(f_{0}, f_{1}, f_{2}\right)$ decrypts as

$$
\begin{equation*}
\left\lceil\frac{1}{\Delta_{q_{2, i}}}\left(f_{2}-\frac{q_{2, i}}{q_{1, i}} \cdot f_{1} \cdot s+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot f_{0} \cdot s^{2}\right)\right\rfloor . \tag{8}
\end{equation*}
$$

To analyse the noise term in the above we expand the inner bracket as follows:

$$
\begin{aligned}
f_{2}= & \frac{q_{2, i}}{q_{1, i}} \cdot f_{1} \cdot s+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot f_{0} \cdot s^{2} \\
= & d_{2}+\epsilon_{2} \cdot q_{2, i}-\frac{q_{2, i}}{q_{1, i}} \cdot\left(d_{1}+\epsilon_{1} \cdot q_{1, i}\right) \cdot s+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot\left(d_{0}+\epsilon_{0} \cdot q_{1, i}^{2}\right) \cdot s^{2} \\
= & d_{2}+\epsilon_{2} \cdot q_{2, i}-\frac{q_{2, i}}{q_{1, i}} \cdot d_{1} \cdot s-\frac{q_{2, i}}{q_{1, i}} \cdot \epsilon_{1} \cdot q_{1, i} \cdot s \\
& \quad+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot d_{0} \cdot s^{2}+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot \epsilon_{0} \cdot q_{1, i}^{2} \cdot s^{2} \\
& =d_{2}-\frac{q_{2, i}}{q_{1, i}} \cdot d_{1} \cdot s+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot d_{0} \cdot s^{2}+q_{2, i} \cdot\left(\epsilon_{2}-\epsilon_{1} \cdot s+q_{2, i} \cdot \epsilon_{0} \cdot s^{2}\right)
\end{aligned}
$$

$$
=\mathbf{m} \cdot \mathbf{m}^{\prime} \cdot \Delta_{q_{2, i}}+e_{\mathrm{mult}}+\epsilon_{\mathrm{mult}} .
$$

We now proceed to analyse the new noise term $\epsilon_{\text {mult }}$.

$$
\begin{aligned}
\left\|\epsilon_{\mathrm{mult}}\right\|_{\infty}^{\mathrm{can}} & \leq\left\|q_{2, i} \cdot\left(\epsilon_{2}-\epsilon_{1} \cdot s+q_{2, i} \cdot \epsilon_{0} \cdot s^{2}\right)\right\|_{\infty}^{\mathrm{can}} \\
& \leq q_{2, i} \cdot\left(\left\|\epsilon_{2}\right\|_{\infty}^{\mathrm{can}}+\left\|\epsilon_{1} \cdot s\right\|_{\infty}^{\mathrm{can}}+q_{2, i} \cdot\left\|\epsilon_{0} \cdot s^{2}\right\|_{\infty}^{\mathrm{can}}\right)
\end{aligned}
$$

We now use the expansions $\epsilon_{0}=\left(f_{0}+d_{0}\right) / q_{1, i}^{2}$ etc, and in what follows we will assume that the $f_{0}$ (resp. $f_{1}$ and $f_{2}$ ) behave as random polyomials with coefficients modulo $q_{1, i}^{2}$ (resp. $q_{1, i}$ and $q_{2, i}$ ).

Please do this again, and expand every thing to make it easy to follow, and also to AVOID MISTAKES. You had TONS of mistakes below. So many it was not even worth me keeping what you had written, so I just deleted it and am starting again. Dont skip steps and try to do them in your head. You clearly cannot, as you make so many mistakes. Expand everything, and reduce each thing in turn. And do proper indentation! And make sure connecting sentences make sense and refer correctly to the stuff you are doing! I have done the first few lines. Please do the rest properly! Also check I have not made mistakes, as I am doing this in a rush at the airport. This leads to:

$$
\begin{aligned}
&\left\|\epsilon_{\mathrm{mult}}\right\|_{\infty}^{\text {can }} \leq q_{2, i} \cdot\left(\left\|\epsilon_{2}\right\|_{\infty}^{\text {can }}+\left\|\epsilon_{1} \cdot s\right\|_{\infty}^{\text {can }}+q_{2, i} \cdot\left\|\epsilon_{0} \cdot s^{2}\right\|_{\infty}^{\text {can }}\right) \\
& \leq q_{2, i} \cdot\left(\frac{\left\|f_{2}\right\|_{\infty}^{\text {can }}}{q_{2, i}}+\frac{\left\|d_{2}\right\|_{\infty}^{\text {can }}}{q_{2, i}}+\frac{\left\|f_{1} \cdot s\right\|_{\infty}^{\text {can }}}{q_{1, i}}+\frac{\left\|d_{1} \cdot s\right\|_{\infty}^{\text {can }}}{q_{1, i}}\right. \\
&\left.+q_{2, i} \cdot \frac{\left\|f_{0} \cdot s^{2}\right\|_{\infty}^{\text {can }}}{q_{1, i}^{2}}+q_{2, i} \cdot \frac{\left\|d_{0} \cdot s^{2}\right\|_{\infty}^{\text {can }}}{q_{1, i}^{2}}\right) \\
& \leq\left\|d_{2}\right\|_{\infty}^{\text {can }}+\frac{q_{2, i} \cdot\left\|d_{1} \cdot s\right\|_{\infty}^{\text {can }}}{q_{1, i}}+\frac{q_{2, i}^{2} \cdot\left\|d_{0} \cdot s^{2}\right\|_{\infty}^{\text {can }}}{q_{1, i}^{2}} \\
&+\left\|f_{2}\right\|_{\infty}^{\text {can }}+\frac{q_{2, i} \cdot\left\|f_{1} \cdot s\right\|_{\infty}^{\text {can }}}{q_{1, i}}+\frac{q_{2, i}^{2} \cdot\left\|f_{0} \cdot s^{2}\right\|_{\infty}^{\text {can }}}{q_{1, i}^{2}} \\
& \leq \ldots
\end{aligned}
$$

So now in the above work out the bounds on the terms using the $f_{i}$ using the fact they are random. Note that $f_{1}$ is multiplied by $s$ and $f_{0}$ is multiplied by $s^{2}$. You utterly failed to notice this in your analysis! We then use the fact that

$$
d_{k}=\frac{p \cdot d_{k}^{\prime}}{q_{2, i}}+\delta_{k}
$$

To simplify further Again EXPAND out things slowly so you dont make mistakes!

$$
\begin{aligned}
\left\|\epsilon_{\mathrm{mult}}\right\|_{\infty}^{\mathrm{can}} & \leq \ldots \\
& =: B_{\epsilon}
\end{aligned}
$$

Multiplication Step 4: Relinearization: Recall that in this step we set

$$
\begin{aligned}
& c_{0}=f_{1}+\sum_{j=0}^{\left\lceil 2 \cdot \log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot a_{j} \\
& c_{1}=f_{2}+\sum_{j=0}^{\left\lceil 2 \cdot \log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot b_{j} .
\end{aligned}
$$

Checking correctness,

$$
\begin{aligned}
& \frac{1}{\Delta_{q_{2, i}}}\left(-\frac{q_{2, i}}{q_{1, i}} \cdot c_{0} \cdot s+c_{1}\right)=\frac{1}{\Delta_{q_{2, i}}}\left(-\frac{q_{2, i}}{q_{1, i}} \cdot f_{1} \cdot s-\frac{q_{2, i}}{q_{1, i}} \cdot s \cdot \sum_{j=0}^{2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot a_{j}\right. \\
& \left.+f_{2}+\sum_{j=0}^{2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot b_{j}\right) \\
& =\frac{1}{\Delta_{q_{2, i}}}\left(f_{2}-\frac{q_{2, i}}{q_{1, i}} \cdot f_{1} \cdot s-\frac{q_{2, i}}{q_{1, i}} \cdot s \cdot \sum_{j=0}^{2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot a_{j}\right. \\
& +\sum_{j=0}^{2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot \frac{q_{2, i}}{q_{1, i}} \cdot a_{j} \cdot s \\
& +\sum_{j=0}^{2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot T^{j} \cdot s^{2} \\
& \left.+\sum_{j=0}^{2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot \tau_{j}\right) \\
& =\frac{1}{\Delta_{q_{2, i}}}\left(d_{2}-\frac{q_{2, i}}{q_{1, i}} \cdot f_{1} \cdot s-\frac{q_{2, i}}{q_{1, i}} \cdot s \cdot \sum_{j=0}^{2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot a_{j}\right. \\
& +\frac{q_{2, i}}{q_{1, i}} \cdot s \cdot \sum_{j=0}^{2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot a_{j} \\
& +\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot s^{2} \cdot \sum_{j=0}^{2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot T^{j} \\
& \left.+\sum_{j=0}^{2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot \tau_{j}\right) \\
& =\frac{1}{\Delta_{q_{2, i}}}\left(f_{2}-\frac{q_{2, i}}{q_{1, i}} \cdot f_{1} \cdot s+\left(\frac{q_{2, i}}{q_{1, i}}\right)^{2} \cdot f_{0} \cdot s^{2}\right.
\end{aligned}
$$

$$
\begin{gathered}
\left.+\sum_{j=0}^{2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot \tau_{j}\right) \\
=\frac{1}{\Delta_{q_{2, i}}}\left(\mathbf{m} \cdot \mathbf{m}^{\prime} \cdot \Delta_{q_{2, i}}+e_{\mathrm{mult}}+\epsilon_{\mathrm{mult}}+\sum_{j=0}^{2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot \tau_{j}\right) .
\end{gathered}
$$

Which is exactly as required, bar an additional noise term we need to deal with. We bound it as

$$
\left\|\sum_{j=0}^{2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot \tau_{j}\right\|_{\infty}^{\mathrm{can}} \leq 2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil \cdot \phi(m) \cdot T / 3
$$

Explain why $f_{0, j} \cdot \tau_{j}$ is bounded by $\phi(m) \cdot T / 3$. Maybe call this bound $B_{4}$ for the bound from the fourth step, and $B_{\epsilon}$ you can call $B_{3}$. Then $F(.,$.$) could be B_{2}(.,$.$) . Might be$ clearer then
Putting all three steps together we obtain a multiplication operation which increases the noise inherent in the output ciphertext by a value bounded, in the canonical norm, by

$$
\begin{aligned}
\left\|e_{\text {mult }}+\epsilon_{\mathrm{mult}}+\sum_{j=0}^{2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil} f_{0, j} \cdot \tau_{j}\right\|_{\infty}^{\mathrm{can}} & \leq F\left(B, B^{\prime}\right)+2 \cdot\left\lceil\log _{T}\left(q_{1, i}\right)\right\rceil \cdot \phi(m) \cdot T / 3+B_{\epsilon} \\
& =: G\left(B, B^{\prime}\right)
\end{aligned}
$$

Tidy this up, it breaks a line!

## B Compact Public Key

At its heart our scheme is a symmetric key homomorphic encryption scheme. We then use the standard naive method to convert it into a public key scheme, by placing a large number of encryptions of zero into the public key, leading to a large public key. The RLWE based schemes use a different methodology, namely they place a single encryption of zero into the public key, and then present an efficient methodology to randomize this into another encryption of zero for the encryption method. At present no such direct methodology (which does not pass via some RLWE assumption) is available for RLWR encryption schemes, meaning the public key is relatively large compared to schemes such as BGV. Replicating this procedure for RLWR is somewhat trickier. To the best of our knowledge, the only way to do so efficiently is to slightly modify the hardness problem we are using.

So consider the following. Pick $a$ uniformly at random from $R_{q_{1, i}}$ as before, but instead of the usual pair $\left(a,[a \cdot s\rfloor_{q_{1, i}, q_{2, i}}\right) \in R_{q_{1, i}} \times R_{q_{2, i}}$ we consider the slightly modified RLWR pair

$$
\left(\left[\left.a\right|_{q_{1, i}, q_{2, i}},[a \cdot s\rfloor_{q_{1, i}, q_{2, i}}\right)=(\widetilde{a}, \widetilde{b}) \in R_{q_{2, i}} \times R_{q_{2, i}} .\right.
$$

Then consider a lift of the pair to the ring $R_{q_{1, i}}$.

$$
\begin{aligned}
a^{\uparrow} & =\left\lceil\widetilde{a} \cdot \frac{q_{1, i}}{q_{2, i}}\right\rfloor+r_{a} \\
b^{\uparrow} & =\left\lceil\widetilde{b} \cdot \frac{q_{1, i}}{q_{2, i}}\right\rfloor+r_{b}
\end{aligned}
$$

where we choose the $r_{i}$ according to (say) a bounded uniform distribution. Picking a small $u \leftarrow R_{q_{1, i}}$ and bringing this back down to $R_{q_{2, i}}$, we obtain new ring elements

$$
\begin{aligned}
a^{\prime} & =\left[a^{\uparrow} \cdot u\right]_{q_{1, i}, q_{2, i}} \\
b^{\prime} & =\left[b^{\uparrow} \cdot u\right]_{q_{1, i}, q_{2, i}}
\end{aligned}
$$

In the above, because we have

$$
s \cdot a^{\prime} \approx b^{\prime}
$$

this can be thought of as a modified RLWE instance. The error distribution, however is neither the usual Gaussian nor uniform. Therefore, we cannot make a concrete statement about the security of this 'modified' RLWE. The problem of how this relates to regular RLWE remains open.

Writing out the result of the procedure, we end up with something of the form

$$
a^{\prime} \approx u \cdot \widetilde{a}+\left\lceil u+r_{a}\right\rfloor_{q_{1, i}, q_{2, i}}
$$

and similarly for $b^{\prime}$. Since we have preserved the term $\tilde{a}$, there is no need to lift that element and so we can simplify the procedure by simply sampling the elements $r_{a}$ and $u$ in $R_{q_{1, i}}$ and mapping down as described above.

This procedure has the disadvantage of modifying the underlying hardness problems. Indeed, we discussed the unknown distribution in using the 'modified' RLWE above. Further, we modify the RLWR sample

$$
\left(a,[a \cdot s\rfloor_{q_{1, i}, q_{2, i}}\right) \in R_{q_{1, i}} \times R_{q_{2, i}}
$$

and instead consider a pair of elements

$$
(\widetilde{a}, \widetilde{b})=\left(\left[\left.a\right|_{q_{1, i}, q_{2, i}},[a \cdot s\rfloor_{q_{1, i}, q_{2, i}}\right) \in R_{q_{2, i}} \times R_{q_{2, i}} .\right.
$$

The question of how the security of the sample

$$
\left([a\rfloor_{q_{1, i}, q_{2, i}},[a \cdot s\rfloor_{q_{1, i}, q_{2, i}}\right)
$$

relates to that of

$$
\left(a,\lceil a \cdot s\rfloor_{q_{1, i}, q_{2, i}}\right)
$$

remains open.


[^0]:    ${ }^{1}$ We use $\left(q_{1}, q_{2}\right)$ rather than the traditional $(q, p)$ as we want to reserve the letter $p$ for our plaintext modulus.

[^1]:    ${ }^{2}$ After all this is exactly what happens in deployed cryptosystems in practice.

