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#### Abstract

The advent of large-scale quantum computers has resulted in significant interest in quantum-safe cryptographic primitives. Lattice-based cryptography is one of the most attractive post-quantum cryptographic families due to its well-understood security, efficient operation and versatility. However, LWE-based schemes are still relatively bulky and slow.

In this work, we present spKEX, a forward-secret, post-quantum, unauthenticated lattice-based key-exchange scheme that combines four techniques to optimize performance. spKEX relies on Learning with Rounding (LWR) to reduce bandwidth; it uses sparse and ternary secrets to speed up computations and reduce failure probability; it applies an improved key reconciliation scheme to reduce bandwidth and failure probability; and computes the public matrix A by means of a permutation to improve performance while allowing for a fresh A in each key exchange.

For a quantum security level of 128 bits, our scheme requires $32 \%$ lesser bandwidth than the LWE-based key-exchange proposal Frodo [8] and allows for a fast implementation of the key exchange.
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## 1 Introduction

The exchange of sensitive information, e.g. financial, military or private data, over communication systems requires solutions to ensure the confidentiality of these information transactions. Confidentiality can be enabled by means of cryptographic primitives such as public-key encryption [21] and key-establishment [14]. However, the approach of quantum computing, in combination with Shor's [23] and Grover's [16] algorithms has resulted in a need for quantum-resistant algorithms since a majority of the world's communication today depend on cryptography that is vulnerable to cryptanalysis by quantum computers. This need is recognized by organizations such as NIST and ETSI that are currently standardizing such solutions.

Key-exchange is one of the most sensitive and urgent application areas where post-quantum cryptography is required. The reason is that an attacker who collects encrypted data of interest to him (even assuming that forward-secret cryptography is used) will be able to decrypt this data when a quantum computer becomes available. Thus, this paper focuses on this primitive.

Lattice-based cryptography is a promising candidate for quantum-resistant cryptography due to its (relatively) good performance, versatility in different cryptographic schemes and resistance against all known quantum algorithms. In particular, the Learning with Errors (LWE) problem [20] is a hard mathematical problem with quantum reductions to the worst-case hard lattice problems GapSVP and SIVP [20] and classical reductions to GapSVP [18, 9]. In one of the flavors of LWE, the attacker is given many pairs $\left(a_{i},\left\{b_{i}=a_{i} s+e_{i}(\bmod q)\right\}\right)$ and his task is to recover $s$, where $a_{i}$ and $s$ are randomly chosen vectors from a uniform distribution and $e_{i}$ are randomly taken from a Gaussian distribution. The Learning with Rounding (LWR) problem [5] is a deterministic variant of the LWE problem that replaces standard Gaussian errors with errors introduced by rounding to a smaller modulus. The motivation is to achieve higher efficiency due to the difficulty of sampling from a Gaussian distribution and to reduce the ciphertext length [10. For both LWE and LWR, small-secret and sparse variants are also possible, i.e., ones in which the secret is sampled from a binary or ternary distribution, secrets that are sparse, and secrets that are both sparse and small 12 .

The schemes of Ding et al [15] and the Frodo scheme due to Bos et al [8] are post-quantum, unauthenticated key-exchange schemes based on the Learning with Errors (LWE) problem. They use public keys derived using secret vectors and Gaussian noise to establish a shared secret between two entities in an ephemeral manner. The sampling from a Gaussian distribution while creating the LWE error leads to a significant overhead. The Lizard scheme of Cheon et al [13] is a public-key encryption (PKE) scheme that uses the reduction of the LWE problem to the Learning with Rounding (LWR) problem [5, 7, 4] in order to replace the slower Gaussian sampling with more efficient rounding for incorporating noise. Furthermore, Lizard proposes the use of sparse, ternary secrets in order to increase efficiency, and is based on both LWE and the LWR problem with sparse-ternary secrets (sparse-ternary LWR or SP-TERLWR). However,
these schemes are still relatively bulky and the open question is if they can be further optimized for real-world usage scenarios.

This document describes an unauthenticated, ephemeral lattice-based keyexchange - spKEX, based on the LWR problem with sparse-ternary secrets. This key-exchange proposal builds on the lattice-based KEX proposed by [15] and [8]. Performance improvements are achieved by a combination of four design techniques:

- Introduction of noise by using rounding [5] which is computationally more efficient than sampling noise from a discrete Gaussian distribution [2, 8, 13 ] and allows reducing bandwidth requirements.
- Use of the generalized reconciliation mechanism from [24 to achieve a (sufficiently low) target failure probability with smaller configuration parameters.
- The application of sparse ternary secrets to optimize computations.
- Introduction of a computationally inexpensive approach to refresh the public parameter $\boldsymbol{A}$ by permuting a fixed, master public parameter. This aims at preventing pre-computation or backdoor-like attacks [19] while being more efficient than purely random approaches [8, 2].
Although some of the techniques above are known, they have not been used in actual key exchanges yet. For instance, Frodo mentions the potential usage of LWR but it does not describe the design of such a key exchange nor does it quantify its security level. Thus, the present work aims at showing how efficient a lattice-based key exchange can be made if all known techniques that improve performance are applied together, while providing a thorough analysis of the corresponding security and operational results. The remainder of this paper is organized as follows: Section 2 describes our notation. Section 3 describes spKEX. Section 4,5 and 6 respectively analyze the failure probability, security, and performance of spKEX. Section 7 concludes this paper.


## 2 Notation

A vector is denoted in small letters, bold-face, as $\boldsymbol{v}$, and is always considered as a column vector. Matrices are denoted in capital letters, bold-face, as $\boldsymbol{M}$. We denote the inner product of two vector $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$ of equal length as $\left(\boldsymbol{v}_{1}, \boldsymbol{v}_{2}\right)$; that is, $\left(\boldsymbol{v}_{1}, \boldsymbol{v}_{2}\right)=\boldsymbol{v}_{1}^{\top} \cdot \boldsymbol{v}_{2}$. The norm of a vector is the Euclidean or $\ell_{2}$ norm unless mentioned otherwise. Logarithms are assumed to be base 2 unless otherwise specified. We denote by $\|\boldsymbol{M}\|_{\infty}$ the maximum of the absolute value of the entries of $\boldsymbol{M}$. That is, for any $n \times m$ matrix $\boldsymbol{M}$,

$$
\|\boldsymbol{M}\|_{\infty}=\max \left\{\left|M_{i, j}\right| \mid 1 \leq i \leq n, 1 \leq j \leq m\right\} .
$$

For each real number $x$, we write $\lfloor x\rfloor$ for $x$ rounded downwards to the closest integer, so

$$
\lfloor x\rfloor=\max \{n \in \mathbb{Z} \mid n \leq x\}
$$

Moreover, $\lfloor x\rceil$ denotes the integer closest to $x$ (rounded upwards in case of a tie), so $\lfloor x\rceil=\left\lfloor x+\frac{1}{2}\right\rfloor$. For each integer $x$ and each integer positive integer $p$, we define $\langle x\rangle_{p}$ and $\{x\}_{p}$ as the integer in $(0, p-1]$ and in $(-p / 2, p / 2]$, respectively, that is equivalent to $x$ modulo $p$. Note that for each integer $x$ and each positive integer $p,\{x\}_{p}=\left\langle x+\left\lfloor\frac{p}{2}\right\rfloor\right\rangle_{p}-\left\lfloor\frac{p}{2}\right\rfloor$. We extend these notations to matrices by component wise application.

If $\chi$ is a probability distribution over a set $S$, then $x \stackrel{\$}{\leftarrow} \chi$ denotes sampling $x \in S$ according to $\chi$. If $S$ is a set, then $U(S)$ denotes the uniform distribution on $S$, and we denote sampling of $x$ uniformly and randomly from $S$ either by $x \stackrel{\$}{\leftarrow} U(S)$ or by $x \stackrel{\$}{\leftarrow} S$. For a matrix $\boldsymbol{M}$ or vector $\boldsymbol{v}$, the notation $\boldsymbol{M} \stackrel{\$}{\leftarrow} \chi$ and $\boldsymbol{v} \stackrel{\$}{\leftarrow} \chi$ signifies that the entries of $\boldsymbol{M}$ and $\boldsymbol{v}$ are drawn independently according to distribution $\chi$. For a real $\sigma>0$, we use $D_{\sigma}$ to denote the discrete Gaussian distribution, which has support $\mathbb{Z}$ and assigns a probability proportional to $\exp \left(-\pi x^{2} / \sigma^{2}\right)$ to each $x \in \mathbb{Z}$. For $n, h \in \mathbb{Z}$ and $0 \leq h \leq n, \mathcal{H W} \mathcal{T}_{n}(h)$ represents the set of vectors from $\{-1,0,1\}^{n}$ of Hamming weight $h$, i.e., each such vector contains exactly $h$ non-zero entries.

## 3 The spKEX Key-Exchange Protocol

### 3.1 Underlying Problem

The security of our key-exchange scheme is based on the hardness of the sparseternary LWR problem:

Definition 1 (Sparse-Ternary LWR (sp-terLWR)) Let $n, p, q, h$ be positive integers.
The search-sp-ter $\boldsymbol{L} \boldsymbol{W} \boldsymbol{R}$ is to find $s \in\{-1,0,1\}^{n}$ of Hamming weight $h$ from arbitrarily many independent samples of the form ( $\boldsymbol{a}_{i}, b_{i}=\left\lfloor\frac{p}{q} \cdot\langle\boldsymbol{a}, \boldsymbol{s}\rangle_{q}\right\rceil$ ).
The decision-sp-ter $\boldsymbol{L} \boldsymbol{W} \boldsymbol{R}$ problem is to distinguish $\left(\boldsymbol{a}, b=\left\lfloor\frac{p}{q} \cdot\langle\boldsymbol{a}, \boldsymbol{s}\rangle_{q}\right\rceil\right.$ ) from the uniform distribution over $\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{p}$ with non-negligible advantage, for a fixed $s \in\{-1,0,1\}^{n}$ of Hamming weight $h$.

According to [13], the hardness of this problem can be obtained from that of LWE with similar secret distributions since the reduction from LWE to LWR is independent of the secret's distribution [7]. Even if a formal reduction is not presented in [13], this statement is sound. Consider LWE with uniform noise on $V=\left(-\frac{q}{2 p}, \frac{q}{2 p}\right] \cap \mathbb{Z}$. For a given secret $\boldsymbol{s}$, the attacker observes $(\boldsymbol{a}, b) \in$ $\mathbb{Z}_{q}^{n} \times Z_{q}$ where $b=\langle(\boldsymbol{a}, \boldsymbol{s})\rangle_{q}+e \bmod q$, and $e \stackrel{\$}{\leftarrow} V$. We thus have that $\frac{p}{q}^{q} \cdot b=\frac{p}{q} \cdot\langle(\boldsymbol{a}, \boldsymbol{s})\rangle_{q}+\frac{p}{q} \cdot e(\bmod p)$. As $\frac{p}{q} \cdot e \in(-1 / 2,1 / 2]$, we infer that if $b$ is a multiple of $\frac{q}{p}$, then $\frac{p}{q} \cdot b=\left\lfloor\frac{p}{q} \cdot\langle(\boldsymbol{a}, \boldsymbol{s})\rangle_{q}\right\rceil$. Hence, if $\boldsymbol{s}$ can be obtained from $m$ LWR samples, then it can be obtained from $\frac{q}{p} m$ samples from LWE with uniform noise on $\left(-\frac{q}{2 p}, \frac{q}{2 p}\right.$ ]. This is a similar reasoning as in [7] Thm.3]. Note that this reduction places no restrictions on the distribution from which the components of $s$ can be chosen.

Results on the hardness of LWR are relevant for spKEX. It is shown in 7 ] that the search and decision LWR problems are at least as hard as the corresponding LWE problems when the number of problem instances $m$ is bounded. This however requires an increase of the LWR problem dimension by a factor of $\log q$. In [4] this reduction is tightened, showing that an LWR problem is at least as hard as an LWE problem with uniform, bounded noise that supplies a greater number of samples but has the same dimension $n$ and modulus $q$. This reduction is notable since it is the first to preserve the dimension $n$ and modulus $q$ between LWE (albeit with uniform, bounded noise) and LWR without resorting to noise-flooding [5] to re-normalize the rounding errors. In spKEX, an attacker has a bounded number of samples since it is a (ephemeral) key exchange in which parameters are refreshed. Thus, LWR and its variants are suitable choices for the construction of an ephemeral key exchange protocol, considering the bound on $m$.

### 3.2 Protocol Description

This section describes our key-exchange protocol between Alice and Bob that is sketched in Table 1. The protocol begins with the choice of the following public parameters:

- $q$ : The large modulus of the LWR problem.
- $p$ : The rounding modulus of the LWR problem, an integer multiple of $2^{B+b_{h}+1}$ and satisfying $p \mid q$.
- $n$ : Dimension of the LWR problem, also representing the dimension of the public matrix $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times n}$.
- $h$ : The Hamming weight of secrets.
- $\bar{n}, \bar{m}$ : Number of LWR problem instances created by Alice and Bob, respectively.
- B: Number of bits extracted per coefficient of each party's raw key.
- $b_{h}$ : The number of reconciliation bits per coefficient of each party's raw key.
- $\boldsymbol{A}_{\text {master }}$ : The LWR master public matrix from which a fresh instance is generated for each key-exchange session by means of a random fresh permutation $\Pi$.
- A hash function hash.

Based on these public system parameters, Alice and Bob use the spKEX protocol detailed in Table 1 to agree on a shared secret $\boldsymbol{K}$, and its hash - the final symmetric key $\mu$. This protocol is similar to [8] with a number of key differences.

Table 1: spKEX Protocol

| Alice |  | Bob |
| :---: | :---: | :---: |
| 1. Choose a random permutation $\Pi$. |  |  |
| 2. $\boldsymbol{A}=\Pi\left(\boldsymbol{A}_{\text {master }}\right) \in \mathbb{Z}_{q}^{n \times n}$. |  |  |
| 3. $\boldsymbol{S}_{a} \in\{0, \pm 1\}^{n \times \bar{n}} \leftarrow \mathcal{H W W} \mathcal{T}_{n}(h)^{\bar{n}}$. |  |  |
| 4. $\boldsymbol{P}_{a}=\left\langle\left\lfloor\left(\frac{p}{q}\right)\left\langle\boldsymbol{A} \cdot \boldsymbol{S}_{a}\right\rangle_{q}\right\rceil\right\rangle_{p} \in \mathbb{Z}_{p}^{n \times \bar{n}}$. |  |  |
|  | $\text { 11. } \boldsymbol{P}_{b}, \boldsymbol{H}$ | $\begin{aligned} & \text { D. } \boldsymbol{A}=\Pi\left(\boldsymbol{A}_{\text {master }}\right) \in \mathbb{Z}_{q}^{n \times n} \\ & \text { f. } \boldsymbol{S}_{b} \in\{0, \pm 1\}^{n \times \bar{m}} \leftarrow \mathcal{H} \mathcal{W} \mathcal{T}_{n}(h)^{\bar{m}} \\ & \text {. } \boldsymbol{P}_{b}=\left\langle\left\lfloor\left(\frac{p}{q}\right)\left\langle\boldsymbol{S}_{b}^{\top} \cdot \boldsymbol{A}\right\rangle_{q}\right\rceil\right\rangle_{p} \in \mathbb{Z}_{p}^{\bar{m} \times n} . \\ & \boldsymbol{K}_{b}=\left\langle\boldsymbol{S}_{b}^{\top} \cdot \boldsymbol{P}_{a}\right\rangle_{p} \in \mathbb{Z}_{p}^{\bar{m} \times \bar{n}} \\ & \text { 0. } \boldsymbol{H}=\left\lfloor\frac{2^{B+b_{h}}}{p}\left\langle\boldsymbol{K}_{b}\right\rangle_{p / 2^{B}}\right\rfloor \in \mathbb{Z}_{2^{b} h}^{\bar{m} \times \bar{n}} . \end{aligned}$ |
| 12. $\boldsymbol{K}_{a}=\left\langle\boldsymbol{P}_{b} \cdot \boldsymbol{S}_{a}\right\rangle_{p} \in \mathbb{Z}_{p}^{\bar{m} \times \bar{n}}$. |  |  |
| 13. $\boldsymbol{K}=\left\langle\left\lfloor\frac{2^{B}}{p} \boldsymbol{K}_{a}-\frac{1}{2^{b_{h}}} \boldsymbol{H}-\frac{1}{2^{b_{h}+1}}+\frac{1}{2}\right\rfloor\right\rangle_{2^{B}}$ |  | 3. $\boldsymbol{K}=\left\lfloor\frac{2^{B}}{p} \boldsymbol{K}_{b}\right\rfloor$ |
| 14. $\mu=\operatorname{hash}(\boldsymbol{K})$ |  | 4. $\mu=\operatorname{hash}(\boldsymbol{K})$ |

First, the public matrix $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times n}$ is generated from a fixed, master public matrix $\boldsymbol{A}_{\text {master }}$ and a random permutation $\Pi$ as $\boldsymbol{A}=\Pi\left(\boldsymbol{A}_{\text {master }}\right)$. This allows efficient computation every time of a fresh $\boldsymbol{A}$, i.e., this approach is a trade-off between the performance advantages of a fixed matrix $\boldsymbol{A}$ [19] and the security considerations of having a fresh random $\boldsymbol{A}$ to prevent pre-computation or backdoor-like attacks [8, e.g., lattice-reduction.

Second, spKEX uses sparse ternary secrets $\boldsymbol{S}_{a}, \boldsymbol{S}_{b}$ of which each column has Hamming weight $h$ so that operations are more efficient. Because $\boldsymbol{S}_{a}$ and $\boldsymbol{S}_{b}$ are fresh for each session, spKEX achieves forward secrecy. Third, the publickeys are computed by applying rounding. This avoids expensive sampling of Gaussian noise, and reduces bandwidth requirements to exchange public-keys. Furthermore, the "raw keys" $\boldsymbol{K}_{a}$ and $\boldsymbol{K}_{b}$ can be obtained by performing computations modulo the (smaller) modulus $p$.

Fourth, to achieve an exact key agreement we use the reconciliation mechanism from [24] that allows for larger differences between the raw keys than the mechanism from [19].

## 4 Analysis of Operational Correctness

In this section, we analyze the operational correctness of spKEX. That is, we show that for a proper choice of parameters, Alice and Bob agree on a common key with a high probability.

### 4.1 Difference between Raw Keys

We define the $n \times \bar{n}$ matrix $\boldsymbol{E}_{a}$ and the $\bar{m} \times n$ matrix $\boldsymbol{E}_{b}$ as

$$
\begin{align*}
\boldsymbol{E}_{a} & =\boldsymbol{P}_{a}-\frac{p}{q}\left\langle\boldsymbol{A} \cdot \boldsymbol{S}_{a}\right\rangle_{q}=\left\lfloor\frac{p}{q}\left\langle\boldsymbol{A} \cdot \boldsymbol{S}_{a}\right\rangle_{q}\right\rceil-\frac{p}{q}\left\langle\boldsymbol{A} \cdot \boldsymbol{S}_{a}\right\rangle_{q}  \tag{1}\\
\boldsymbol{E}_{b} & =\boldsymbol{P}_{b}-\frac{p}{q}\left\langle\boldsymbol{S}_{b} \cdot \boldsymbol{A}\right\rangle_{q} \tag{2}
\end{align*}=\left\lfloor\frac{p}{q}\left\langle\boldsymbol{S}_{b} \cdot \boldsymbol{A}\right\rangle_{q}\right\rceil-\frac{p}{q}\left\langle\boldsymbol{S}_{b} \cdot \boldsymbol{A}\right\rangle_{q} .
$$

The definition of the $\lfloor\cdot\rceil$ function implies that

$$
\begin{equation*}
\left\|\boldsymbol{E}_{a}\right\|_{\infty} \leq \frac{1}{2} \text { and }\left\|\boldsymbol{E}_{b}\right\|_{\infty} \leq \frac{1}{2} \tag{3}
\end{equation*}
$$

In fact, all entries of $\boldsymbol{E}_{a}$ and $\boldsymbol{E}_{b}$ are integer multiples of $\frac{p}{q}$.
From the definitions of $\boldsymbol{K}_{a}, \boldsymbol{K}_{b}, \boldsymbol{E}_{a}$ and $\boldsymbol{E}_{b}$, it follows that

$$
\begin{align*}
\boldsymbol{K}_{a} & \equiv \boldsymbol{P}_{b} \cdot \boldsymbol{S}_{a} \\
& =\left\{\frac{p}{q} \cdot\left(\boldsymbol{S}_{b}^{\top} \cdot \boldsymbol{A}+q \cdot \boldsymbol{U}_{1}\right)+\boldsymbol{E}_{b}\right\} \cdot \boldsymbol{S}_{a} \quad \text { where } \boldsymbol{U}_{1} \in \mathbb{Z}^{\bar{m} \times n}  \tag{4}\\
& \equiv \frac{p}{q}\left(\boldsymbol{S}_{b}^{\boldsymbol{\top}} \cdot \boldsymbol{A} \cdot \boldsymbol{S}_{a}\right)+\boldsymbol{E}_{b} \cdot \boldsymbol{S}_{a} \quad(\bmod p),
\end{align*}
$$

and similarly

$$
\begin{equation*}
\boldsymbol{K}_{b} \equiv \frac{p}{q}\left(\boldsymbol{S}_{b}^{\boldsymbol{\top}} \cdot \boldsymbol{A} \cdot \boldsymbol{S}_{a}\right)+\boldsymbol{S}_{b}^{\boldsymbol{\top}} \cdot \boldsymbol{E}_{a} \quad(\bmod p) \tag{5}
\end{equation*}
$$

As a consequence,

$$
\begin{equation*}
\boldsymbol{K}_{a}-\boldsymbol{K}_{b} \equiv \boldsymbol{E}_{b} \cdot \boldsymbol{S}_{a}-\boldsymbol{S}_{b}^{\boldsymbol{\top}} \cdot \boldsymbol{E}_{a} \quad(\bmod p) \tag{6}
\end{equation*}
$$

### 4.2 Reconciliation Condition

As shown in [24], Alice and Bob agree on entry $i, j$ of $K$ if

$$
\begin{equation*}
\left\{\left(\boldsymbol{K}_{a}-\boldsymbol{K}_{b}\right)_{i, j}\right\}_{p} \leq \Delta:=\frac{p}{2^{B+1}}-\frac{p}{2^{B+b_{h}+1}} . \tag{7}
\end{equation*}
$$

We invoke (6) to analyze $\left\{\boldsymbol{K}_{a}-\boldsymbol{K}_{b}\right\}_{p}$. Each column of $\boldsymbol{S}_{a}$ and each row of $\boldsymbol{S}_{b}^{\top}$ has $h$ non-zero entries, and each non-zero entry equals 1 or -1 . Moreover, all entries of $\boldsymbol{E}_{a}$ and $\boldsymbol{E}_{b}$ are in the interval $(-1 / 2,1 / 2]$. As a consequence, all entries of $\boldsymbol{E}_{b} \cdot \boldsymbol{S}_{a}$ and $\boldsymbol{S}_{b}^{\top} \cdot \boldsymbol{E}_{a}$ are in $\left(-\frac{1}{2} h, \frac{1}{2} h\right]$, and so $\left\|\boldsymbol{E}_{b} \cdot \boldsymbol{S}_{a}-\boldsymbol{S}_{b} \cdot \boldsymbol{E}_{a}\right\|_{\infty} \leq h$. Hence, if $h \leq \Delta$, then Alice and Bob always agree on a common key.

We wish to have a more relaxed condition that ensures that Alice and Bob agree on a common key with high probability. In Appendix A we show the following result. If we model the entries of each row of $\boldsymbol{E}_{a}$ and each row of $\boldsymbol{E}_{b}$ as being independently and uniformly distributed on $(-1 / 2,1 / 2]$, then
$\operatorname{Pr}($ Alice and Bob do not agree on a common key $) \leq 4 \cdot \bar{m} \cdot \bar{n} \cdot 2^{h \cdot f((\Delta+1) / h), ~}$

$$
\begin{equation*}
\text { where } f(a)=\frac{1}{\ln 2} \min \left\{\left.\ln \left(\frac{e^{t}-e^{-t}}{2 t}\right)-a t \right\rvert\, t>0\right\} \tag{9}
\end{equation*}
$$

We have not been able to derive a closed formula for $f$, but the minimization can easily be performed numerically. We defer details to Appendix A

## 5 Security Analysis

Our security analysis considers four aspects, namely, a) attacks using lattice reduction and parameter estimations, b) specialized attacks exploiting sparse ternary secrets, $c$ ) biases in the computed keys, and $d$ ) security considerations regarding the computation of the public parameter $\boldsymbol{A}$.

### 5.1 Attacks based on Lattice Reduction

The use of ephemeral secrets and refreshed public parameters in the key-exchange strictly limits the number of samples available to an attacker, and restricts relevant attacks to those based on lattice reduction - the primal or decoding attack [3] and the dual or distinguishing attack [1].

The attacker can use the public keys $\boldsymbol{P}_{\boldsymbol{a}}=\left\langle\left\lfloor\frac{p}{q}\left\langle\boldsymbol{A} \boldsymbol{S}_{a}\right\rangle_{q}\right\rceil\right\rangle_{p}$ and $\boldsymbol{P}_{\boldsymbol{b}}=\left\langle\left\lfloor\frac{p}{q}\left\langle\boldsymbol{S}_{b}^{\boldsymbol{\top}} \boldsymbol{A}\right\rangle_{q}\right\rceil\right\rangle_{p}$ to obtain information on $\boldsymbol{S}_{a}$ and $\boldsymbol{S}_{b}$, respectively. We work out how this is done for $\boldsymbol{S}_{a}$, the case for $\boldsymbol{S}_{b}$ being similar. Let $1 \leq i \leq n$ and $1 \leq j \leq \bar{n}$. If we denote the $i$-th row of $\boldsymbol{A}$ by $\boldsymbol{a}_{i}^{\top}$ and the $j$-th column of $\boldsymbol{S}_{a}$ by $\boldsymbol{s}_{j}$, then

$$
\left(\boldsymbol{P}_{a}\right)_{i, j}=\left\langle\left\lfloor\frac{p}{q}\left\langle\left(\boldsymbol{a}_{i}, \boldsymbol{s}_{j}\right)\right\rangle_{q}\right\rceil\right\rangle_{p}
$$

By the definition of the rounding function $\lfloor\cdot\rceil$, we have that

$$
\left(\boldsymbol{P}_{a}\right)_{i, j} \equiv \frac{p}{q}\left\langle\left(\boldsymbol{a}_{i}, \boldsymbol{s}_{j}\right)\right\rangle_{q}+e_{i, j} \quad(\bmod p) \text { with } e_{i, j} \in(-1 / 2,1 / 2]
$$

As $\left\langle\left(\boldsymbol{a}_{i}, \boldsymbol{s}_{j}\right)\right\rangle_{q}=\left(\boldsymbol{a}_{i}, \boldsymbol{s}_{j}\right)+\lambda q$ for some integer $\lambda$, we infer that

$$
\begin{equation*}
\frac{q}{p}\left(\boldsymbol{P}_{a}\right)_{i, j} \equiv\left(\boldsymbol{a}_{i}, \boldsymbol{s}_{j}\right)+\frac{q}{p} e_{i, j} \quad(\bmod q) . \tag{10}
\end{equation*}
$$

So we have $n$ equations involving $\boldsymbol{s}_{j}$. Unlike conventional LWE, the errors $\frac{q}{p} e_{i, j}$ reside in a bounded interval, namely $\left(-\frac{q}{2 p}, \frac{q}{2 p}\right]$. In what follows, we will only consider the case that $p$ divides $q$.

Primal Attack: In 10 , we write $\boldsymbol{s}$ for $\boldsymbol{s}_{j}$, denote by $\boldsymbol{b}$ the vector of length $m$ with $j$-th component $\frac{q}{p}\left(\boldsymbol{P}_{a}\right)_{i, j}$, and with $\boldsymbol{A}_{m}$ the matrix consisting of the $m$ top rows of $\boldsymbol{A}$. We then have, for $\boldsymbol{e} \in\left(-\frac{q}{2 p}, \frac{q}{2 p}\right]^{m}$

$$
\begin{equation*}
\boldsymbol{b} \equiv \boldsymbol{A}_{m} \boldsymbol{s}+\boldsymbol{e} \quad(\bmod q) \tag{11}
\end{equation*}
$$

so that $\boldsymbol{v}=\left(s^{\boldsymbol{\top}}, \boldsymbol{e}^{\boldsymbol{\top}}, 1\right)^{\top}$ is in the lattice $\Lambda$ defined as

$$
\begin{equation*}
\Lambda=\left\{\boldsymbol{x} \in \mathbb{Z}^{n+m+1}:\left(\boldsymbol{A}_{m}\left|\boldsymbol{I}_{m}\right|-\boldsymbol{b}\right) \boldsymbol{x}=\mathbf{0} \quad(\bmod q)\right\} \tag{12}
\end{equation*}
$$

of dimension $d=n+m+1$ and volume $q^{m}$ [8, 2]. The attacker then searches for a short vector in $\Lambda$ which hopefully equals $\boldsymbol{v}$, thus enabling him to recover the secret $s$.

Lattice Rescaling: The vector $\boldsymbol{v}=(\boldsymbol{s}, \boldsymbol{e}, 1)$ is unbalanced due to $\|\boldsymbol{s}\| \ll\|\boldsymbol{e}\|$. For exploiting this fact, a rescaling technique originally due to [3], and analyzed further in [13] and [1] is applied in order to balance the expected norms of the components of $s$ and of $\boldsymbol{e}$. As $\boldsymbol{s}$ is ternary and has $h$ non-zero entries, the expected norm of each entry equals $\frac{h}{n}$. Approximating each entry of $\boldsymbol{e}$ as being drawn uniformly from $\left[-\frac{q}{2 p}, \frac{q}{2 p}\right.$ ), its expected norm equals $\frac{1}{12} \frac{q^{2}}{p^{2}}$. We therefore choose the scaling factor $\omega$ satisfying

$$
\begin{equation*}
\omega=\sigma^{\prime} \cdot \sqrt{\frac{n}{h}}, \text { where }{\sigma^{\prime}}^{2}=\frac{q^{2}}{12 p^{2}} \tag{13}
\end{equation*}
$$

Multiplying the first $n$ columns of $\Lambda$ 's basis (see Eq. 12 with $\omega$ yields the following weighted or rescaled lattice,

$$
\begin{equation*}
\Lambda_{\omega}=\left\{\boldsymbol{x} \in \mathbb{Z}^{n+m+1}:\left(\left(\omega \cdot \boldsymbol{A}^{\boldsymbol{\top}}\right)\left|\boldsymbol{I}_{m}\right|-\boldsymbol{b}\right) \boldsymbol{x}=\mathbf{0}(\bmod \mathrm{q})\right\} \tag{14}
\end{equation*}
$$

in which the attacker then searches for the shortest vector, that he hopes to be equal to $\boldsymbol{v}_{\omega}=\left(\omega \cdot \boldsymbol{s}^{\boldsymbol{\top}}, \boldsymbol{e}^{\boldsymbol{\top}}, 1\right)^{\top}$. This search is typically done by using a lattice reduction algorithm to obtain a reduced basis of the lattice, the first vector of which will be the shortest of that basis due to a common heuristic.

If the quality of the lattice reduction is good enough, the reduced basis will contain $\boldsymbol{v}_{\omega}$. The attack success condition is as in [2] assuming that BKZ [11, 22] with block-size $b$ is used as the lattice reduction algorithm. The vector $\boldsymbol{v}_{\omega}$ will be detected if its projection $\widetilde{\boldsymbol{v}}_{b}$ onto the vector space of the last $b$ Gram-Schmidt vectors of $\Lambda$ is shorter than the $(d-b)^{t h}$ Gram-Schmidt vector $\widetilde{\boldsymbol{b}}_{d-b}$, where $d$ is the dimension of $\Lambda$ [2, Sec. 6.3], [8]. The condition that must be satisfied for the primal attack to succeed is therefore:

$$
\left.\begin{array}{lrl} 
& & \left\|\widetilde{\boldsymbol{v}}_{b}\right\|
\end{array}\right)<\left\|\widetilde{\boldsymbol{b}}_{d-b}\right\| .
$$

The attack success condition (15) yields the following security condition that must be satisfied by the key-exchange parameters in order for SPKEX to remain secure against the primal attack:

$$
\begin{align*}
\sqrt{\left(\omega^{2} \cdot h+{\sigma^{\prime}}^{2} m\right) \cdot \frac{b}{n+m}} & \geq \delta^{2 b-d-1} \cdot\left(q^{d-n-1} \omega^{n}\right)^{\frac{1}{d}} \\
\delta & =\left((\pi b)^{\frac{1}{b}} \cdot \frac{b}{2 \pi \mathbf{e}}\right)^{\frac{1}{2(b-1)}},  \tag{16}\\
\omega & =\sigma^{\prime} \cdot \sqrt{n / h}, \\
\sigma^{\prime} & =(q / 2 \sqrt{3} p), \\
d & =m+n+1 .
\end{align*}
$$

where,
and
The running time of the BKZ lattice reduction is $b \cdot 2^{c b} \mathrm{CPU}$ clock cycles [8], where $c$ is an experimental constant, and depends on the underlying sieving
algorithm used. In our later analysis, we will use three values for $c$, like in [8, Sec 4.1]. Classically, the best known constant is $c_{C}=\log _{2} \sqrt{3 / 2} \approx 0.292$, which is provided by the sieving algorithm from [6]. In the quantum context, the best constant equals $c_{Q}=\log _{2} \sqrt{13 / 9} \approx 0.265$, [17, Sec. 14.2.10]. Finally, we use the "paranoid" value $c_{P}=\log _{2} \sqrt{4 / 3} \approx 0.2075$, see [8, Sec 4.1].

Dual Attack: The dual attack against LWE attempts to find a short vector $(\boldsymbol{v}, \boldsymbol{w}) \in \mathbb{Z}^{m} \times \mathbb{Z}^{n}$ in the dual lattice

$$
\begin{equation*}
\Lambda^{*}=\left\{(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{Z}^{m} \times \mathbb{Z}^{n}: \boldsymbol{A} \boldsymbol{x}=\boldsymbol{y}(\bmod q)\right\} \tag{17}
\end{equation*}
$$

This vector is used to construct the distinguisher $z=\{(\boldsymbol{v}, \boldsymbol{b})\}_{q}$. If $\boldsymbol{b}=\boldsymbol{A} \boldsymbol{s}+$ $\boldsymbol{e}(\bmod q)$, then $z=\{(\boldsymbol{v}, \boldsymbol{b})\}_{q} \equiv\{(\boldsymbol{w}, \boldsymbol{s})+(\boldsymbol{v}, \boldsymbol{e})\}_{q}$, and $z$ is therefore small and distributed as a Gaussian.

For an LWR distribution with uniform rounding error $\boldsymbol{e}^{\prime}$ and corresponding variance ${\sigma^{\prime}}^{2}=q^{2} / 12 p^{2}$, the distinguisher checks whether $z=\{(\boldsymbol{v}, \boldsymbol{b})\}_{q}$ is small. For a non-LWR distribution, $z$ is distributed uniformly modulo $q$. For an LWR distribution, $z$ 's distribution approaches a Gaussian distribution of zero mean and variance $\|\boldsymbol{v}\|^{2} \cdot{\sigma^{\prime}}^{2}$ as the lengths of the vectors $\boldsymbol{v}$ and $\boldsymbol{e}^{\prime}$ increase, due to the Central limit theorem. The maximal statistical distance between this Gaussian distribution and the uniform distribution modulo $q$ is bounded by $\epsilon \approx(1 / \sqrt{2}) \exp \left(-2 \pi^{2}\left(\|\boldsymbol{v}\| \cdot \sigma^{\prime} / q\right)^{2}\right)$, a more detailed derivation of this result can be found in Appendix B The attacker uses the BKZ algorithm with block-size $b$ that outputs a short vector of length $\delta^{d-1} \cdot \operatorname{Vol}\left(\Lambda^{*}\right)^{1 / d}$, where $d=m+n$ is the dimension of the dual lattice $\Lambda^{*}$, and its volume is $\operatorname{Vol}\left(\Lambda^{*}\right)=q^{n}$.

As the key is hashed, a small advantage $\epsilon$ is not sufficient. As explained in [2], assuming BKZ with block size $b$, the attack must be repeated at least $R=\max \left(1,1 / 2^{0.2075 b} \cdot \epsilon^{2}\right)$ times. The cost of using the dual attack to distinguish an LWR distribution from uniform, employing BKZ with block size $b$ and rootHermite factor $\delta$, using $m$ samples, where the LWR distribution is generated from an LWR problem instance of dimension $n$, large modulus $q$, rounding modulus $p$ is:

$$
\operatorname{Cost}_{\text {Dual attack }}=\left(b \cdot 2^{c b}\right) \cdot \max \left(1,1 /\left(\epsilon^{2} \cdot 2^{0.2075 \cdot b}\right)\right)
$$

$$
\text { where, } \quad \epsilon=\frac{1}{\sqrt{2}} \cdot \mathbf{e}^{-2 \pi^{2}\left(\frac{\|\boldsymbol{v}\| \cdot \sigma^{\prime}}{q^{2}}\right)^{2}}
$$

$$
\begin{equation*}
\|\boldsymbol{v}\|=\delta^{m+n-1} \cdot\left(\frac{q}{\sigma^{\prime} \cdot \sqrt{n / h}}\right)^{1 /(m+n)} \tag{18}
\end{equation*}
$$

and

$$
\sigma^{\prime}=(q / 2 \sqrt{3} p)
$$

$$
\delta=\left((\pi b)^{\frac{1}{b}} \cdot \frac{b}{2 \pi \mathbf{e}}\right)^{\frac{1}{2(b-1)}}
$$

The first term in the cost above, i.e., $\left(b \cdot 2^{c b}\right)$ is the cost of running BKZ lattice reduction with block-size $b$, where the constant $c$ is the BKZ sieving exponent. Finally, note that the cost in Eq. 18 also accounts for the fact that the dual
attack can be adapted against the sparse-ternary LWR problem by rescaling the dual lattice using an appropriate scaling factor $\omega$ [1] (similar to lattice rescaling in the primal attack), resulting in the following rescaled dual lattice:

$$
\begin{equation*}
\Lambda_{\omega}^{*}=\left\{(\boldsymbol{x}, \boldsymbol{y} / \omega) \in \mathbb{Z}^{m} \times\left(\frac{1}{\omega} \cdot \mathbb{Z}^{n}\right): \boldsymbol{A} \boldsymbol{x}=\boldsymbol{y}(\bmod q)\right\} \tag{19}
\end{equation*}
$$

This scales the volume of the dual lattice from $q^{n}$ to $(q / \omega)^{n}$, which correspondingly scales the norm $\|\boldsymbol{v}\|$ of the short vector $\boldsymbol{v}$ and hence the distinguishing advantage.

### 5.2 Choice of Hamming Weight

Albrecht et al 1 describe an attack towards LWE and LWR with sparse secrets $\boldsymbol{s}$. Since most rows of the public matrix $\boldsymbol{A}$ become irrelevant while calculating the product $\boldsymbol{A} \cdot \boldsymbol{s}$ for such secrets, Albrecht's attack ignores a random $k \leq n$ number of components of $s$ and brings down the lattice dimension (and hence attack cost) during lattice reduction. Non-zero components in $s$ may be incorrectly ignored, and the attack must therefore be repeated $1 /\left(1-\frac{h}{n}\right)^{k}$ times so that with high likelihood, at least one of the times indeed all $k$ ignored components of $s$ indeed equal zero. [1] also proposes an extension of this attack that attempts to reduce the above inaccuracy, however this extension involves significantly more repetitions, hence we do not consider it. For the standard Albrecht attack, we estimate the cost (in bits) for a given Hamming weight $h \leq n$, as the number of repetitions each low cost attack is performed times the cost of the low-cost attack on a lattice of smaller dimension $n-k$ :

$$
\frac{\binom{n}{k}}{\binom{n-h}{k}} \times \operatorname{Cost}_{\text {Lattice Reduction }}(n, k, h)
$$

Here $\operatorname{Cost}_{\text {Lattice Reduction }}(n, k, h)$ is defined as
$\min \left\{b \cdot 2^{c b} \mid b \in \mathbb{N}\right.$, there exists $m \in \mathbb{N}$ such that $m \leq n$ and 20 is satisfied. $\}$

$$
\sqrt{\left(\omega^{2} \cdot h+{\sigma^{\prime}}^{2} m\right) \cdot \frac{b}{n+m}}<\delta^{2 b-d-1} \cdot\left(q^{d-(n-k)-1} \omega^{n-k}\right)^{\frac{1}{d}}
$$

where,

$$
\begin{align*}
\delta & =\left((\pi b)^{\frac{1}{b}} \cdot \frac{b}{2 \pi \mathbf{e}}\right)^{\frac{1}{2(b-1)}}  \tag{20}\\
\omega & =\sigma^{\prime} \cdot \sqrt{(n-k) / h} \\
\sigma^{\prime} & =(q / 2 \sqrt{3} p) \\
d & =m+n-k+1
\end{align*}
$$

and
The term $b \cdot 2^{c b}$ represents the cost of running BKZ lattice reduction with blocksize $b$. The attack runs on a LWE problem of dimension $n-k$ with $m \leq n$ samples. Condition 20, which is essentially Condition 15 , ensures that such an attack has chances of succeeding. Note that although the above applies to the primal attack, a similar analysis is possible for the dual attack, in which


Figure 1: Cost of Albrecht et al's [1] specialized (dual) attack against sparseternary LWR with Hamming weight $0.05 n, 0.1 n$ and $0.2 n$. Lowest cost for the two smaller Hamming weights is $2^{85}$ and $2^{118}$, for $k=412$ and $k=151$ ignored secret components respectively. Lowest cost for Hamming weight $0.2 n$ is $2^{128}$, the same as non-sparse ternary LWR. The attack thus has no advantage against this Hamming weight.
case $\operatorname{Cost}_{\text {Lattice Reduction }}(n, k, h)$ is calculated as in Eq. 18 , with the parameter $n$ replaced by $n-k$.

This specialized attack only gives an advantage if an attacker is able to choose a $k$ for which the total attack cost is less than a standard lattice-reduction attack on a lattice of dimension $n$. Figure 1 depicts our estimations of how this specialized attack (cost) scales with $k$ for different Hamming weights, considering the primal attack and assuming the usage of BKZ. Our experiments considered values of $n$ in the range $510 \leq n \leq 910$. The attack cost for sparse-ternary LWR is estimated to be equivalent to the cost of attacking ternary LWR, for a Hamming weight of $h=0.2 n$, beyond which this specialized attack's cost increases with $h$, quickly becoming unfeasible.

Furthermore, to ensure that an exhaustive, brute-force search of each secretkey vector in the secret-key using Grover's quantum search algorithm [16] has
a cost of at least $\lambda$ (in bits), the chosen Hamming weight should satisfy:

$$
\begin{equation*}
\sqrt{\binom{n}{h} \cdot 2^{h}}>2^{\lambda} \tag{21}
\end{equation*}
$$

Note that for a typical security level of $\lambda=128$, a dimension of at least $n=512$ would be secure against Grover's quantum search, for any Hamming weight $h$ that is at least $0.1 n$.

### 5.3 Unbiased Keys

spKEX's keys are unbiased. First, $p$ is a divisor of $q$ so that the rounding does not introduce any bias in the public-keys, as indicated in 5. Moreover, as $2^{B}$ divides $p$, there is no bias in $\boldsymbol{K}$ either. As $p$ is an integer multiple of $2^{B+b_{h}+1}$, the helper data does not leak information on $\boldsymbol{K}$.

### 5.4 Choice and Computation of the Public Parameter $A$

A fresh $\boldsymbol{A}$ is computed in each protocol interaction (see Section 3 ) by permuting a fixed, public $\boldsymbol{A}_{\text {master }}$ as $\boldsymbol{A}=\Pi\left(\boldsymbol{A}_{\text {master }}\right)$. This is a trade-off between the two approaches from literature. Using a fixed $\boldsymbol{A}$ (e.g., [19]) increases efficiency, but opens up the possibility of pre-computation or backdoor-like attacks. Thus, 8] uses a fresh, random $\boldsymbol{A}$ for every key-exchange session computed from a fresh random seed and a pseudo-random function. However, this causes a significant performance overhead [8], in particular, if a hardware accelerator for the pseudorandom function is not available. Such an approach is especially problematic in client-server scenarios where a single server engages in multiple key-exchange handshakes with multiple clients, and must generate $\boldsymbol{A}$ for each client.

Security-wise, our approach ensures a sufficiently high randomness and freshness of $\boldsymbol{A}$ preventing pre-computation attacks: a pre-computation attack based on lattice reduction is not feasible since the permutation would obtain a completely new lattice so that an attacker would be forced to perform lattice reduction on it. Performance-wise, our approach has a low overhead since permuting $\boldsymbol{A}_{\text {master }}$ is computationally inexpensive and the random permutation can be efficiently encoded in a short random seed.

An example of a suitable permutation $\Pi()$ randomly selects $n_{r} \leq n$ rows in $\boldsymbol{A}_{\text {master }}$ and shifts each of the selected rows by a random amount. This leads to a total of:

$$
\begin{equation*}
\binom{n}{n_{r}} \cdot n^{n_{r}} \tag{22}
\end{equation*}
$$

possible permutations of $\boldsymbol{A}_{\text {master }}$. Considering a typical cryptographically large value of $n$, e.g., 512 , and $n_{r}=n$, this leads to at least $2^{256}$ possible random permutations $\boldsymbol{A}$.

### 5.5 Parameter Selection

Similar to [13] and [8], three sets of parameters are provided, namely classical, quantum and paranoid parameters. The parameters are chosen in such a way that the computational costs are at at least $2^{128}$ CPU cycles when running BKZ. The cost of running BKZ with block size $b$ is estimated as $b \cdot 2^{c b}$, where for the classical, quantum and paranoid parameters we take $c=c_{C}=0.292$, $c=c_{Q}=0.265$ and $c_{P}=0.2075$, respectively, see [8, Sec. 4.1]. For given parameters $p, q, n$, we minimize the attack cost over the block size $b$ and the number of samples $m$ that an attacker can use, such that the condition for successful attack is satisfied, for the primal, dual and specialized attack.

In all cases, we took the Hamming weight of the secret equal to $0.2 n$. The chosen parameters are further optimized by scanning the values of $b_{h}, p$, and $q$ that allow achieving the target security level for a failure probability lesser than $2^{-40}$ and minimize bandwidth requirements. Finally, it is required that the length of the generated key, which is $\bar{n} \cdot \bar{m} \cdot B$, is at least equal to the desired key length, that is, at least 128 for the classical parameters, and at least 256 for the quantum and paranoid parameters. In order to avoid brute-force search over keys, we made sure that 21 is satisfied, with $\lambda=128$ for the classical parameters, and $\lambda=256$ for the quantum and paranoid parameters.

Table 2 shows the three sets of configuration parameters. We further compare them with related key-exchange and public-key encryption schemes based on the LWE and/or LWR problems, namely Frodo [8 and Lizard [13]. Note that the authors of [8] calculate the security-levels of Frodo [8] considering that a discretized Gaussian error distribution is used, which might have a lower security than using an ideal Gaussian distribution. Lizard [13] does not disclose the optimal values of the BKZ block-size $b$ and LWE or LWR samples $m$ considered for calculating the security-levels mentioned in Table 2

## 6 Performance Analysis

### 6.1 Bandwidth performance

Table 3 summarizes the proposed parameter sets introduced in Section 5.5. As mentioned before, we use a Hamming weight of $0.2 n$, based on the reasoning in Section 5.2. The variance of noise introduced by LWR is computed as $\sigma^{2}=\frac{q^{2}}{12 p^{2}}$. The bandwidth requirements (in bits) are calculated as:

$$
\begin{equation*}
n \cdot(\bar{n}+\bar{m}) \cdot\lceil\log p\rceil+\bar{n} \cdot \bar{m} \cdot b_{h} \tag{23}
\end{equation*}
$$

Table 4 compares spKEX with existing key-exchange, key-encapsulation and public-key encryption schemes based on the LWE and LWR problems. The use of rounding has the highest impact on the public-key sizes and hence reduces the bandwidth requirements. The improved reconciliation method from 24] allows us a win-win-win scenario of tolerating higher error (as compared to Frodo), which results in (slightly) higher security level, and yet achieving a

Table 2: spKEX parameters and security level compared with Frodo [8] and Lizard [13. Secrets have Hamming weight $0.2 n$.

| Case | $b$ | $m$ | $n$ | $q$ | $p$ | $\sigma$ | Security Level (bits) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| spKEX ( $\mathrm{P}=$ Primal attack, $\mathrm{D}=$ Dual attack) |  |  |  |  |  |  |  |
| Classical <br> Quantum <br> Paranoid | 417 (P), 408 (D) 458 (P), 450 (D) 584 (P), 575 (D) | 385 (P), 395 (D) 506 (P), 512 (D) 603 (P), 616 (D) | 570 (LWR) 710 (LWR) 867 (LWR) | $2^{12}$ <br> $2^{14}$ <br> $2^{14}$ | $2^{9}$ $2^{11}$ $2^{11}$ | 2.309 (LWR) 2.309 (LWR) 2.309 (LWR) | 131 (P), 128 (D) (LWR) 130 (P), 128 (D) (LWR) 130 (P), 128 (D) (LWR) |
| Frodo ( $\mathrm{P}=$ Primal attack, $\mathrm{D}=$ Dual attack) |  |  |  |  |  |  |  |
| Classical <br> Quantum <br> Paranoid | 442 (P), 438 (D) 489 (P), 485 (D) 581 (P), 576 (D) | 549 (P), 544 (D) 716 (P), 737 (D) 793 (P), 833 (D) | 592 (LWE) 752 (LWE) 864 (LWE) | $2^{12}$ $2^{15}$ $2^{15}$ | - - - | $\begin{gathered} 1.0 \text { (LWE) } \\ 1.323 \text { (LWE) } \\ 1.323 \text { (LWE) } \end{gathered}$ | 132 (P), 130 (D) (LWE) 132 (P), 130 (D) (LWE) 129 (P), 128 (D) (LWE) |
| Lizard (Dual) |  |  |  |  |  |  |  |
| Classical <br> Quantum <br> Paranoid | $?$ $?$ $?$ | ? | 544 (LWE), 840 (LWR) 608 (LWE), 960 (LWR) 736 (LWE), 1450 (LWR) | $2^{10}$ $2^{10}$ $2^{10}$ | $2^{8}$ $2^{8}$ $2^{8}$ | $\begin{gathered} 5.988 \text { (LWE), } 1.155 \text { (LWR) } \\ 5.626 \text { (LWE), 1.155 (LWR) } \\ 6.4 \text { (LWE), } 1.155 \text { (LWR) } \end{gathered}$ | 128 (LWE), 132 (LWR) 128 (LWE), 130 (LWR) 128 (LWE), 129 (LWR) |

lower failure probability than Frodo (see Table 3). The improved error tolerance allowed us to further decrease $p$, thus dropping more bits from the public-keys, further reducing their size and bandwidth requirements. The usage of sparse ternary secrets leads to a higher value of $n$ and thus increases bandwidth needs; however, as shown in the next section it has a positive bearing on the error, and on implementation.

### 6.2 Computational Performance

Three features of our key exchange improve the computational performance compared with related work.

Table 3: Proposed parameter sets for sPKEX along with performance

| Security level | Key size | $\boldsymbol{B}, \boldsymbol{b}_{\boldsymbol{h}}$ | Failure | $\log _{\boldsymbol{2}} \boldsymbol{q}$ | $\boldsymbol{n}$ | $\log _{\boldsymbol{2}} \boldsymbol{p}$ | $\boldsymbol{\sigma}$ | Bandwidth |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Classical <br> $(c=0.292)$ | 128 bits | 2,2 | $2^{-40}$ | 12 | 570 | 9 | 2.309 | 10.04 KB |
| Quantum <br> $(c=0.265)$ | 256 bits | 4,3 | $2^{-44}$ | 14 | 710 | 11 | 2.309 | 15.3 KB |
| Paranoid <br> $(c=0.2075)$ | 256 bits | 4,4 | $2^{-40}$ | 14 | 867 | 11 | 2.309 | 18.66 KB |

Table 4: Comparison of spKEX with other schemes for Quantum security parameters

| Scheme | $\boldsymbol{n}, \boldsymbol{q}, \boldsymbol{p}, \boldsymbol{\sigma}$ | $\\|$ Bandwidth $\\|$ | Failure |
| :--- | :---: | :---: | :---: |
| Frodo [8] |  | $752,2^{15},-, 1.323$ | 22.06 KB |
| SPLWE-KEM [12] | $565,520,-, 5.0$ | $2^{-39}$ |  |
| LIZARD-PKE [13] (128-bit classical IND-CPA, 32-bit plaintext) | $960(\mathrm{LWR}), 608(\mathrm{LWE}), 2^{10}, 2^{8}, 5.62$ | 32.88 KB | $?$ |
| SPKEX | $710,2^{14}, 2^{11}, 2.309$ | 15.3 KB | $2^{-44}$ |

First, the usage of a permutation to compute $\boldsymbol{A}$ involves lower computational requirements. In particular, it requires the computation of $n\lceil\log n\rceil$ bits compared with $n^{2}\lceil\log q\rceil / 2$ bits when all elements in A are computed randomly resulting in an improvement of up to $\frac{n\lceil\log q\rceil}{2\lceil\log n\rceil}$ times. To illustrate this, we implement spKEX using the row-wise permutation detailed in Section 5.4 and two variants of it, one in which $\boldsymbol{A}$ is static and one in which $\boldsymbol{A}$ is generated from a seed by means of a SHA3-based pseudo-random function. The row-wise permutation is computed from a 256 -bit random seed by applying the same SHA3-based pseudo-random function on this seed to compute the shifts of each of the rows. The total key exchange for spKEX is then performed in 3.657 msec . (fixed $\boldsymbol{A}$ ), 7.774 msec . (permuted $\boldsymbol{A}$ ), and 77.571 msec . (randomly generated $\boldsymbol{A})$ respectively.

Table 5 details the performance of spKEX on a 64 -bit Intel Core i5-4210U CPU @ 1.70 GHz. Performance numbers illustrate the advantages of the remaining design features of spKEX: small rounding modulus $p$ and sparse ternary secrets. The usage of small rounding modulus implies smaller operations and avoids the sampling of Gaussian noise, this speeds up both the computation of the public-keys and the final shared secret. The usage of sparse ternary secrets has implementation advantages, simplifying multiplications of matrix components.

Table 5: CP $\underline{U}$ performance of spKEX for quantum-security level

| Key exchange phase | Time (msec.) |
| :--- | :---: |
| Alice's secret-key | 0.162 |
| Alice public-key | 1.871 |
| Bob's secret-key | 0.161 |
| Bob's public-key | 1.359 |
| Bob's shared key | 0.017 |
| Alice's shared key | 0.017 |
| Total handshake | 3.587 |

## 7 Conclusions \& Future Work

We have presented spKEX, a key-exchange scheme based on the sparse ternary secrets and Learning with Rounding. This combination seems to provide the best performance when bandwidth and implementation is considered as a whole. We further use the improved reconciliation method in [24] to achieve smaller public-key sizes, smaller bandwidth requirements, tolerance of higher error and a better failure probability. Finally, our approach to refresh the public matrix $\boldsymbol{A}$ improves computational performance of existing approaches [8, 2] while preventing pre-computation attacks.

The usage of all these optimizations in spKEX together allows reducing the bandwidth requirements of Frodo around $30 \%$ while having significant implementation advantages.

An interesting direction of future work is the design of other cryptographic primitives such as key-encapsulation (with ephemeral serets) based on similar design principles. Further research directions are the security analysis of the scheme and optimized implementations resistant to side-channel attacks.
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## A Upper bound on Failure Probability

In this section, we present an upper bound on the probability that Alice and Bob do not agree on a common key. In order to do so, we derive an upper bound on the probability that for given $i, j$, entry $(i, j)$ of $\left\{\boldsymbol{K}_{a}-\boldsymbol{K}_{b}\right\}_{p}$ is at least $\Delta+1$. Note that $\boldsymbol{K}_{a}-\boldsymbol{K}_{b} \equiv \boldsymbol{E}_{b} \cdot \boldsymbol{S}_{a}-\boldsymbol{S}_{b}^{\top} \cdot \boldsymbol{E}_{a}(\bmod p)$. We consider entry $(i, j)$ of $\boldsymbol{K}_{a}-\boldsymbol{K}_{b}$. We denote the $i$-th row of $\boldsymbol{E}_{b}$ by $\boldsymbol{e}^{\prime}$, the $j$-th column of $\boldsymbol{S}_{a}$ by $\boldsymbol{s}$, the $i$-th row of $\boldsymbol{S}_{b}^{\boldsymbol{\top}}$ by $\boldsymbol{s}^{\prime}$, and the $j$-th column of $\boldsymbol{E}_{a}$ by $\boldsymbol{e}$. Note that $s$ and $s^{\prime}$ are ternary vectors of length $n$ and both have Hamming weight $h$. We are thus interested in finding an upper bound for

$$
\begin{equation*}
\operatorname{Pr}\left[\left|\left(\boldsymbol{s}, \boldsymbol{e}^{\prime}\right)-\left(\boldsymbol{s}^{\prime}, \boldsymbol{e}\right)\right| \geq \Delta+1 .\right] \tag{24}
\end{equation*}
$$

From the definition, it follows that $\boldsymbol{e}^{\prime}$ is determined by $\boldsymbol{A}$ and $\boldsymbol{s}^{\prime}$, and that $\boldsymbol{e}$ is determined by $\boldsymbol{A}$ and $\boldsymbol{s}$. We can assume that $\boldsymbol{e}^{\prime}$ and $\boldsymbol{s}$ are independent, as well as $\boldsymbol{e}$ and $\boldsymbol{s}^{\prime}$. The inner products $\left(\boldsymbol{s}, \boldsymbol{e}^{\prime}\right)$ and $\left(\boldsymbol{s}^{\prime}, \boldsymbol{e}\right)$, however, are not independent. Indeed, $\boldsymbol{e}$ has non-integer coefficients, so that $\left(s^{\prime}, \boldsymbol{e}\right)$ need not be integer; similarly the inner product $\left(\boldsymbol{s}, \boldsymbol{e}^{\prime}\right)$ need not be integer. The difference
between these two inner products however, is integer. We take a conservative approach to work around this dependence.

By the triangle inequality, $\left|\left(\boldsymbol{s}, \boldsymbol{e}^{\prime}\right)-\left(\boldsymbol{s}^{\prime}, \boldsymbol{e}\right)\right|$ can only be at least $\Delta+1$ if at least one of $\left|\left(\boldsymbol{s}, \boldsymbol{e}^{\prime}\right)\right|$ and $\left|\left(\boldsymbol{s}^{\prime}, \boldsymbol{e}\right)\right|$ is at least $(\Delta+1) / 2$. It follows that

$$
\begin{gathered}
\left.\left.\operatorname{Pr}\left[\left|\left(\boldsymbol{s}, \boldsymbol{e}^{\prime}\right)-\left(\boldsymbol{s}^{\prime}, \boldsymbol{e}\right)\right| \geq \Delta+1\right] \leq \operatorname{Pr}\left[\mid \boldsymbol{s}, \boldsymbol{e}^{\prime}\right) \left\lvert\, \geq \frac{1}{2}(\Delta+1)\right.\right) \vee\left|\left(\boldsymbol{s}^{\prime}, \boldsymbol{e}\right)\right| \geq \frac{1}{2}(\Delta+1)\right] \\
\leq \operatorname{Pr}\left[\left|\left(\boldsymbol{s}, \boldsymbol{e}^{\prime}\right)\right| \geq \frac{1}{2}(\Delta+1)\right]+\operatorname{Pr}\left[\left|\left(\boldsymbol{s}^{\prime}, \boldsymbol{e}\right)\right| \geq \frac{1}{2}(\Delta+1)\right]
\end{gathered}
$$

We now assume that the entries of $\boldsymbol{e}^{\prime}$ are independently and uniformly distributed on $(-1 / 2,1 / 2]$; note that $\boldsymbol{s}$ is not used in the computation of $\boldsymbol{e}^{\prime}$. Similarly, we assume that the entries of $\boldsymbol{e}^{\prime}$ are independently and uniformly distributed on $\left(-1 / 2,1 / 2\right.$ ]. From the symmetry of the distribution of $\boldsymbol{e}^{\prime}$ around 0 , and the fact that $s$ has entries from $\{-1,0,1\}$, it follows that $\left(s, e^{\prime}\right)$ is distributed as the sum of $h$ uniform variables on $(-1 / 2,1 / 2]$, where $h$ is the number of non-zero entries of $s$. We thus wish to find the upper bound for the probability that a sum of $h$ uniform variables on $(-1 / 2,1 / 2]$ is large. To do so, we apply the Chernoff bound.

If $X_{1}, \ldots, X_{m}$ are independent variables, then according to the Chernoff bound, for each $a \geq 0$

$$
\begin{equation*}
\operatorname{Pr}\left(\sum_{i=1}^{m} X_{i} \geq a\right) \leq \min _{t>0} e^{-t a} \prod_{i=1}^{m} E\left[e^{t X_{i}}\right] \tag{25}
\end{equation*}
$$

If each $X_{i}$ is uniformly distributed on $(-1 / 2,1 / 2$ ], then for each $t>0$

$$
\begin{equation*}
E\left[e^{t X_{i}}\right]=\int_{-1 / 2}^{1 / 2} e^{t x} d x=\frac{1}{t}\left(e^{t / 2}-e^{-t / 2}\right) \tag{26}
\end{equation*}
$$

For each $t>0$, we thus have that

$$
\begin{equation*}
\operatorname{Pr}\left(\sum_{i=1}^{m} X_{i} \geq a\right) \leq e^{-t a}\left(\frac{e^{t / 2}-e^{-t / 2}}{t}\right)^{m} \tag{27}
\end{equation*}
$$

As each $X_{i}$ is in ( $-1 / 2,1 / 2$ ], the only interesting case is $a \leq \frac{1}{2} m$. In 27, we write $a=\frac{1}{2} \alpha m$, set $\tau=t / 2$, and obtain that for each $\tau>0$

$$
\begin{equation*}
\frac{1}{m} \ln \left(\operatorname{Pr}\left(\sum_{i=1}^{m} X_{i} \geq \frac{1}{2} \alpha m\right)\right) \leq-\alpha \tau+\ln \left(\frac{e^{\tau}-e^{-\tau}}{2 \tau}\right) \tag{28}
\end{equation*}
$$

Hence, if we define

$$
\left.f(\alpha): \left.=\frac{1}{\ln 2} \min \left\{-\alpha \tau+\ln \frac{e^{\tau}-e^{-\tau}}{2 \tau}\right) \right\rvert\, \tau>0\right\}
$$

then for each $a>0$

$$
\operatorname{Pr}\left[\sum_{i=1}^{m} X_{i}>a\right] \leq 2^{m \cdot f\left(\frac{2 a}{m}\right)}
$$

By differentiating to $\tau$, we infer that for fixed $\alpha>0$, the function $-\alpha \tau+$ $\ln \left(\frac{e^{\tau}-e^{\tau}}{2 \tau}\right)$ is minimized for the solution $\tau^{*}(\alpha)$ to the equation

$$
\frac{e^{\tau}+e^{-\tau}}{e^{\tau}-e^{\tau}}-\frac{1}{\tau}=\alpha
$$

We have not been able to find an analytical expression for $\tau^{*}(\alpha)$ nor for $f(\alpha)$. The minimization can be carried out easily in SAGE by running find_local_minimum $((\ln (\sinh (x) / x)-(\alpha x)) / \ln (2.0), 0,5)$. Here $(0,5)$ denotes the interval over which to minimize. In case the location of the maximum is found at $x=5$, it is best to increase the end point of the interval, and see if the location of the maximum changes.

Because of the symmetry of the probability distribution of $X_{1}, \ldots, X_{m}$, we have that $\operatorname{Pr}\left(\left|\sum_{i=1}^{m} X_{i}\right| \geq a\right)=2\left(\operatorname{Pr} \sum_{i=1}^{m} X_{i}>a\right)$. Combining all the above, with $m=h$ and $a=\frac{1}{2}(\Delta+1)$, we infer that the probability that Alice and Bob do not agree on entry $(i, j)$ of the key is at most

$$
4 \cdot 2^{h \cdot f((\Delta+1) / h)}
$$

The union bound implies that the probability that Alice and Bob do not agree on some entry of the key is at most $\bar{m} \cdot \bar{n} \cdot\left(4 \cdot 2^{h \cdot f((\Delta+1) / h)}\right)$.

## B Distinguishing Advantage in Dual Attack

The dual attack against the Learning with Rounding (LWR) problem aims at distinguishing the LWR distribution from a uniform distribution modulo $q$. The advantage of the attack, i.e., the distinguishing advantage can be directly expressed in terms of the statistical distance between these two distributions. In general, for two probability distributions $p_{0}$ and $p_{1}$ on some domain $D \subset \mathbb{R}$, a distinguishing game can be described in terms of a challenger who chooses a uniformly random bit $b \in\{0,1\}$, draws a random number $x \in D$ according to distribution $p_{b}$, and reveals $x$ to the adversary, who must then guess $b$. The advantage $\epsilon$ of the adversary in winning this game can be expressed in terms of the advantage in distinguishing between the probability distributions $p_{0}$ and $p_{1}$.

$$
\epsilon=\frac{1}{2} \int_{D}\left|p_{0}(x)-p_{1}(x)\right| d x
$$

For the case that $p_{0}$ is a Gaussian distribution: $p_{0}=G_{q}\left(x, s^{2}\right)$ and $p_{1}$ is the uniform distribution on $[-q / 2, q / 2)$, i.e., $p_{1}=1 / q$ the advantage is

$$
\begin{aligned}
\epsilon & =\frac{1}{2} \int_{-q / 2}^{q / 2}\left|\sum_{k=-\infty}^{\infty} \frac{1}{\sqrt{2 \pi s^{2}}} \mathbf{e}^{-(x-k q)^{2} / 2 s^{2}}-\frac{1}{q}\right| d x \\
& =\frac{1}{2} \int_{-1 / 2}^{1 / 2}\left|\sum_{k=-\infty}^{\infty} \frac{\alpha}{\sqrt{2 \pi}} \mathbf{e}^{-\alpha^{2}(\xi-k)^{2} / 2}-1\right| d \xi, \quad \text { where } \alpha=q / s
\end{aligned}
$$

$$
\epsilon \approx \int_{-a}^{a} \frac{\alpha}{\sqrt{2 \pi}} \mathbf{e}^{-\alpha^{2} \xi^{2} / 2}-1 d \xi=\operatorname{erf}\left(\frac{\alpha a}{\sqrt{2}}\right)-2 a=\operatorname{erf}\left(\ln \left(\frac{\alpha}{\sqrt{2 \pi}}\right)\right)-\frac{2}{\alpha} \sqrt{\ln \left(\frac{\alpha^{2}}{2 \pi}\right)}
$$

For the general case however, i.e., as the standard deviation $s$ of the Gaussian distribution increases, $\alpha$ decreases and the terms where $k \neq 0$ must also be considered in the summation. We can find an approximate upper bound for the advantage using the Cauchy-Schwarz inequality as:

$$
\begin{aligned}
\epsilon & =\frac{1}{2} \int_{-1 / 2}^{1 / 2}\left|\sum_{k=-\infty}^{\infty} \frac{\alpha}{\sqrt{2 \pi}} \mathbf{e}^{-\alpha^{2}(\xi-k)^{2} / 2}-1\right| d \xi \\
& \leq \frac{1}{2}\left(\int_{-1 / 2}^{1 / 2}\left(\sum_{k=-\infty}^{\infty} \frac{\alpha}{\sqrt{2 \pi}} \mathbf{e}^{-\alpha^{2}(\xi-k)^{2} / 2}-1\right)^{2} d \xi\right)^{1 / 2} \\
& =\frac{1}{2}\left(\int_{-1 / 2}^{1 / 2}\left(\sum_{k=-\infty}^{\infty} \frac{\alpha}{\sqrt{2 \pi}} \mathbf{e}^{-\alpha^{2}(\xi-k)^{2} / 2}\right)^{2} d \xi-1\right)^{1 / 2}
\end{aligned}
$$

$$
=\frac{1}{2}\left(\sum_{m=-\infty}^{\infty}\left|\widehat{\phi}_{m}\right|^{2}-1\right)^{1 / 2} \quad \quad \quad \text { (using Parseval's theorem). }
$$

The numbers $\widehat{\phi}_{m}$ are the Fourier components of the periodic function $\xi \rightarrow$ $q G_{s}\left(q \xi, s^{2}\right):$

$$
\widehat{\phi}_{m}=\int_{-1 / 2}^{1 / 2} \mathrm{e}^{-2 \pi i m \xi} \sum_{k=-\infty}^{\infty} \frac{\alpha}{\sqrt{2 \pi}} \mathbf{e}^{-\alpha^{2}(\xi-k)^{2} / 2} d \xi=\mathbf{e}^{-2 \pi^{2} m^{2} / \alpha^{2}}
$$

This gives the following upper bound for the distinguishing advantage $\epsilon$ :

$$
\epsilon \leq \frac{1}{\sqrt{2}}\left(\sum_{m=1}^{\infty} \mathrm{e}^{-4 \pi^{2} m^{2} / \alpha^{2}}\right)^{1 / 2}
$$

For general standard deviation $s$ and large $\alpha$, the $m=1$ term dominates the summation, giving the approximate upper bound of $\epsilon \leq \exp \left(2 \pi^{2} s^{2} / q^{2}\right) / \sqrt{2}$.

## C Estimating Lattice Attack Costs: Source Code

We provide here our Python script for obtaining the security levels for a given spKEX parameter set, both for the primal and dual lattice reduction-based attacks. Our script, originally based on a security estimation script by the authors of [2] optimizes over possible choices of BKZ block-size and number of sparse-ternary LWR samples in order to obtain the minimum attack cost (primal and/or dual) for the given parameters. This minimum attack cost is consequently the security level for the parameter set, for the attack type considered.

```
| from _-future_- import division
from math import sqrt,log,pi,exp,floor,ceil
log_infinity = 9999
|
| ## Calculate log base 2 of an input
def log2(n):
    res=float(log(n)/log(2))
    return res
|## log_2 of best plausible Quantum Cost of SVP in dimension b.
|# Source: https://github.com/tpoeppelmann/newhope.
## Parameter b: block-size of the BKZ lattice reduction algorithm used.
| def svp_paranoid(b):
    c=log(sqrt (4./3))/log(2)
    return (float(log2(b)) + float(b*c))
## log_2 of best plausible Quantum Cost of SVP in dimension b.
|## Source: https://github.com/tpoeppelmann/newhope.
## Parameter b: block-size of the BKZ lattice reduction algorithm used.
def svp_quantum(b):
    c=log(sqrt (13./9))/log(2)
    return (float(log2(b)) + float(b*c))
## log_2 of best known Quantum Cost of SVP in dimension b.
## Source: https://github.com/tpoeppelmann/newhope.
## Parameter b: block-size of the BKZ lattice reduction algorithm used.
def svp_classical(b):
    c=log(sqrt (3./2))/log(2)
    return (float(log2(b)) + float(b*c))
## Calculate the root Hermite factor for a given BKZ blocksize.
## Parameters:
## b: block-size of the BKZ lattice reduction algorithm used.
def get_rhf(b):
    return ((pi*b)**(1./b)* b / (2*pi*exp(1)))**(1./(2.*b-2.))
|
|# Calculate the log of the scaling/weighting factor used
|## to build weighted lattices for attacks on sparse-ternary LWR.
## Parameters:
|## sigma: Standard deviation of the LWR rounding error.
## theta: Sparseness of the sparse-ternary LWR problem.
## theta = Hamming weight of LWR secret / n.
def log_scaling_factor(sigma,theta):
    return float(log2(sigma)-(0.5*log2(theta)))
## Calculation of the distinguishing advantage of the Dual Attack
| ## and the corresponding attack cost, in log_2, against sparse-ternary LWR.
## Parameters:
## b: block-size of the BKZ lattice reduction algorithm used.
## q: Large modulus of the (sparse-ternary) LWR problem.
## p: Rounding modulus of the LWR problem.
## n: dimension of the (sparse-ternary) LWR problem.
## m: number of LWR samples used in the dual attack.
## theta: Sparseness of the sparse-ternary LWR problem.
## theta = Hamming weight of LWR secret / n.
## sec_level: 1 (classical), 2 (post-quantum), 3 (paranoid).
## Determines sieving exponent of SVP oracle subroutine
def dual_cost(b,q,p,n,m,theta,sec_level):
    ## Dimension of the dual lattice
    d=m+n
    ## Root-Hermite factor for a BKZ lattice reduction algorithm running with given block-size b.
    rhf=get_rhf(b)
    ## Calculate the standard deviation of the LWR rounding error
```

```
    sd=float(q/(2*sqrt(3.0)*p))
    ## Log2 of scaling factor for rescaling the lattice in case of small-secrets.
    log_omega=log_scaling_factor(sd, theta)
    omega=float (2**log_omega)
    ## Norm of the shortest vector in the scaled dual lattice.
    norm_v=(rhf**(d-1)) * ((q/omega)**(1. * n/d))
    tau= norm_v * sd / q
    ## Distinguishing advantage of the dual attack, in log_2
    log2_eps = -0.5 + (- 2 * pi * pi * tau * tau) / log(2)
    if(sec_level==1)
        svp_cost=svp_classical(b)
    elif(sec_level==2):
        svp_cost=svp_quantum(b)
    elif(sec_level==3):
        svp_cost=svp_paranoid(b)
    total_cost = max(0, - 2 * log2_eps - svp_paranoid(b)) + svp_cost
    return total_cost
## Calculate the norm of the unique shortest vector (s,e,1) in the Primal Embedding lattice
## Parameters:
## n: dimension of the (sparse-ternary) LWR problem.
## m: number of LWR samples used in the dual attack.
## sigma: Standard deviation of the LWR rounding error
## theta: Sparseness of the sparse-ternary LWR problem.
## theta = Hamming weight of LWR secret / n
def min_norm(n,m,sigma,theta,omega):
    h=floor(n*theta)
    return sqrt(float((omega**2)*h) + float(m*(sigma**2)))
## Calculate the norm of the projection \widetilde(v) of the vector
## v=(s,e,1) on the vector space spanned by the last b-Gram-Schmidt
## vectors of the embedding lattice.
## Parameters:
## v_norm: The norm of the vector v=(s,e,1); v_dim: its dimension.
## b: block-size of the BKZ lattice reduction algorithm used.
## v_dim: Dimension of the vector v=(s,e,1).
def projected_norm(v_norm,b,v_dim):
    #print "v_norm is",v_norm,"and b is",b,"and v_dim is",v_dim,"and sqrt(b/v_dim) is",float(b/v_dim)
    proj_norm=float(v_norm*sqrt(b/v_dim))
    #print "proj_norm is",proj_norm
    return proj_norm
## Calculate the log of the volume of the lattice into which (primal attack) embedding is done.
## Calculating in log and not absolute values because q^d is huge and might quickly go out of hand.
## Parameters:
## q: Large modulus of the sparse-ternary LWR problem.
## d: dimension of the lattice considered in the primal embedding attack.
## n: dimension of the sparse-ternary LWR problem.
## omega: scaling factor to rescale the lattice for exploiting the ''small''-ness of secrets.
def log_embedLatticeVol(q,d,n,omega):
    log_vol=float((d-n-1)*(log2(q))) + float(n*log2(omega)
    return log_vol
## Success condition of Primal attack against sparse-ternary LWR
## Returns true if attack succeeds for given parameters and false otherwise.
## Parameters
## sd: standard deviation of the LWR rounding error.
## b: block-size of the BKZ lattice reduction algorithm used
## n: dimension of the (sparse-ternary) LWR problem.
## m: number of LWR samples used in the dual attack.
## theta: Sparseness of the sparse-ternary LWR problem.
theta = Hamming weight of LWR secret / n
## primal_attack_success(sd,b,q,n,m,theta):
    ## Dimension of the lattice considered in the Primal attack.
    d=m+n+1
```

| 137 |  | \#\# Root-Hermite factor for a BKZ lattice reduction algorithm running with given block-size b. |
| :---: | :---: | :---: |
| 138 |  | $\log _{\text {_ }} \mathrm{rhf}=\log 2$ ( get _rhf (b) ) |
| 139 |  | \#\# Log2 of scaling factor for rescaling the lattice in case of small-secrets. |
| 140 |  | $l o g_{\text {_omega }}=10 \mathrm{~g}_{\text {_ }}$ scaling_factor (sd, theta) |
| 141 |  | omega=float ( $2 * *$ log_omega) |
| 142 |  | \#\# Norm of the unique shortest vector (s,e,1) that the primal attack searches for. |
| 143 |  | norm_v=min_norm( $n, m, s d$, theta, omega) |
| 144 |  | $\operatorname{dim}_{-} \mathrm{v}=\mathrm{m}+\mathrm{n}$ |
| 145 |  | \#\# Norm of the projection of ( $\mathrm{s}, \mathrm{e}, 1$ ) on the span of the last b Gram-Schmidt vectors |
| 146 |  | \#print "norm_v is", norm_v,"and b is ", b, "and dim_v is", dim_v |
| 147 |  | proj_norm_v=projected_norm (norm_v, b, dim_v) |
| 148 |  | \#\# Log2 of volume of the lattice considered in the Primal attack, scaled due to small-secrets |
| 149 |  | log_latt_vol=log_embedLatticeVol ( $\mathrm{q}, \mathrm{d}, \mathrm{n}$, omega) |
| 150 |  | \#\# Check primal embedding attack success condition (Equation 20 of spKEX document) |
| 151 |  | \#print "proj_norm_v is", proj_norm_v |
| 152 |  | $1 \mathrm{hs}=10 \mathrm{~g}$ ( proj _norm_v ) |
| 153 |  | rhs=float ( $\left.(\mathrm{b}+\mathrm{b}-\mathrm{d}-1) * \mathrm{log}_{-} \mathrm{rhf}\right)+\mathrm{float}\left(\mathrm{log}_{-} \mathrm{latt}\right.$ - vol/d) |
| 154 |  | if (lhs <=rhs) : |
| 155 |  | \#Primal attack succeeded |
| 156 |  | return True |
| 157 |  | else: |
| 158 |  | \#Primal attack failed |
| 159 |  | return False |
| 160 |  |  |
| 161 |  |  |
| 162 |  | For a given $q, p, n$ calculate the cost of running the primal attack (if it succeeds), |
| 163 |  | otherwise return cost=infinity. |
| 164 |  | Parameters: |
| 165 |  | b : block-size of the BKZ lattice reduction algorithm used. |
| 166 |  | q : Large modulus of the (sparse-ternary) LWR problem. |
| 167 |  | p : Rounding modulus of the LWR problem. |
| 168 |  | n : dimension of the (sparse-ternary) LWR problem. |
| 169 |  | m : number of LWR samples used in the dual attack. |
| 170 |  | theta: Sparseness of the sparse-ternary LWR problem. |
| 171 | \#\# | theta $=$ Hamming weight of LWR secret / n . |
| 172 |  | sec_level: 1 (classical), 2 (post-quantum), 3 (paranoid). |
| 173 | \#\# | Determines sieving exponent of SVP oracle subroutine. |
| 174 |  | primal_cost (b, $\mathrm{q}, \mathrm{p}, \mathrm{n}, \mathrm{m}$, theta, sec_level): |
| 175 |  | if (sec_level $>3$ ) : |
| 176 |  | print "Undefined security level. Abort." |
| 177 |  | return -1 |
| 178 |  | \#\# Calculate the root Hermite factor for the given BKZ block-size |
| 179 |  | rhf =get_rhf (b) |
| 180 |  | \#\# Calculate the standard deviation of the LWR rounding error |
| 181 |  | sigma=float (q/( $2 *$ sqrt (3.0) *p) ) |
| 182 |  | \#\# Calculate primal attack success condition, Equation 20 of spKEX document. |
| 183 |  | if(primal_attack_success(sigma, b, q, n,m,theta)) : |
| 184 |  | \#Primal attack succeeds. Calculate the actual cost of running it, assuming one SVP call |
| 185 |  | if (sec_level==1) : |
| 186 |  | return svp_classical (b) |
| 187 |  | elif(sec_level==2) : |
| 188 |  | return svp_quantum (b) |
| 189 |  | elif(sec_level==3) : |
| 190 |  | return svp_paranoid(b) |
| 191 |  | else: |
| 192 |  | return log_infinity \#Primal attack fails. Cost of running it is undefinably large. |
| 193 |  |  |
| 194 |  |  |
| 195 |  | For a given $q, p, n$, find the BKZ blocksize $b$ and number of samples m |
| 196 |  | that result in minimal attack cost to the attacker. |
| 197 | \#\# | Parameters: |
| 198 |  | q : Large modulus of the (sparse-ternary) LWR problem. |
| 199 |  | p : Rounding modulus of the LWR problem. |
| 200 |  | n : dimension of the (sparse-ternary) LWR problem. |
| 201 |  | max_m: Maximum number of (sparse-ternary) LWR samples |
| 202 | \#\# | that a single spKEX key-exchange session provides to the attacker. |
| 203 |  | m : number of LWR samples used in the dual attack. |
| 204 |  | theta: Sparseness of the sparse-ternary LWR problem. |



```
273 | elif sec_level is 2:
274 print "Security level is Quantum."
276 print "Security level is Paranoid."
277 | else:
278 else: print "Undefined security level. Abort."
```



```
280
281 | print "\nParameters:\n n:",n," q: ",q," p:",p,"Standard deviation of error:",sd
282
283 attack_type=1 #1 for primal attack, 2 for dual attack
284 | print "\nOptimizing PRIMAL attack cost on LWR over multiple choices of BKZ blocksize and LWR samples."
285 (b,m,cost)=optimize_attack_b_m(q,p,n,max_m,theta,sec_level,attack_type)
286
287 attack_type=2 #1 for primal attack, 2 for dual attack
288 | print "\n\n\nOptimizing DUAL attack cost on LWR over multiple choices of BKZ blocksize and LWR samples."
289 | (b,m,cost)=optimize_attack_b_m(q,p,n,max_m,theta,sec_level,attack_type)
```

