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Abstract

Consider an access policy for some resource which only allows access to users of the system
who own a certain set of attributes. Specifically, we consider the case where such an access
structure is defined by a monotone formula (or logarithmic depth circuit) F : {0, 1}V — {0,1},
where N is the number of possible attributes.

In this work we present two results, which we believe to be of individual interest even
regardless of the above application, and show how to combine them to achieve a succinct single-
round private access control protocol. That is, a verifier can be convinced that an approved user
(i.e. one which holds an approved set of attributes) is accessing the system, without learning
any additional information about the user or the set of attributes.

First, assuming a computational PIR scheme (which can be based, for example, on the
polynomial hardness of the LWE assumption), we construct for any NP language L, a succinct
single-round (2-message) protocol for delegating monotone batch L computations. Explicitly,
for every N € N, every x1,..., 2y € {0,1}", and every monotone formula F : {0,1} — {0,1},
a prover can succinctly prove that F(1y,er,...,laner) = 1, where 1,,c; = 1 if and only if
x; € L, and where the communication complexity is m - polylog(IN) where m is the length of a
single witness.

Second, assuming a quasi-polynomially secure two-message oblivious transfer scheme with
statistical sender privacy (which can be based on quasi-polynomial hardness of the DDH, QR
or DCR assumptions), we show how to convert any single-round protocol into a witness indis-
tinguishable one, with similar communication complexity.

1 Introduction

Verifying the correctness of computations is one of the most fundamental tasks in computer science.
The renowned complexity class NP is defined as the class of problems whose computation can
be verified in polynomial time. Formally, an NP language L is defined using a polynomial time
computable relation R over pairs (z,w) (where |w| = poly(|z|)), and € L if and only if Jw. (z,w) €
R. This means that a statement of the form x € L can be verified in polynomial time given a suitable
witness (namely, w).

In the cryptographic setting we wonder whether it is possible to verify NP statements more
efficiently than by reading the entire witness w, while relaxing the soundness requirement to only
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apply against computationally bounded cheating provers (this is also known as an argument sys-
tem). Moreover, we require that the honest prover can generate such a succinct proof efficiently
given w. In this work, we focus on single-round (2-message) arguments, where the verifier sends
a query message to the prover, who responds with an answer string, and based on the answer
the verifier decides whether to accept or reject. Such a single-round argument system is said to
be succinct if its communication complexity, and the verifier computational complexity, is o(|w])
(ideally, for security parameter A, the communication complexity should be only poly(log |z|, A)
and the verifier’'s computational complexity should be only |z| - poly(})).

It is known how to construct such succinct single-round arguments for NP in the random
oracle model [Mic94], and under knowledge assumptions [DFH12, BCCT13, BCC*14]. However,
we do not have constructions under any standard (falsifiable) assumptions, and not even under
the assumption that indistinguishability obfuscation (iO) exists. That said, for special classes of
NP statements, we do know how to construct succinct single-round arguments based on standard
(falsifiable) assumptions.

Specifically, Brakerski, Holmgren and Kalai [BHK17]| construct an argument system for batch
NP delegation, assuming the existence of a (polynomially secure) computational PIR scheme. A
batch statement is of the form (z1 € L) A--- A (xy € L). Most generally, a witness for such
a statement is a tuple (wi,...,wn) s.t. w; is a witness for x; € L. Thus, if the length of an
instance is |z;| = n and the length of a single witness is |w;| = m (= poly(n)), then the witness
length for the batch statement is N - m. Brakerski et al. [BHK17] showed an argument system
with communication complexity and verifier computation (m + polylog(n, N)) - poly()A), where A
is the security parameter. In addition, in a followup work to this current work, Badrinarayanan
et al. [BKK™17] construct a single-round argument system for the class NTISP. We elaborate on
this followup work after presenting our result in Section 1.1.

We also mention the works of Reingold, Rothblum and Rothblum [RRR16, RRR18], which
studies multi-round batch proofs (i.e. with statistical soundness) for sub-classes of NP, and posed
the open problem of constructing an interactive proof (with statistical soundness) for batch NP
statements with communication complexity m - poly(\, log(n, N)) and where the prover is efficient
given the witnesses.

1.1 Our Results

In this work we extend the class of NP statements that admit succinct single-round argument
systems. Specifically, we present a succinct arguments for monotone batch NP statements. Such
a statement is characterized by a collection of instances x1,...,xn respective to a language L,
and a monotone formula (i.e. without negation gates) F : {0,1} — {0,1}. The statement
((z1,...,2N),F) holds if F(1;,¢cr,...,1zyer) = 1, where 1,,c;, = 1 if and only if z; € L. For
example, we can manage statements of the form (((zy € L) A (z2 € L))V (x3 € L)) A (x4 € L), and
much more. In order to produce an accepting proof, an honest prover needs a set of witnesses for
a subset S C [N] of the z;’s that makes the formula accept. Namely a set of witnesses {w;}icg so
that w; is a witness for x; and the set S is sufficient for F to accept; i.e., F(1liegs,--.,1nes) = 1.
Since F is monotone, this indeed implies that F(1z,er,...,1zyer) = 1 (since S is a subset of the
x;’s that are in L).

The aforementioned batch NP statements are a special case where F only contains an AND
operation. In the AND special case, the prover must prove w.r.t. the entire set S = [N]. In contrast,
in the monotone batch case there could exist many possible sets S that yield an accepting proof.



This makes the verifier’s task much harder, since the prover can answer every time with respect to
a different accepting subset S, depending on the query being asked. In particular, the prover can
“claim” that z; € L for any specific z; (of course not for all at the same time) and not be “caught
in a lie”.

In terms of efficiency and assumptions, our protocol is asymptotically comparable to the more
restricted [BHK17]. The communication complexity and verifier computational complexity are
(m + polylog(n, N)) - poly(A), and our cryptographic building block is a succinct single server
(computationally secure) private information retrieval scheme. These can be instantiated based on
the phi-hiding assumption [CMS99] or on the Learning with Errors assumption [BV11]. Further-
more, similarly to [BHK17], our scheme has a proof-of-knowledge property, meaning that one can
efficiently extract a valid witness {w;};cs from any (possibly cheating) prover that convinces the
verifier to accept with non-negligible probability.

Our scheme is privately verifiable, i.e. the verifier needs to keep a secret state that is used to verify
the prover’s answer. We note that one can can construct a single-round publicly verifiable scheme
at the price of relying on the Random Oracle Model [Mic94] or on knowledge assumptions [DFH12,
BCCT13,BCC*14]. However, all known single-round schemes that rely on standard falsifiable
assumptions, even those for deterministic computations, are all privately verifiable.

Followup work. In a followup work, Badrinarayanan et al. [BKK*17] construct a single-round
delegation scheme for all bounded space non-deterministic computations, assuming the existence of
a subexponentially secure computational PIR scheme. Namely, for any language L computable by
an S-space and T-time non-deterministic Turing machine, they construct a single-round delegation
scheme for L, where the communication complexity is poly (S, A). We mention that this protocol has
adaptive soundness (whereas ours does not), but relies on sub-exponential hardness assumptions
(whereas our protocol relies on polynomial hardness assumptions).

An open problem that remains open from these works, is constructing a succinct single-round
monotone batch NP delegation scheme for monotone circuits, as opposed to monotone formulas.
To date, we only know how to do this based on knowledge assumptions or in the random oracle
model.

We refer the reader to Section 1.3 for a high-level overview of our techniques, and to Section 3
for the formal treatment.

Witness Indistinguishability. We show a generic transformation that converts any single-round
(2-message) delegation scheme into one that is also witness indistinguishable (WI), without blowing
up the communication complexity. This transformation relies on the existence of a quasi-poly secure
OT scheme, which can be based on the quasi-polynomial hardness of the DDH, QR or Paillier’s
decisional composite residuosity assumption (DCR). The communication complexity and verifier
complexity remain unchanged up to poly(\) factors. This transformation relies on a recent 2-
message strong WI protocol in the delayed input setting, proposed by [JKKR17]. See details in
Section 1.3 and Section 4. We note while we achieve computational WI, it may be possible to
achieve statistical witness indistinguishability using the results and techniques of [KKS18].

1.2 Applications

We show two applications of the above two results.

Delegation Beyond Monotonicity. Our basic protocol shows that batch NP statements are not
the most general subclass of NP for which succinct arguments exist under standard assumptions.



It is a very interesting open problem to characterize this class of statements.

Simply removing the monotonicity requirement while still only relying on falsifiable assumptions
would imply falsifiable succinct NP-delegation,' which is perhaps the most important open problem
in the delegation literature. We therefore believe that additional techniques may be require to
overcome the monotonicity condition altogether.

That said, our protocol can go beyond monotone forumlas if the language L is in NP N coNP.
In such case, we can prove general batch statements, i.e. of the form F(1zer,...,1zyer) = 1
even for non-monotone formulas. This can be done by “monotonizing” the formula by pushing all
negation gates to the input layer. We get a monotone formula F’ where F(1z,er,...,lzyer) =
F'(1ayer, 1, cp---s layer, 1mNef)' Since F’ is monotone and all of its inputs are NP statements

(since L € NP), our monotone delegation protocol can be used in this case as well.

Succinct Single-Round Access Control. By applying our WI transformation to our succinct
single-round argument, we get a succinct single-round witness indistinguishable argument system
for monotone batch NP, which we call “a succinct access control scheme”.

Consider a setting where there are N public keys pky,...,pky (for a very large N), and each
user receives for some subset S C [N] (corresponding to his credentials) a set of secret keys {sk; }ics,
where each sk; corresponds to pk;. Now suppose a user wishes to prove anonymously and succinctly
that his credentials satisfy some monotone formula F : {0,1} — {0,1}. Namely, he wishes to
prove that his set S satisfies F(1ieg,...,1nes) = 1. Combining our two main results (monotone
NP delegation and our WI transformation) we obtain a single-round succinct and anonymous
scheme, where a user can succinctly prove that his set of secret keys satisfies some monotone access
structure (formulated as a monotone formula), where the anonymity property is WI and the length
of a proof is |sk;| - poly(log N, \), where |sk;| is the length of a single secret key, and X is the security
parameter. We call such a scheme a succinct single-round access control scheme.

Moreover, we can make our scheme collusion resilient. Namely, we can ensure that if two users
have credentials corresponding to two sets S1, S2 C [N], then together they cannot get credentials
corresponding to S7U S5, and moreover together they cannot prove more than what each user could
have proven individually. This is done by introducing a signature scheme and setting each secret
key to be a signature on the attribute concatenated with a random tag that is unique for the user.
The random tags will prevent mixing an matching between different users’ attributes. We refer to
Section 5 for the formal definition and the construction.

We note that our notion of access control systems is similar to the notion of anonymous creden-
tials [Cha85]. We identify two main differences between the two notions. One is that anonymous
credentials require anonymity even against the issuer of the credentials, whereas in our model the
issuer is a trusted party. The second is that anonymous credentials are not required to be succinct,
in the sense that the proof could depend on the number of attributes, whereas succinctness is a cor-
nerstone in the definition of access control systems. We believe that our techniques may be useful
towards the construction of succinct anonymous credential schemes under standard assumptions
by replacing the signature scheme from our construction in Section 5 with blind signatures [Cha82].

!This can be done by taking L to be the trivial language (i.e. all z is in L, this language is in NP with an empty
witness). To provide a succinct proof that a 3-CNF formula ¢ on N variables is satisfiable, we will ask the prover to
provide a non-monotone formula delegation for (z1,...,zn,%) with 21 =--- =ax = 0.



1.3 Technical Overview

We start by explaining the high-level ideas behind our monotone batch NP delegation scheme, and
then proceed with the high-level ideas behind our WI transformation.

Monotone Batch NP Delegation. Our starting point is the delegation scheme of [KRR14]. This
delegation scheme was proven sound for P, and moreover, was shown to imply some form of local
soundness even for NP. This was formulated by Paneth and Rothblum [PR14], via the notion of
local assignment generator. More specifically, they show that the [KRR13,KRR14] analysis implies
the following: If the [KRR13,KRR14] delegation scheme has communication complexity k - poly(\)
then one can convert any (possibly cheating) prover who proves that a circuit ® is satisfiable, into
a k-local assignment generator for the wires of ®.

A k-local assignment generator for the satisfiability of ® is a randomized algorithm that takes
as input a tuple of k wires of ® and returns an assignment to the values of these wires in a locally
consistent and no signaling manner:

e Local consistency means that the k returned values need to be consistent within themselves,
i.e. when querying both the input wires and the output wire of a gate, the output value
will be equal to the application of the gate on the given input values (with overwhelming
probability). Furthermore, the marginal distribution given by the local assignment generator
to the output wire of ® is 1 (with overwhelming probability).

e No signaling means that for every set of £ < k wires, when querying a superset of these wires,
the marginal distribution of the ¢-tuple of answers for these wires will be the same, regardless
of what other wires are included in the k-tuple superset. More precisely, as in [BHK17] we
only require computational no-signaling, which is the requirement that any change in the
marginal distribution of the ¢-tuple is indistinguishable to any polynomial time distinguisher.

The local assignment generator abstraction is used in [KRR13,KRR14] to achieve P delegation,
which is just CIRCUIT-SAT for ®,, where ®, has no input wires at all (but instead has the
input x hard-coded). Specifically, they show that the existence of a local assignment generator
for @, implies that indeed ®(x) = 1. Loosely speaking, this is done by iteratively proving that
the assignment generator must always be consistent with the “correct” wire values. Unfortunately,
in this iterative process there is a “decay” of the probability of consistency with each level of the
circuit. Roughly speaking, if one applies the union bound on the probability of inconsistency of the
input wires of a gate, then the probability of inconsistency of the output wire can double. Thus
the decay in consistency can be exponential in the depth of the circuit.

Starting from [KRR14] it is shown how to overcome this obstacle and limit the decay to be-
ing polynomial in the size of the circuit for P delegation. Looking ahead to our contribution,
unfortunately we were unable to apply these techniques in the monotone NP setting. Thus the
aforementioned decay limits us to working with monotone formula (which can always be balanced
to have logarithmic depth) rather than monotone circuit.

Be it circuits or formulas, applying the above outline in the NP setting is much more difficult
since there is no single “correct” wire assignment, as any witness induces different wire values to
the circuit. In [BHK17] batch NP delegation is achieved as follows. First, they notice that if
k = m + polylog(n) then NP delegation can be proven.? This is done by querying the assignment

2This parameter regime is not interesting as an end result since we can always achieve m-bit delegation by just
sending the witness. However, this will be instrumental for our exposition.



generator only on k-tuples that always contain the m input wires (i.e. the wires that correspond
to the witness that & is satisfiable). As explained above, the m input wires do not necessarily
take the same value every time so one cannot apply the [KRR13,KRR14] technique as is. Instead,
in [BHK17] they propagate the assertion that “the values of the queried wires are globally consistent
with the values of the queried input wires”. It is important to notice that this proof strategy allows
to achieve more than soundness, in fact it allows to extract a valid NP witness from a (possibly
cheating) prover that convinces the verifier to accept with non-negligible probability.

To prove batch statements they notice that now the circuit ® can be thought of as containing N
sub-circuits, each computing an NP statement. However, there is no requirement for consistency
between sub-circuits. It is sufficient that each sub-circuit is globally consistent amongst itself. Many
details that are immaterial for this high level overview are omitted from this abbreviated description
of these prior works.

Our Monotone Batch Delegation Scheme. For monotone batch NP statements, the situation
is even more complicated than in [BHK17]. Indeed, the relevant circuit ® can be described as a
collection of N sub-circuits verifying NP relations, with the monotone formula F applied to the
output of these NP verification circuits. We assume that F is balanced, i.e. depth(F) = O(log |.F|)
as this can be guaranteed w.l.o.g (while preserving the monotonicity of F). Unlike the setting
considered in [BHK17], here cross-consistency between different sub-circuits is very important.
Indeed, the assignment generator may answer according to a mixed distribution corresponding to
various accepting sets S C [N]. We can therefore no longer rely on the global consistency of the
sub-circuits alone, since each sub-circuit individually can have output value that takes 0 almost all
the time. We show that the monotonicity of F can come to our rescue in tackling this problem.
Assume that indeed there is global consistency within each sub-circuit. Now consider those sub-
circuits whose output wire takes value 1 with probability at least €, for some inverse polynomial
€. Then it is possible to use an extraction process analogous to the one for [BHK17| described
above to extract NP witnesses for those sub-circuits in poly(1/€) time. Choosing € to be a small
enough polynomial (specifically 1/poly(|F|) = 1/exp(depth(F))), we can work in polynomial time
and “harvest” witnesses for all of those sub-circuits. Intuitively, other sub-circuits (ones whose
output wire is assigned 1 with probability less than €) should not have much effect on the output
of F since even applying the union bound, the probability that any of them takes a 1 value is
very small. We show that indeed letting S* denote the set of sub-circuits whose probability of
accepting is > e, it holds that F(1icg+,...,1nes+) = 1. This statement will conclude the proof
since we are able to extract all witnesses for {z;};cs+ and therefore it must be the case that indeed

F(Agier, -5 1zyer) = 1 (since F is monotone), and furthermore we extracted a witness for this
statement (the set of witnesses for {x;};cs+).
In order to prove that F(1lieg+,...,1nesx) = 1, we rely on “promoting the consistency” sim-

ilarly to the outline in [KRR13, KRR14, BHK17] described above. Specifically we show that the
assignment generator cannot assign value 1 to a wire which takes value 0 in the computation of
F(lies*,.--,1nes+), except with very low probability. Once this is established, we rely on the
assignment generator’s assigning value 1 with high probability to the output wire to conclude that
F(lies*,..-,1nes+) = 1. By definition of S*, input wires to F with value 0 in the evaluation
of F(lies*,...,1nes+) are indeed assigned 1 with probability at most e. The argument proceeds
iteratively going gate by gate in topological order (or equivalently layer by layer). Consider a gate
whose output wire takes a value 0 in F(1ieg+,...,1nes+), then if it is an OR gate then both of its
inputs take value 0 in F(11eg+,...,1nes+), and by local consistency its probability to be assigned



1 is at most twice the probability of its inputs. For AND gates the situation is slightly better since
we only need to argue that one of the inputs is 0 with high probability. As can be seen from this
process, the probability of 1 for a wire that takes a 0 in F(1lieg,..., Inecs+) grows from € in the
input layer to at most e - 29Pth(¥) in the output wire, and since we chose e < 279Pth(F) it follows
that since the assignment generator assigns 1 to the output wire with high probability, it must be
the case that this wire takes value 1 in F(1icg+,...,1yes+). We refer the reader to Section 3 for
the formal proof.

To conclude, let us briefly explain why we could not apply the methods from [KRR13, KRR14,
BHK17] to remove the exponential decay in the depth. At a high level, these works use a commit-
ment scheme (be it information theoretic in the form of a low degree extension or computational
in the form of collision resistant hashing) to enforce a statement about the values in an entire layer
of the evaluated circuit. Once the assignment generator assigns a value to the commitment, it is
in fact bound to the values of the entire layer. In the monotone setting the assigner should be
allowed not to commit to the value of the layer, nor to its consistency with some input layer, but
rather only to not “turn off” some of the wires in the layer (whose identity is only determined in
the proof and is not known a-priori). We could not devise an appropriate commitment mechanism
to allow this enforcement, hence our inability to support monotone circuits, however we do not see
an obvious barrier that prevents doing this in principle.

Witness Indistinguishability. We show how to convert any single-round (2-message) argument
system (and in particular, our single-round delegation protocol) with super-polynomial security
into a witness indistinguishable one, with minimal (asymptotic) blowup to the communication
complexity, albeit witness indistinguishability holds only against polynomial time distinguishers.
We note that we can get super-polynomial security by properly strengthening the assumption,
namely for any function 7'(A\) > A (where A is the security parameter), if the original scheme was
secure against any poly(T')-size adversary then we get witness indistinguishability against all 7o)
size adversaries. Furthermore, if the original protocol is extractable then the transformation would
allow to apply the extractor as well.

The basic idea is for the verifier to simply send the first message of the protocol, and for the
prover to compute its response according to the protocol, but rather than sending it to the verifier
“in the clear”, it will send a statistically binding commitment to the response. The idea is then for
the prover to provide a WI proof (in parallel) that he indeed sent a commitment to an accepting
response to the verifier’s first message.

This idea runs into several obstacles, let us present the most severe ones. First, the original
protocol may not be publicly verifiable (and indeed we would like to apply it to our aforementioned
privately verifiable protocol), in which case the prover cannot prove that he is committing to a
message that corresponds to an accepting response, since he does not know the verifier’s verdict
function. Second, we require that the prover commits to the accepting response using a statistically
binding commitment, but this means that there is only one accepting witness and WI becomes
meaningless. We next explain how to address these obstacles.

To address the first obstacle, we consider the secret state that the verifier keeps and is used
to render the verdict of acceptance on the prover’s response. In our new protocol, the verifier will
send, along with its delegation query, its random tape in an encoded form. This encoded form
should allow to apply the functionality of the prover under the encoding and send the encoded
result back to the verifier. To this end, we present an abstraction that we call private remote
evaluation scheme, which can be thought of as a one-time non compact homomorphic encryption



scheme with malicious circuit privacy. We show that this primitive can be constructed using garbled
circuits and using an oblivious transfer protocol with security against malicious receivers (the same
assumption is required for the WI proof system that we need to use). Given the verifier’s random
tape encoded in this way, the prover can “homomorphicly” check that indeed applying the verifier’s
query generation on the encoded random tape results in the query string sent by the verifier, and
that the prover’s response to this query string will result in the verifier accepting. The prover will
perform this operation on the encoded random tape (note that the expected output should always
be an encoding of 1) and prove in WI that the resulting encoding was indeed generated using the
aforementioned operation. Since our encoding scheme is circuit-private, the verifier will not learn
anything from the encoding itself (since it is just an encoding of 1), but the WI proof will guarantee
that indeed the prover committed to a message that would have made the verifier of the original
protocol to accept.

Let us now specify the properties of the two message WI protocol that is required for this
approach to go through. First of all, we notice that we need a protocol with adaptive soundness,
i.e. soundness holds even against a prover that chooses the statement to be proven after seeing the
verifier’s first message.

Second, we need to address the aforementioned vacuousness of the standard notion of WI
when proving with respect to a committed value. This is resolved by resorting to the notion
of strong WI, which considers two distributions over instance-witness pairs, and requires that if
the instance components of the two distributions are computationally indistinguishable, then the
verifier cannot distinguish which instance-witness pair was used to generate the proof. Indeed, the
recently proposed protocol of Jain et al. [JKKR17] has the required properties (in the delayed input
setting), under the assumption that a quasi-poly secure OT scheme exists (we refer to Section 4
for details, and in particular to Theorem 4.1).

Lastly, we require extractability, namely being able to extract the committed response to the
delegation protocol in case the WI protocol accepted. However, since the prover only sends a single
message, we cannot get extractability under standard assumptions. We therefore rely on complexity
leveraging, and extract the prover answer by brute-force breaking the hiding of the commitment
scheme. This means that in order for soundness to hold, we need all components other than the
commitment scheme to be secure even in the presence of this brute-force extractor, i.e. to have
super-polynomial security. This way, we can scale down the hardness of the commitment scheme
and allow it to be broken while leaving the other building blocks secure.

2 Preliminaries

Throughout this manuscript, we let A denote the security parameter.

2.1 Local Satisfiability

In what follows, we define the notion of local satisfiability for circuits, using the formalism from [PR14].

For our needs, we consider any polynomial-time computable function n = n(}\), and any
polynomial-time computable function m = m(n). We think of n as the instance length, and
we think of m as the witness length. For any A € N, we consider a circuit

Co: {0,1)" x {0,1}™ — {0,1},



where n = n(A). In what follows, we denote by V;, the set of variables corresponding to the wires
of Cp,.

Definition 2.1 (Local Assignment Generator [PR14]). Fiz a polynomial-time computable function
n = n(A). A (k,e)-local assignment generator Assign for the circuit family {Cp}ren (described
above) with corresponding inputs {zy}tren (where z, € {0,1}") is a probabilistic algorithm that
takes as input a security parameter in unary 1* and a set of at most k()\) queries Q, C V, (i.e.,
|Qn| < k(N\)), and outputs an assignment a : Q, — {0,1}, such that the following two properties
hold.

e Everywhere Local Consistency. For every A € N, every set Q, C V,, such that |Q,| <
kE(N), with probability 1 — e(X) over a draw

a + Assign(1*,Q,) ,

the assignment a is locally consistent with the circuit C, on the input x,,. That is, for every
gate g, with input wires q1,q2 € Qn and with an output wire q3 € Qn, it holds that the
assignment a(q1),a(q2),a(qs) satisfies the gate g (with probability 1 — e(X\)). Moreover, if q is
the i’th input wire (for i € [n]) then a(q) = x;, and if q is the output wire then a(q) =1 (with
probability 1 — €(\)).

e No-signaling. For every polynomial size distinguisher D = {Dy} en and every sets Q) C
Qx C V) such that |Qx| < k(\) there exists a negligible function negl(\) such that

a“ASSignlglAvQA) [ @@ ] a’<—Assignr(1",Qi\) [ @) ] negl(})

We say that Assign is a k-local assignment generator if it is a (k,negl)-local assignment generator
for some negligible function negl.

2.2 Single-Round Argument with Local Satisfiability
The following theorem was proven in [BHK17], based on techniques developed in [KRR13,KRR14].

Theorem 2.1 ( [BHKI17]). Fiz any polynomial-time computable function m = m(n), and any
circuit family {Cp, }nen such that C,, : {0,1}" x{0,1}™ — {0,1}. Let M be a (possibly non-uniform)
Turing machine that on input 1™ runs in time T = T(n) < poly(|C,|) and outputs a description of
the circuit C,. Assume the existence of a computational PIR scheme (with polynomial security).
Then there exists a (succinct) single-round (2-message) argument (P, V'), such that for any security
parameter X € [log T, T], and any locality parameter k € [\, T], the following holds.

1. Efficiency. The protocol (P, V') has the following efficiency guarantees:

(a) The communication complexity of (P,V), on input (1*, M, x,T), is k - poly(\).3

3We think of M and T = T(|z|) as part of the input, even though they are determined in advance. The fixing of
M is essentially without loss of generality since we can always fix M to be the universal Turing machine, and append
the actual Turing machine to the input . Moreover, the fixing of T is also without loss of generality, since one can
consider the (fixed) time bounds T; = 2* for every i € [A], and use the scheme corresponding to the relevant T; (a
similar trick was used in [BHK17], and we refer the reader to [BHK17] for details).



(b) The runtime of V on input (1*, M, z,T) is O(|M|+n) + k- poly(\), where | M| denotes
the size of the non-uniform advice of M.

(¢) The runtime of P, given a witness w such that Cy(z,w) =1, is poly(T).

2. Perfect Completeness. For every (1), M,z, T) as above, and for every satisfying assign-
ment w such that Cp(z,w) =1,

Pr [(P(w), V)1, M, 2, T) = 1] —1,

where the probability is over the random coin tosses of V.

3. Local Soundness. Consider an “augmented” version of Cy(x,-), denoted by Cy(x,-), which
contains, in addition to the original circuit, a Merkle hash-tree for each layer of Cp(z,-). The
Merkle hash requires a collision-resistant hash function and we note that since we assume a
secure PIR scheme, a collision-resistant hash is implied.*

For every constant c € N there exists a probabilistic oracle machine Assign,, running in time
poly(k,\), such that if there exists a PPT cheating prover P* that on input 1% generates
x € {0,1}", where T(n) € [\,2%], and for infinitely many X € N,

1
Pr [(P*,V)(P,M,x,T) -1] = 1.

then for all such A € N, Assignf;(l’\, -) is a k-local assignment generator for én(% .

Moreover, there exists a polynomial £ = £()\) (that does not depend on {Cyn}), such that any
k-local assignment generator for Cy(z,-), with k > m - £(X), satisfies that on input the set of
variables corresponding to the witness wires, outputs a valid witness for x with overwhelming
probability.

3 Succinct Single-Round Delegation for Monotone NP

We prove that the very protocol from Theorem 2.1, with & = m-£(\)+1, has the standard soundness
guarantee (and even a proof-of-knowledge guarantee) when applied to any circuit C that takes as
input (z1,...,zy) € ({0,1}™)", and a corresponding “witness string” (w, ..., wy) € ({0,1})",
and first computes (by,...,by), where each b; is the output of an NP verification circuit on input
(x4, w;), and then applies a monotone formula on (by,...,by). Our proof does not rely on any
specific property of the protocol. Instead, we show that for such circuits, the local soundness
guarantee (from Item 3) implies the standard soundness guarantee, and more specifically, we show
how to convert a local assignment generator into an extractor that extracts a valid witness.

Fix an NP language L, and let R} denote the corresponding NP relation. For any z, we let
Rz be a Boolean circuit such that R, (w) =1 if and only if (z,w) € Rr. We denote the length of
x by n = |z| and the length of a corresponding witness w by m = m(n) = |w|.

Fix any N : N — N. For every n, let N = N(n), and let

Fn {0, 1} — {0,1}

“We specifically use the augmentation as in [BHK17] as opposed to the different information theoretic augmentation
used in [KRR14].
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be any monotone formula. Namely, Fp is a Boolean formula with only AND and OR gates. Without
loss of generality, we think of Fx as a (monotone) circuit of depth D = O(log |Fx]|), this is without
loss of generality since formulas (and in particular monotone formulas) can be balanced (and in
particular maintain monotonicity).> Consider the Boolean circuit

Co s ({0, 13" x ({0,13™)™ — {0,1},

that for N = N(n), takes as input a pair x = (x1,...,zy) € ({0,1}")Y and w = (wy,...,wy) €
({0,1}™)V and outputs
Cn(X, W) = .FN('Rx1 (wl), N 7Ra:N (UJN)).

Let M be a (possibly non-uniform) Turing machine that on input 1" outputs the description of the
circuit Cp, and denote by T = T(n) < poly(|Cy|) the runtime of M on input 1.

Theorem 3.1. Any protocol satisfying Theorem 2.1, with locality parameter k = m - £(\) + 1
(where € is the polynomial from Item & in Theorem 2.1), satisfies the following proof-of-knowledge
quarantee:

For every constant ¢ € N there exists a PPT oracle machine E. such that if there exists a non-
uniform PPT cheating prover P*, that on input 1* generates x = x(\) € ({0,1}™")V, where n = n(\),
such that for infinitely many A € N,

Pr|(P*,V)(1* M,x,T)=1| > Ai

then for these \’s,
PrieX (1% M, x, T) = w s.t. C(x,w) =1] =1 — negl()\).

Proof. Consider the (succinct) single-round protocol (P, V) given by Theorem 2.1 with k = m -
¢(\) + 1, and consider any non-uniform PPT cheating prover P* that on input 1* generates x =
x(\) € ({0,1})¥, where n = n()\), such that for infinitely many A € N,

P [(P1 V)0 M T) = 1] > (1)

for some constant ¢ > 0.

By the local soundness property of (P, V') (see Item 3), there exists a probabilistic oracle machine

Assign,, running in time poly(\, k), such that AssignfA (11, ) is a k-local assignment generator for

the circuit C,(x, ), and for its “augmented” version, denoted by Cy(x, ).

The input of C,,, similarly to the input of C,, consists of a pair (x,w), where x = (x1,...,2N) €
({0,1}")N and w = (wy, ..., wy) € ({0,1}™)N. We think of x as the input and think of w as the
witness.

For every i € [N], we denote by @; the set of m = m(n) wires corresponding to the i’th
witness w;, and we denote by gout, the output wire of R,.

Recall that C is of the form

Crn(%, W) 2 FN(Ray (w1), .., Ry (wn)).

SFor the sake of completeness, we outline the proof in the monotone case. We use the combinatorial property
that any tree has an edge that splits it in an approximately balanced manner. Applying to a formula F we get two
formulas A, B s.t. |A|,|B|] > |F|/3 and F = A(B). Balance A, B recursively to obtain A’, B’ and finally output
F' = A(0) v (A'(1) A B). Monotonicity guarantees that 7' = F and balance follows by induction.
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The augmentation Cy,(x,-) (from Theorem 2.1) has the property that it contains the circuit
Fx (Rt (). R ()

as a sub-circuit, and the output wire of Fy (ﬁxl(), e ,ﬁxN()) is the output wire of Cp(x, ).

Therefore the k-local assignment generator Assign, for CNn is, in particular, a k-local assignment
generator for

FN (ﬁm()v s 77€$N(>> :
Let
where recall that D = O(log |Fx|) denotes the depth of Fy. The PPT oracle machine 7" = £
does the following for each i € [N]:
1. For every j € [p|, compute (w; j,b; ;) < Assignf;(lk,Qi U {qout, })-
2. If there exists j € [p] such that b; ; = 1 then set w; = w; ; (for the first j such that b; ; = 1)
and set b; = 1. Otherwise, set w; = L and set b; = 0.

Let
b = (by,...,byn) € {0,1}V,

We prove that for every A for which Equation (1) holds,

Pr[Fn(b1,...,bn) = 1] > 1/2, (3)
where the probability is over the randomness used by £ to generate (by,...,by). This is suffi-
cient, since we can run the extractor £°° \ times, and thus with overwhelming probability (1 —27*)
extract wi, ..., wy, for which the corresponding (b1, ...,by) satisfies Fn(b1,...,bn) = 1.

To this end, fix A\ for which Equation (1) holds. Denote by V' the set of all the wires in Cn
corresponding to F,, and partition V' into D disjoint sets V' = V/ U ... U V},, where for every
i € [D], the set of wires V/ corresponds to the i’th layer of Fy. Denote by W the width of each
layer of F,,.6

Let {v;j}ie[p} je[w) denote the values of all the wires in V' corresponding to the input (by, ..., by).
To prove Equation (3) we need to prove that

Privp, = 1] > 1/2,

where the probability is over the randomness used by £ to generate (by,...,by).

We start by proving the following two claims.
Claim 3.1.1. For every i € [N], if

1
42D )

Pr [b =1 where (w,b) < Assignc(l)‘, Q; U {qouti})] >

then
Pr[b; = 1] = 1 — negl(A).

SWe assume without loss of generality that all the layers of F,, have the same width.
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Proof of Claim 3.1.1. Fix i € [N] such that Equation (4) holds. Recall that (by definition)
b; = 0 if and only if for every j € [p] it holds that b; ; = 0 where

. P¥
(wi g, bij)  Assigne* (1%, Q; U {qout, })-

By Equation (4), Pr[b;; = 0] <1— 5. Thus,

1 P 1 42D )

as desired. ]

Claim 3.1.2. For every A € N and for every i € [N],
Pr [(wi,1) ¢ Assign:® (1, Qs U {goui, ) A\ (Ra (wi) = 0)] = negl(n).

Proof of Claim 3.1.2. Suppose for the sake of contradiction that there exists a polynomial poly
such that for infinitely many A € N there exists i € [N] such that

Pr [(w;,1) ¢ Assignt® (11, Q: U fgou}) A\ (Re () = 0)] > — (5)

~ poly(A)’

We construct the following (k — 1)-local assignment generator Assign’ for the circuit fizz

As above, we denote by gout, the output wire of R,,. We denote by V; the set of wires in the
circuit 75331 The assigner Assign’ takes as input (1%, Q) where Q C V; and |Q| < k — 1, and does
the following:

1. Set £ =1.

2. Sample (ag, by) + Assignf;(l’\, Q U {qout, })-

3. If by = 1 then output a,. Otherwise, if b = 0 then set £ = ¢ + 1.
4. If £ < X -poly(\) then goto Item 2. Else, output L.

We next argue that Assign’ is indeed a (k — 1)-local assignment generator for the circuit ﬁxz To
this end, we need to prove that it is computational no-signaling and that it is locally consistent.
The computational no-signaling condition follows immediately from the fact that Assign, is compu-
tational no-signaling. As for local consistency, first note that Equation (5) implies (in particular)
that

1) A’ (1.Q:U faom )] 2 o
Pr (wza 1) — A55|gnc 1 an U {QOutz} > poly()\)
This, together with the no-signaling requirement, implies that Assign outputs L only with negligible
probability. Thus, the local consistency of Assign’ follows from that of Assign.. Moreover, by
definition, Assign’ always assigns the output wire the value 1, as desired.
Thus, Assign’ is indeed a (k — 1)-local assignment generator for R,,, which together with the
fact that &k — 1 > m - £()\), and with Item 3 of Theorem 2.1, implies that indeed Assign’(1*, Q;)
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outputs a valid witness with overwhelming probability. This is in contradiction to Equation (5),
which together with the definition of Assign’, implies that there exists a polynomial poly such that

1
Pr [wi + Assign’ 1/\,Qi Ra;(w;) =0 ]
(1%Q) A (Reyfw) = 0)] = s,
O
In what follows, fix
= L
4.30°
We next argue that for every i € {0,1,..., D} and every j € [W],
! 2Z 7
PI‘[UZ',]' < a(Vm)] 1. 2D + 3% (6)

where VZ’ ; is the variable corresponding to the j’th wire in 7’th layer of /5, and where a(Vi: j) —
Assign,(1*,V; ;). This suffices since it implies that indeed

D

2 1
Prlup; = 0] < Prjup; < a(Vé’l)] 19D + 3P = Z

.&\r—‘

as desired.
We prove Equation (6) by induction on 4, starting with ¢ = 0.

The Induction Base. For i = 0, note that by definition, vy ; = b; for every j € [IN]. Denote by
FE the event that

negl(\) + Pr[a(VO,j) —1]-B] <

negl(\) +
1
4.2D
where the first equation follows from the definition of vg ;; the second and third equations follow
basic probability theory; the forth equation follows from Claim 3.1.1 (together with the definition

of event F); the fifth equation follows from the definition of the event E, and the last equation
follows from the fact that § > 1 Soly (0 (for some large enough polynomial poly).

<
4.20 —
+ 0,
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The Induction Step. Suppose Equation (6) holds for ¢ € [D — 1] and we will prove that it holds

for i + 1. To this end, fix any j € [w] and consider the two children Vl’]1 and V”2 of Vi, j» Where
Jji,j2 € [w]. By the induction hypothesis
i
/ i
Prfuig, < a(Vij,)] < gp + 30
and .
21
P‘I‘[Uz"j2 < a(V;’]Q)] 1. 2D +3l(5
By a straightforward union bound, this implies that
i+1
Pr [(vig, < a(Vi;)) U (vigp <a(Vig,))] < 5p +2-3%.

This, together with the no-signaling and local consistency properties, implies that

i+1 i 2t i+1
T 2D+2 36 +negl(\) < ——= + 316,

Prlvit1; < a(Vi/H,j)] 4. 2D

as desired, where the latter inequality follows from the fact that ¢’ is negligible whereas 3°t1§ >
m (for a large enough polynomial poly). ]

4 Delegation with Secrecy

In this section we present our general transformation for converting any 2-message argument sys-
tem into a 2-message witness indistinguishable one with only modest increase in communication
complexity.

4.1 Preliminaries

Our transformation makes use of several cryptographic building blocks, which we present below.

Garbled Circuits. We rely on a decomposable randomized encoding scheme. For the sake of
concreteness we consider garbled circuits.

Definition 4.1 (Garbled Circuits). A garbling scheme consists of a tuple of three algorithms
(Garble, GCEval, GCSim) where:

1. Garble(1>‘, 1,1, C) is a PPT algorithm that takes as input the security parameter A\ and
a circuit C @ {0,1}" — {0,1}™, and outputs a garbled circuit C' along with input labels
(Iab; b)icn) bef0,1} where each label lab; € {0, 13

2. GCEvaI(lA,é, ISB) 1s a deterministic algorithm that takes as input a garbled circuit C along
with a set of n labels lab = (lab;);c[,), and outputs a string y € {0, 1}™.

3. GCSim(l)‘, el 1™, y) is a PPT algorithm that takes as input the security parameter, the de-
scription length of C, an input length n and a string y € {0,1}™, and outputs a simulated

garbled circuit C' and labels lab.
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We often omit the first input to these algorithms (namely, 1)) when it is clear from the context.
We require that the garbling scheme satisfies two properties:

1. Correctness: For all circuits C, inputs =, and all (C, (lab;p)ip) < Garble(C,z) and lab =
(1ab; ;) ie[n), we have that GCEval(C, lab) = C(z).

2. Simulation Security: For all circuits C : {0,1}" — {0,1}™ and all inputs x € {0,1}", the
following two distributions are computationally indistinguishable:

{(C,1ab) : (C, (lab;);) < Garble(C,x),lab = (lab; s, )icn }
~ {(C,lab) : (C,lab) + GCSim(1*, 11 1", C(x))} .

Oblivious Transfer Secure Against Malicious Receivers. We use a notion of oblivious
transfer that has computational security against senders (i.e. receiver privacy) but also (statistical)
security against malicious receivers (sender privacy). That is, regardless of the receiver’s first
message, the sender’s response never reveals more than one of its inputs, even to an unbounded
adversary.

Definition 4.2 (Two-Message Oblivious Transfer with Statistical Sender Security). A two-message
oblivious transfer is a protocol between two parties, a sender S with messages (mo, m1) and receiver
R = (Ry1, Ra) with a choice bit b, such that R obtains output my, at the end of the protocol. Specifi-
cally, R1(b) = Ry (1*,b) outputs (o, ¢), where e is the message sent to the receiver and o is a local
state that is kept private. The sender responds with an answer v = S(1*, (mg,m1),e). Finally
Rg(l)‘,a,v) outputs a message m. We omit the security parameter input to these procedures when
it 1s clear from the context.
We consider OT that satisfies the following properties:

e Computational Receiver Security. The distributions R(0) and R(1) are computationally
indistinguishable. We sometimes require super-polynomial security, specifically, we say that
the OT scheme is T-receiver secure if T - poly(\)-size distinguishers have advantage less than
negl(\)

T

e Statistical Sender Security. For all A\ and for all e* € {0,1}* there exists a bit b* such that
the distributions S(1*, (mg,m1),e*) and S(1*, (my-, my+), €*) are statistically indistinguish-
able. It would sometimes be convenient to think about b* as produced by a computationally
unbounded procedure Ext so that b* = Ext(1*,e*) (we sometimes omit 1* when it is clear from
the context).

Oblivious transfer protocols satisfying these definitions have been introduced based on assump-

tions such as DDH, QR and DCR [NP01, Kal05, HK07].

Delayed-Input Interactive Protocols and Strong Witness Indistinguishability. A /-
message delayed-input interactive protocol (P, V) for deciding an NP language L with associated
relation Ry, proceeds in the following manner:

e At the beginning of the protocol, P and V receive the size of the instance and the security
parameter, denoted by n and ), respectively, and execute the first £ — 1 messages.
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e Before sending the last message, P receives as input a pair (z,w) € Ry, where |z| = n, and
V receives x. Upon receiving the last message from P, V outputs 1 or 0.

An execution of (P, V) with instance x and witness w is denoted as (P, V)(z,w). Whenever clear
from context, we also use the same notation to denote the output of V.

A /-message delayed-input interactive argument for a language L must satisfy the standard
notion of completeness (in the delayed-input setting) as well as adaptive soundness, where the
soundness requirement holds even against malicious PPT provers who choose the statement adap-
tively, depending upon the first £ — 1 messages of the protocol.

Definition 4.3 (Delayed-Input Interactive Arguments). A ¢-message delayed-input interactive pro-
tocol (P, V') for deciding a language L is an interactive argument for L if it satisfies the following
properties:

e Adaptive Completeness: For every (x,w) € Ry chosen adaptively after £ — 1 rounds of
interaction,

Pr [(P,V)(z,w) =1] =1,
where the probability is over the random coins of P and V.

e Adaptive Soundness: For every (non-uniform) PPT prover P* that chooses n = poly(\)
and chooses x € {0,1}" \ L adaptively, depending upon the first { — 1 messages,

Pr [(P*,V)(z) = 1] = negl(}),
where the probability is over the random coins of V.

Definition 4.4 ((Strong) Witness Indistinguishability). Let n = n(\) < poly(\). An interactive
argument (P, V') for a language L is strong witness indistinguishable (which we denote sSW1) if for
every pair of distributions over pairs {(X) nx), Win)) baen and {(X5n0) Wan(n) fren supported
over Ry, for which the distributions {X) ,(x)}aen and {Xs () fren are computationally indistin-
guishable, for every PPT verifier V*, and for every (non-uniform) PPT distinguisher D,

Pr D(z, Viewy«[(P,V*)(z,w)] = 1
(x»w)F(XLn(A),WLn(A))[ ( v K >( )] ]

— Pr D(x, Viewy=[(P,V*)(z,w)] = 1|| < negl(\) .
(wi)(_(X2,n()\)7W2,n()\)) [ :|
Standard (as opposed to strong) witness indistinguishability (which we denote simply by WI)
only requires that the above holds for singleton distributions, which is equivalent (due to the indis-
tinguishability condition) to defining a deterministic sequence of input and witness pairs

{(xn()\) s Win(\)» w?,n(A))})\EN'

In delayed input strong witness indistinguishability, the above is only required to hold with
respect to PPT verifiers V* who obtain the instance together with the last prover message in the

protocol (i.e., who generate their messages obliviously of x). Note that this notion is vacuous for
standard (non-strong) WI.
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Theorem 4.1 ( [JKKR17]). For any T = \*Y, assume the existence of a non-interactive statisti-
cally binding commitment scheme, that is hiding against poly-size adversaries, but where the hiding
property can be broken by poly(T') adversaries, and assume the existence of a poly(T)-secure OT
scheme as in Definition 4.2. Then there exists a 2-message delayed-input strong WI protocol for
every language in NP such that soundness holds against poly(T)-size adversaries, but (strong) WI
property holds only against poly-size cheating verifiers.

Remark 4.1. The strong WI property can be strengthened to hold against poly(T*)-size cheating
verifiers, for any T* = T°Y. However, this requires assuming that the underlying commitment
scheme that can be broken in time poly(T), is secure against poly(T™*) size adversaries.

4.2 Private Remote Evaluation

Our transformation makes use of a primitive that we call a private remote evaluation scheme.
Loosely speaking, this can be thought of as a one-time non-succinct fully homomoprhic encryption
scheme with strong malicious circuit privacy [GHV10,OPP14], which in turn follows the outline of
Yao’s 2-party 2-round secure function evaluation protocol [Yao82].

Rather than formally defining this primitive, we construct it (using a garbling scheme satisfying
Definition 4.1 and using an oblivious transfer protocol satisfying Definition 4.2), and state its
properties.

Let (R = (R1, R2),S) be an OT scheme that satisfies Definition 4.2 and let (Garble, GCEval, GCSim)
be a garbling scheme. Our private remote evaluation scheme consists of a tuple of four algorithms
(Enc, Eval, Dec, Sim), defined as follows.

e The encoding algorithm Enc takes an input a security parameter 1* and a string z € {0,1}"™,
and outputs an encoded output ¢ and a secret state o. Specifically, for every bit of x, Enc
runs Rl(l)‘, x;) to compute the first OT receiver message w(i) and the state o). It outputs
Y ={pDY;, 0 = {oD};. We sometimes denote by Enc; the algorithm that computes Enc and
only outputs the 1y component, and we often omit the security parameter from the notation.

e The evaluation algorithm Eval takes as input a circuit C': {0, 1}" — {0,1}" and an encoded
input 1» = {pD};. It creates a garbled circuit C' for C' with labels lab; 5, and computes
the sender response for each OT execution ¢V = § ((lab; o, Iabi,l),w(i)). It finally outputs

v = ({¢' @}, 0).

e The decoding procedure Dec takes as input ¢’ = ({1/®};, 5) and o = {¢(};, and applies the
OT receiver protocol to obtain lab; = Ry(o(?, /™). It finally evaluates the garbled circuit C
on {lab;}; and outputs the resulting y € {0,1}"™.

e For all 1", 1™, 1¢ representing input, output and circuit size (these inputs are often omitted
when they are clear from the context), there exists a simulator

Sim = (Simy, Sima)

such that the following holds. Let Ext be the OT extractor from Definition 4.2. The simulator
Sim; takes as input a (possibly adversarially chosen) sequence 1) = {w(i) * ., and runs Ext
on each 1) to obtain a bit ;. Let = € {0,1}" denote the collection of the extracted bits.

The simulator Simg, takes as input (¢, z) together with a string y € {0,1}™, it runs in
probabilistic polynomial time, and does the following:

18



1. Tt runs the PPT garbled circuit simulator GCSim, on input y, to generate simulated circuit
and labels of the appropriate size and input-output lengths C, lab.

2. It generates simulated sender messages {1V} = S ((IE\T)i, I’avbi), x;).
3. Tt outputs ¥ = ({¥ @}, 0).

Claim 4.2. For any ¢ = {9}, and any circuit C : {0,1}"* — {0,1}™, it holds that
Eval(C, ) ~ Sima(, 2, C(2)) .

where x < Simy(v).

Proof. By definition,
Eval(C, ¢) = ({S((labi,ﬂa|abi,1)71/’(i))} é) :

L)
7

Since 1 is fixed, then the value x < Sim; (%)) is also fixed. It follows from Definition 4.2 that

Eval(C, ) & ({S((Iabi,xi,Iabi,xi),@b(i))}i,é’) .

Now we use the garbled circuit security to argue that
Eval(C, ) ~ ({S((1aby, lab), )} ,C) = Sima(v,2,C(x)) ,

where GB, C are produced by the garbled circuit simulator given y = C(z). O
The following claims are immediate from the OT correctness and receiver security.

Claim 4.3 (Correctness). For every n = n(\) (not necessarily polynomially bounded), every x €
{0,1}", every C : {0,1}" — {0,1}, letting (1,0) < Enc(1*, ), ' < Eval(C, %), y = Dec(o, ), it
holds that y = C(x) with probability 1.

Claim 4.4 (Receiver Privacy.). For every n = n(\) < poly(\) and every sequences of inputs
z,2' € {0,1}" it holds that Ency (1}, z) ~ Ency(1*, ).

4.3 Making Single-Round Protocols Witness Indistinguishable

We show how to convert any single-round (2-message) protocol (P, V') with super-polynomial se-
curity and perfect completeness into a single-round (2-message) witness indistinguishable (WT)
protocol, such that if the communication complexity of the original protocol (P, V) is cc(n, A) then
the communication complexity of the resulting WI protocol (Pwr, Viyr) is cc(n, A) + poly(v(n, A)),
where v(n, A) is the total runtime of the original verifier V| both in generating the query string to
be sent to the prover and in verifying the response received by the prover. We use the term verdict
function to refer to the second step on V', namely the function that takes as input the communica-
tion transcript and an internal secret state of the verifier, and outputs whether the verifier accepts
or rejects. Our transformation requires that the original protocol (P, V') is sound against super-
polynomial time adversaries (as we intend to use complexity leveraging). Our theorem statement
follows.
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Theorem 4.5. For any super-polynomial function T : N — N, there is a generic transforma-
tion that transforms any (privately or publicly verifiable) single-round argument (P, V') for an NP
language L with perfect completeness and soundness against poly(T')-size cheating provers, into
a privately verifiable witness indistinguishable single-round argument (Pwr, Vi) for L with the
following properties:

e Succinctness. If the communication complexity of (P,V') is cc(n,A), and V has total time
complezity v(n, \), then the communication complezity of (Pwr, Vi) s

cewi(n, ) £ ce(n, A) + poly (A, v(n, A)).

e Completeness. For every x € L and any witness w for x, it holds that (Pwi(z.w), Viyi(x))
accepts with probability 1.

e Soundness. (Pwr, Viyi) is sound against (non-uniform) cheating provers of size poly(T).

e Witness Indistinguishability. (Pwr, Vivi) is witness indistinguishable against (non-uniform)
PPT cheating verifiers (but not against poly(T)-size cheating verifiers, see also Remark 4.2
below).

This transformation requires the following building blocks:

o A statistically binding non-interactive commitment scheme Com that can be broken in time
poly(T) for all sufficiently large value of X.

e The private remote evaluation scheme (Enc, Dec, Eval,Sim), as described in Section 4.2, where
the underlying OT scheme has receiver privacy against poly(T)-size adversaries (i.e, Claim 4.4
is satisfied against poly(T)-size adversaries).

e A delayed-input single-round (2-message) strong WI (sW1) argument system (Pswr, Vswi) for
NP, that is sound against poly(T') size cheating provers.

In fact, we will show that our transformation enjoys an even stronger soundness guarantee as
described next. There exist black-box non-rewinding, instance preserving (where applicable) poly(T)-
time reductzons My, My, M3, such that for every (possibly meﬁiczent} cheatmg prover P it holds

that M, P s g cheating prover agamst the sWI proof system, M, W1 s g distinguisher for the
remote evaluation scheme, and M, P s g cheating prover against the original argument system,
and it holds that the sum of advantages of these adversaries in their related game is at least the
advantage of Py in the compiled protocol (up to negligible terms).

We note that the resulting WI protocol is only privately verifiable, even if the underlying
protocol was publicly verifiable.

Remark 4.2. One can strengthen the above theorem so that WI holds against any poly(T™)-size
adversaries, for any T* = T°Y) | by relying on a quantified version of Theorem 4.1 (see Remark 4.1),
with WI against poly(T™)-size adversaries. This requires assuming that the underlying commitment
scheme Com, which can be broken in time poly(T'), is secure against poly(T™)-adversaries.
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Proof. Consider a language L, time complexity bound 7', a protocol (P, V'), a private remote eval-
uation scheme (Enc, Dec, Eval, Sim) and a delayed input strong WI argument system (Paswr, Vswi),
all as described in the theorem statement. We denote by (@, A) the first and second message
respectively exchanged in the protocol (P, V).

Let Com be a statistically binding non-interactive commitment scheme that can be broken in
time poly(T'), as described in the theorem statement. Such commitment schemes can be constructed
from injective one-way functions. We note that for our purposes it is possible to use Naor’s two-
message commitment scheme from any one-way function [Nao89] since we can allow a message from
the receiver to the sender prior to the commitment message, but for the sake of simplicity we will
assume that Com is non-interactive. We further assume w.l.o.g that the length of the commitment
string is equal to the length of the committed message plus an additive poly(\) term. This can
be achieved generically using “key encapsulation” (committing to a PRG seed and using the PRG
output to mask the message).

We show how to convert (P, V) into a 2-message witness indistinguishable argument, denoted by
(Pw1, Vavi), which preserves the succinctness property of (P, V'), as stated in the theorem statement.
Since (P, V) is not necessarily publicly verifiable, in order to verify a transcript (@, A) the verifier
may need a private state, which we denote by st. We will assume w.l.o.g that st is simply the
random tape of the verifier V. This will allow to check, given some possible query string () whether
@ is the string generated when V starts with random tape st. If this condition holds, we say that
st is consistent with @, we denote this by st = @. The resulting protocol (Pwrt, Vay1) makes use of
an underlying (not necessarily succinct) delayed-input strong WI 2-message argument (Pswr, Vswi)
for the NP language L', defined as follows:

L' ={(1"2,Q,c,st) : (A7) s.t.
(st = Q) v (c = Com(A,r) A V(l)‘,m,Q,A,st) = 1)} . (7)

Note that every instance where Q) is inconsistent with st is trivially in the language. Intuitively, this
is to force witness indistinguishability also against verifiers who produce inconsistent transcripts.
This condition will never be relevant for honest verifiers.

In the protocol (Pwr, Viv), the prover will send a commitment to his answer A (as opposed
to sending it in the clear, which may reveal information), followed by a proof that the committed
value is an accepting answer. However, to generate such a proof he needs to know the verdict
function, and thus, needs the verifier’s secret state. However, he cannot receive this secret state “in
the clear”, since that may breech soundness. Instead, the verifier will send the prover an encoding
of his secret state st using the private remote evaluation scheme.

We are now ready to define the protocol (Pyr, Viyi):

1. On input 1* and = € {0, 1}" the verifier does the following:

(a) Compute (Q,st) < V (1}, z), where Q is the message to be sent to the prover P, and st
is the corresponding secret state of V.

(b) Compute (¢, 0) < Enc(st).

(c) Compute (sWIy, styw) < Vewr(17).
Note that the first message sWI; is independent of the instance since (Pyswyr, Vawr) is a
delayed-input 2-message argument (see Definition 4.3).

Send (Q,sWIy, ) to the prover, and store (o, st,st.w:) as the secret state for verification.
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2. The prover, on input (1}, z,w), and given the message (Q,sWIy, ), does the following:

(a) Compute A < P(1* z,w, Q)
(b) Choose a random string r « {0, 1}?°YN) and compute ¢ = Com(A, r).
(c) Define (implicitly since st is not known) 2’ = (1}, 2,Q,c,st), and w’' = (A,r) as its
corresponding witness with respect to Ry, i.e. (z/,w') € Rp.
d) Given 1, compute ' = Eval(f,1)) where f = f;x / oW1, » 18 the function that on
1M 2,Q,c,w’ sWIy
input st outputs sWly < Pywr(1*, 2/, w’, sWIy).

Send (c, ') to the verifier.

3. Upon receiving a message (c,?’) from the prover, and given a secret state (o,st,st.y;) the
verifier does the following:

(a) Decrypt the ciphertext ¢', by computing sWI, < Dec(a, ).
(b) Accept if and only if Vawr(1}, 2/, sWIy, sWIy, staws) = 1, where 2/ = (1}, z, Q, ¢, st).

Succinctness. We first argue that (Pyyr, Viyr) satisfies the succinctness property as in the theorem
statement. To do this, we argue that

ce(Pwr, Vivt) = cc(P, V) + poly(\) + poly (A, v(n, \)) ,

which would immediately imply the required succinctness.

The first additive poly(A) term is due to the overhead of sending a commitment to the answer
A rather than sending A itself (as explained above, we can assume additive overhead w.l.o.g). The
second poly (A, v(n, A)) term is an upper bound on the length of ¢’. The value ¢’ is the output of
applying Eval on a function f of size v(n,A) + poly(A) < poly(A,v(n,A)) (an upper bound on the
prover complexity of Pswi when proving (z/,w’) € Rp/). Verifying that (2/,w’) € Ry can be done
in time proportional to the total complexity of V since checking whether st = @ is proportional to
running the first phase of V', and checking the value of the verdict function is proportional to the
second phase. Add to that checking the commitment which is polynomial in (A, |A|). Since Eval
introduces a fixed polynomial overhead, its output length is at most poly (X, v(n, A)).

It remains to prove that (Pwr, Viyr) satisfies the standard completeness and soundness guaran-
tees, and in addition that it is witness indistinguishable.

Completeness. The completeness of (Pwr, Viyr) follows immediately from the completeness of
(P, V), the delayed-input completeness of (Pswr, Vswi), and the correctness of the underlying private
remote evaluation scheme.

Soundness. Consider a cheating prover Py; that for any security parameter 1* generates = €
{0,1}™\ L, where n < poly(A), such that for some non-negligible function oo = ()

Pr[Outputy,, (Pyr, VD) (1M, 2) =1] > o . (8)

Recall that P, upon receiving a message (Q,sWIy,), where 1) < Ency(st), from the verifier,
generates a response (¢,v’). Since Com is a statistically binding commitment scheme that can be
broken in poly(7T') time, there exists a poly(T)-time algorithm that given ¢ outputs (A’,r") such
that ¢ = Com(A4’,r").
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Define
a1 =ai(\) 2 Pr[(OutputVWI(PGVI,VWI)(lA,x) =1) A V(1Y z,Q,A st) =0)]. 9)

. . P . .. .
We consider a cheating prover Py = M; ™' (where M is a non-rewinding reduction) that succeeds
in breaking the delayed input soundness of (Pswr, Vswi) with probability a;. The reduction My,
takes as input a message sWI; from the verifier Viwr, and does the following:

1. Generate x < Py(1") using the P oracle.
2. Compute (Q,st) «+ V (1}, z).
3. Compute (¢, 0) < Enc(st).

4. Send (Q,sWIy,9) to the Py, oracle to obtain (c,9’) = Pg(Q,sWIi,v). Recall that for an
honest Py, it holds that v/’ decrypts to sWl.

5. Let o’ = (1M, z,Q, ¢, st).
6. Compute sWly < Dec(o,)’).

7. Send (2',sWIy) to the verifier.
Note that it suffices to argue that
PI“[VSWI(lA, sWI, (l',,SWIQ), StSWI) =1A (:U/ ¢ L/)] > .

This follows immediately from Eq. (9), together with the fact that 2’ ¢ L’ if and only if V (1}, z, Q, A, st) =
0, where A’ is the value that ¢ commits to, and the fact that

VWI(l)\a xz, (Qa SWII» ¢)> (Ca 77/),)7 St) =1
only if
Vawi (1}, sWI, (2, sWp), staw) = 1 .
Note that by Eq. (8) and (9),
Pr[(Outputy,, (P Vi) (1 2) = 1) A (V1Y 2,Q, A st) = 1)] > a — ay. (10)

We now present poly(T')-time straight line reductions Ma, M3 converting Py into an adversary
A that breaks the indistinguishability property of the encoding scheme (i.e., breaks Claim 4.4 with
respect to a poly(7')-size adversary), and into cheating prover P* for the underlying 2-message
argument (P, V'), respectively, so that the sum of the advantages of the resulting adversaries,
denoted aq, a3 respectively is ag + a3 > a — a;1. Furthermore, M3 is also input preserving.

The distinguisher A = MQP WI 1uns as follows.
1. Generate x <+ P;(1%).

2. Run the verifier V(1*,z) to generate (Q,st).

23



3. Send (st, O|St|) as the two messages for the distinguishing advantage, and receive a challenge
encoding v from the encoding scheme challenger.

4. Generate (sWIy, stawr) + Vawi(11).
5. Send (Q,sWIy, ) to the P oracle to obtain (c, ') = Py (Q,sWIi, 9).
6. Run in time poly(T) to find (A’,7) such that ¢ = Com(A4’, 7).

7. Return V(1% 2, Q, A',st).

The cheating prover P* = M;D W1 s as follows.
1. Upon receiving a security parameter 1’\, generate x < P{}‘VI(l)‘).
2. Upon receiving a message @ from the verifier V (1}, ), do the following:

(a) compute (sWIy, stowr) ¢ Vawr(17).

(b) Generate 1) < Ency(0%tl) (while st itself is unknown, its length is specified by the pro-
tocol, we recall that Ency is the algorithm that executes Enc but only outputs the
component, see Section 4.2).

(c) Send (Q,sWIy, 1) to the P& oracle to obtain (¢, ') = Py(Q,sWIi, ).
3. Run in time poly(T) to find (A’,7) such that ¢ = Com(A4’, 7).

4. Send A’ to the verifier.

Note that o is not used at all by our P* (and of course also not by V' which is the distinguisher
for the original protocol). Consider an experiment with a prover P* which is identical to P* except
it uses 1) = Ency(st), where st is the actual secret state corresponding to ). Then by Eq. (10),

Pr[(P*,V)(z)=1]>a—a; .

However, by definition of P*, it is identical to P* except for the use of ¢ that encodes st instead
of 0t If the two behave differently this translates to advantage for the distinguisher A. In other
words, the success probability of A is exactly

as = Pr[(P*,V)(z) = 1] — Pr[(P*,V)(z) = 1] .

We conclude that a; + as + a3 > « as required.

Witness Indistinguishability. It remains to argue that (Pwr, Viyr) satisfies the WI criterion. Fix
a function n = n(A) < poly(\), and fix any ensemble {(z,, w1, w2 n)}ren, such that (z,, w1 ) €
R and (x,,w2,) € Rr. Suppose for the sake of contradiction that there exists a (non-uniform)
poly-size cheating verifier Vi5;, such that

ViewVV»;]I(PWI(l)‘@n,wLn), Vi (12, ) % Viewv\;sVI(P(lA,:Un,wgyn), Virr (12, 2,)).

Assume w.lo.g that V{5, is deterministic and denote Vi; = (Viyr1, Vavra) st (Q,sWIi,¢) =
VV’(,I,l(l)‘, ) generates the first message of Vigy, and Viyy,(c, ¥') is the distinguisher that takes the
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message from Py and outputs a bit. Note that A determines n and thus also x and (Q,sWI;, ).
Let st = Simy (%), where Simy(-) is the possibly inefficient first part of the simulator for the remote
evaluation scheme (see Section 4.2). Note that st is uniquely well defined per .

We design a cheating non-uniform adversary Vjiy; for the strongly witness indistinguishable
scheme. Note that since the adversary is allowed to be non-uniform, we can hard-code the values

(l’n, W1nm, W2 n, Q7 SWIl, w, St) into S%VI'
We start by defining the two distributions

{7 00 Winoy hew and {5 00, Wy ) baen

as required by the definition of sSWI. The samplers for these distributions can also depend on
(@, Wi, W20, Q,sWIi, ¢, st). Formally, for b € {1, 2}, the distribution (X} (/\),Wé n()\)) generates

b,n
pairs (2}, ,, wj, ,,) € Ry as follows:

1. Emulate the prover Pyi(1*, z,, Wy, Q,sWIi, 1)), as follows.

(a) Compute A < P(1*, x,,, Wh,n, Q).
(b) Compute ¢ = Com(A,r) with uniformly chosen r «+ {0, 1}p01y<)‘).

2. Set z;,,, = (1*, 2, Q, ¢, st) and wy, = (A,7).

The computational hiding property of the commitment scheme implies that indeed

{X] oo hren & {00 haen -

We still need to prove that (z} ,,wj ) € Ry for b € {1,2}. If st = @ then this follows from the
perfect completeness of (P, V). If st & @ this follows by definition (see Eq. (7)).
For this pair of distributions, the cheating verifier V3 runs as follows.

1. Send the fixed value sWI; as the first message.
2. Receive 2’ = (1}, 2, Q, ¢, st) and message sWIy = Powr(2/, w’, sWIy).

3. Generate simulated 1)’ = Sima (1, st,sWIy), where Simg is the simulator for the remote eval-
uation scheme (see Section 4.2), and output Viyy,(c, ¢, sWla).

To prove that V3, indeed distinguishes between the distributions {Xé,n( NE Wl/),n( /\)} AEN, We con-
sider a hybrid where 1)’ is generated as Eval( fl&z,qué’”?SWh,w). This hybrid is computationally
indistinguishable from the original experiment by Claim 4.2. However, in this hybrid the distri-
bution given to Vij;, is identical to the one produced by FPwi, and since we assume that Vi
is a successful adveréary against WI, it follows that our Vjiy; successfully distinguishes between
the distributions {Xlg,n(A)’Wll),n(A)} AeN In contradiction to the strong witness indistinguishability
property. ]

5 Succinct Single-Round Access Control Scheme

In this section we formalize the notion of succinct single-round access control presented in Sec-
tion 1.2. The motivation is to allow authorities to provide users with certificates of owning certain
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attributes (coming from a very large attribute universe). An authority is specified by a pair of
master secret and public keys. After being issued a certificate, the user can succinctly prove in
a witness indistinguishable manner that its attributes (issued by a specific authority) satisfy an
arbitrary monotone formula. A formal definition follows.

Definition 5.1. A succinct access control scheme consists of a tuple of PPT algorithms (Setup,
KeyGen, Query, Proof, Verdict), with the following syntax:

Setup takes as input the security parameter 1* and outputs a pair (mpk, msk) of master public
and secret keys.

KeyGen takes as input a tuple (1>‘, msk, N, S,id), where X is the security parameter, msk is
a master secret key (supposedly generated by Setup(1})), N € N is a parameter such that
N < 2), S C[N], and id € {0,1}*. It outputs a secret key sk.

Query takes as input the security parameter 1* and outputs a pair (query, state).

Proof takes as input a tuple (1, F, query,sk), where F : {0,1}Y — {0,1} is a monotone
formula of size poly(N) and N < 2*, query is supposedly generated by running Query(1*),
and sk is supposedly generated by running KeyGen. It outputs a succinct proof, denoted by pf,
of length < poly(\).

Verdict takes as input a tuple (1*,F,query,state, mpk, pf) where F : {0,1}V — {0,1} is
a monotone formula of size poly(N) for N < 2%, (query,state) is supposedly generated by
Query (1), mpk is supposedly generated by Setup(1*), and outputs 1 if and only if pf is ac-
cepting with respect to (1, F, query, state, mpk).

Moreover, the running time of Verdict is not polynomial in F, but rather is polynomial in the
description length of a Turing machine that outputs F in poly(|F|) time.

In addition, an access control scheme must satisfy the following conditions:

e Completeness. For any A € N any N < 2%, any poly-size monotone formula F : {0,1}"N —

{0,1}, any identity id € {0,1}*, and any set S C [N] such that F(lics, ..., 1nes) = 1,

Pr[Verdict(1*, F, query, state, mpk, pf) = 1] = 1
where the probability is over the random coin tosses of Verdict, over (query, state) < Query(1*),
over pf < Proof(1*, F,query,sk), where sk < KeyGen(1*, msk, N, S,id) and (mpk, msk) «
Setup(1%).

Soundness. For any A € N, any polynomially-bounded N = N(X), any poly-size monotone
formula F : {0,1}Y — {0,1}, the following holds: Fix any PPT adversary A that takes as
input (1}, query, mpk), and has oracle access to an oracle O, that on input (id, S), outputs
sk < KeyGen(1*, msk, N, S,id) if and only if id € {0,1}*, S C [N], and F(1ics,...,1nes) =
0; and otherwise output L. Then

Pr[Verdict(1*, F, query, state, mpk, pf*) = 1] = negl(\),

where pf* < A®(1*,query, mpk), and where (query,state) < Query(1*) and (mpk, msk) <
Setup(1?).
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e Witness Indistinguishability (WI). For any A € N, any polynomially-bounded N = N (),
any poly-size monotone formula F : {0,1} — {0,1}, any idg,id; € {0,1}*, and any sets
So,S1 C [N] such that F(lies,,--.,1nes,) =1 for both b =0 and b = 1, the following holds:
For any PPT adversary A that generates (query*, state*) = A(1*, msk, mpk),

(query™, state™, msk, mpk, pf,) ~ (query™, state™, msk, mpk, pf),

where
pfy(A) < Proof(l)‘, F,query™, skp),

where sky, < KeyGen(1*, msk, N, Sy, idp).

Remark 5.1. We note that Definition 5.1 above guarantees that the identity of the prover remains
hidden, even if the prover issues many proofs. Specifically, the WI guarantee implies that given msk
(and given X\, N ) one can efficiently simulate proofs for any prover, without knowing the attributes
or the identity of the prover.

We now formally state the result that is hinted in Section 1.2.

Theorem 5.1. For any given super-polynomial function T : N — N, assume the existence of a
poly(T')-secure computational PIR scheme (with poly(\) communication complezity), the existence
of a poly(T)-secure 2-message oblivious transfer with statistical sender privacy (as in Definition 4.2
where Claim 4.4 is satisfied w.r.t. poly(T)-size adversaries), the existence of a poly(T)-secure
signature scheme, and assume the existence of a statistically-binding commitment scheme that can
be broken in time poly(T'). Then there exists a succinct single-round access control scheme.

Proof. The access control scheme uses the two components of this work:

e A monotone batch delegation scheme that is sound against poly(7")-size cheating provers. This
can be constructed from any poly(7')-secure computational PIR scheme (see Theorems 2.1
and 3.1). We denote this delegation scheme by (P, V).

e the WI compiler w.r.t. the super polynomial function 7' = T'(n) (as in Theorem 4.5). This can
be constructed assuming the existence of a poly(T')-secure 2-message oblivious transfer with
statistical sender privacy (as in Definition 4.2 where Claim 4.4 is satisfied w.r.t. poly(T')-size
adversaries), and assuming the existence of a statistically binding commitment scheme Com
that can be broken in time poly(T).

In addition, the access control uses any poly(7)-secure signature scheme SIG (i.e., one that is
existentially unforgeable against chosen message attacks by a poly(7')-size adversary), which can be
based on any poly(7T')-hard to invert one-way function, and does not require additional assumptions.

In what follows, we first present an access control scheme without the WI guarantee. We denote
the algorithms in this (non WI) scheme by

(Setup, KeyGen, Query’, Proof’, Verdict’)

We then use our WI compiler from Section 4 to compile (Query’, Proof’, Verdict’) into a witness
indistinguishable protocol (Query, Proof, Verdict), thus obtaining our final access control scheme

(Setup, KeyGen, Query, Proof, Verdict).
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e Setup(1*) generates a pair of keys (mpk, msk) by running the key generation algorithm of the
signature scheme SIG (with security parameter \).

° KeyGen(lA, msk, N, S, id) samples a random tag tag € {0, 1})‘, it computes a signature otag; =
Signek (tagl|?) for every attribute i € S. It outputs (tag, {otag,i}ies)-

e Query’(1%) generates a pair (Q, st) « V(1*),” where Q is the query string and st is the internal
state.

e Proof (1%, F, Q, (tag, {0tag.i }ics)) runs the prover P (from the monotone NP delegation scheme),
respective to (R, F, {¥i}ic[n)), where x; = mpk||tag||i, R is the NP relation defined by

(mpk|taglli, @) € R < Verify,y (taglli, o) = 1,

and F is the formula corresponding to the access structure. Denote the answer generated
by P by A. Then Proof’ outputs
pf = (A, tag).

e Verdict'(1*, F, Q, pf, st, mpk) checks that A verifies correctly respective to the NP statement
{®i}ie|n), where x; = mpk||tag]|i.

As mentioned above, the algorithms (Query, Proof, Verdict) are constructed by applying the WI
transformation from Section 4. Namely, the algorithm Query(1%) does the following:

1. Compute (Q,st) < Query’(1%).

2. Compute (1, o) < Enc(st), where Enc is the encoding of the private remote evaluation scheme,
as defined in Section 4.% has nothing is the secret information

3. Compute (sWIy, stawr) « Vawi(1*), where Viwr is the verifier of the delayed input strong WI
scheme, as defined in Section 4.

4. Output (@, 1,sWIy), and keep (o, st, stswr) as the secret state for verification.
The algorithm Proof (1%, F, (Q, 1, sW1), (tag, {otag,i }ics)) does the following:

1. Compute (A, tag) < Proof’ (1*, F, Q, (tag, {0tag,i }ics))-

2. Sample randomness r < {0, 1}*, and compute ¢ = Com((A4, tag), ).

3. Similarly to the construction of the WI scheme in Section 4, define the NP language L’ as
follows:

r :{(1’\,Q,c, st,mpk) : 3(A,tag,r, ) s.t.
(st = Q) V (c=Com((A tag),r) AV(1*z,Q, A st) = LA (z = (z:)ic|n] = (mpk||tag]li)ien))} -

Define (implicitly since st is not known) 2’ = (1, Q, ¢, st, mpk), and w’ = (A, tag,r, ) as its
corresponding witness with respect to Ry, i.e. (2/,w') € Rp.

"Note that it is important that in the monotone delegation scheme the query string generation is independent of
the instance to be proven.

8We note that o is not related to the signature scheme, and denoting by og,: a signature of tag||i is an abuse of
notion.
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4. Given 9, compute 9" = Eval(f,¢) where f = fix g c mpkw swi,» 15 the function that on input
st outputs sWIy « Pawr(1Y, 2/, w’,sWIy).

5. Output (c, ).
The algorithm Verdict(1*, F, (Q, v, sWIy), (c, %), (0, st, stsw1 ), mpk) does the following:
1. Decrypt the ciphertext ¢', by computing sWI, < Dec(a, ).

2. Accept if and only if
‘/SWI(]-)\a xlv SW117 SW127 StSWI) - 17

where 2/ = (1%, Q, ¢, st, mpk).
We next argue that the final access control scheme,

(Setup, KeyGen, Query, Proof, Verdict),

satisfies the desired completeness, soundness and WI guarantees.

Completeness. The completeness follows immediately from the completeness of (P, V), the com-
pleteness of the WI transformation (see Theorem 4.5), and the correctness of the signature scheme.

Soundness. Fix any PpPT adversary A, and suppose for the sake of contradiction that for infinitely
many A € N|

Pr[A° (1Y, (Q, ¢, sWI}), mpk) = (¢, ¢) :

1
Verdict(1* I / . k=1=
( erdlct( >J_'.7 (Q7 wa sW 1)7 (C7 w )’ (U’ St’ st WI)’ mp ) ] - pOIy(A)7

where the probability is over (Q,st) < Query(1*), over (¢, ) + Enc(1?,st), over mpk generated
using the key generation procedure of SIG, over (sWIy, stowr) < VSWI(l/\), and over the randomness
of the oracle O. Recall that O, on input (id, S), outputs sk < KeyGen(1*, msk, NV, S, id) if and only
if id € {0,1}*, S C [N], and F(11es, ..., 1nes) = 0; and otherwise output L.
Denote by
sWI, £ Dec(¢/, o).

By the definition of Verdict,

Pr[A° (1}, (Q, ¥, sWI;), mpk) = (¢,¢') :

1
Vawr((1* t, mpk), sWIy, sWly, stowr) = 1] > :
SWI(( 7Qacas , Mp )78 1,8 2,S SWI) ] = pOly()\)
Let (A, tag) be the value committed to by c. Recall that c is a statistically binding commitment,

and according to our assumption, the value committed to can be found in time poly(7"). The
soundness of the strong WI scheme implies that

Pr[A° (1}, (Q, ¢, sWI;), mpk) = (¢, ) :
1
poly(A)’

V(N 2, QA st) =1] >
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where z = (z1,...,2n), and z; = mpk||tag||¢ for each i € [N], and where ¢ = Com((A4, tag),r) for
some r € {0, 1},
This implies that there exists a poly(7T)-size adversary A such that

Pr[A° (1%, Q,, mpk) = (A, tag)) :

1
V(N z,Q, A, st) =1] > ,
( @ )=1 poly(})

where x = (x1,...,2y), and x; = mpk||tag]|i for each i € [N]. This, together with the fact that the
underlying encoding scheme (i.e., the underlying OT-scheme) is poly(T')-secure, implies that

Pr[A° (1}, Q, mpk) = (4, tag)) :

V(N z,Q, A st) =1] >

poly ()’
where x = (z1,...,2y), and x; = (mpk, tag, ) for each ¢ € [N].
Suppose A makes at most ¢ = g(A) oracle queries. Let tag,...,tag, < {0, 1}* be random and

independently chosen tags, and suppose the oracle answers the i’th query with tag; as the tag. In
what follows we denote the i’th oracle answer by sk;. Then, for infinitely many A € N,

PI‘[A(l)\, Q7 mpka {Skz}ze[q}) = (A, tag) :

1
VM z,Q,A,st) =1 > ———,
( @ ) =1 poly(A)

where x = (z1,...,2n) and x; = (mpk, tag, i) for every i € [N].

By the proof-of-knowledge of the underlying monotone batch delegation scheme (see Theo-
rem 3.1), it follows that there exists a PPT extractor algorithm &£ such that for infinitely many
A’s

Pr[g(l)\v Q, mpk, {Skl}ze[q]) = (Aa tag, S, (Utag,i)iES) :

(¥i € 5, Verifympy(taglli: otag.) = 1) A (F(lies: - Lves) = ] 2~

Recall that by the definition of the oracle, {sk; };c;q does not contain signatures of (tagl|i);es for
any set S for which F(lieg,...,1nes) = 1. This implies that

Pr[€(1%,Q, mpk, {ski}ic(y) = (5, {otag.i}ics) :

(Vi € S, Verify,, ., (tagl|i, oragi) = 1) Atag ¢ {tagy, ..., tag,}]

1
>
~ poly(\)’
contradicting the fact that the underlying signature scheme is secure against poly(T')-size adver-
saries.

Witness Indistinguishability. The WI condition follows immediately from the fact that the
commitment scheme is (computationally) hiding, and from the strong WI property of ( Pswr, Vswr)-
O
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