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Abstract. We revisit the security analysis of bitslice masking which is
currently the most efficient way to protect block ciphers against higher-
order side-channel analysis. First, we put forward that the existing defini-
tion of Strong Non-Interference (SNI) used to reason about composabil-
ity in masked implementations requires minor adaptations to capture
the multiple-input multiple-output functions that bitslice implementa-
tions contain. We argue that the latter adaptations are instrumental in
the analysis of a compositional strategy used in the masked AES im-
plementations of Goudarzi and Rivain from EUROCRYPT 2017, where
all multiplications are SNI with one input “refreshed” in a SNI manner.
Second, we show that this strategy can be improved thanks to integer
programming and report on an optimized masked AES S-box with sig-
nificantly less SNI gadgets than previously required. Eventually we pro-
pose a new definition of Probe-Isolating Non-Interference (PINI) which
captures a weaker yet sufficient requirement for composability in masked
implementations. The latter definition allows major simplifications of the
probing security analyzes of complex circuits. We show that it leads to
improved performances for masked AES implementations (of order up
to 20) by proposing and proving a first PINI multiplication.

1 Introduction

Masking is among the most popular countermeasures to prevent side-channel
attacks. Its working principle is to split all the sensitive data manipulated by an
implementation in d+1 shares, and to perform the computations on those shares
only [11]. Under now well understood (noise and independence) leakage assump-
tions, the latter guarantees that the security of any side-channel attack against a
masked implementation grows exponentially in the number of shares [28,15,16].
Concretely, various types of masking schemes have been considered in the liter-
ature including additive/boolean masking (see, e.g., [23,29,14] and many follow-
ups), multiplicative masking [20,19], affine masking [31,18], Inner Product (IP)
masking [1,2], … All these proposals come with significant overheads in execution
time and randomness. We next focus on the case of additive/boolean masking,
which has been shown recently to provide the best concrete performances thanks
to bitslice implementations [21,24].

In the current state-of-the-art, masking schemes usually come with a security
proof in the so-called probing model [23,29]. In its simplest definition, d-probing



security requires that the observation of up to d intermediate computations in
the implementation does not reveal anything about the sensitive variables.1 It
has later been shown that while locally sufficient, this definition does not ensure
secure composition [14]. Two solutions have then been introduced to mitigate
this issue: first, formal tools enabling the automated analysis of implementations
(up to certain number of shares) [4]; second, more demanding definitions of
Non-Interference (NI) and Strong Non-Interference (SNI) that can be proven
generically and guarantee composability for any number of shares [5].

In this paper, we start from the observation that the definitions of NI and
SNI were originally introduced for operations with single inputs and single out-
puts, and therefore are not directly applicable to bitslice implementations. Our
contributions in this respect are threefold:

First, we introduce a definition of Multiple-Input Multiple-Output Strong
Non-Interference (MIMO-SNI), which extends the existing definition of SNI to
the bitslice case. The latter is instrumental to formally analyze a compositional
strategy proposed in [21] and re-used in [24], which is to use only SNI multipli-
cations and to systematically refresh one of their inputs with a SNI gadget. We
next call it the “greedy strategy” due to its high randomness requirements.

Second, we show how the greedy strategy can be optimized by representing
the circuit to mask as a “computation graph” and describing how to express the
definitions of NI, SNI and MIMO-SNI as graph properties. For simple circuits
(such as the AES S-box operating in F256), the number of solutions is sufficiently
small for exhaustive search (and we confirm the recent results of [8]). For more
complex circuits, exhaustive analysis is impossible and we rely on integer pro-
gramming. For illustration, we launch our optimization on the bitslice S-box of
Boyar, Matthews and and Peralta [10] that is used in [21,24] and can reduce
the number of SNI gadgets to 41 (with a lower bound of 34) compared to the
64 of the greedy strategy. In view of the significant (asymptotically dominat-
ing) impact of these SNI gadgets in the overall performances of a masked AES
implementation, it directly leads to comparable performance gains.

Third, we observe that the definition of MIMO-SNI is still theoretically
(over)demanding since it requires to cut the computation graph with refresh
operations in order to avoid any distinct path between two nodes. We suggest
an alternative approach based on “probe isolation” which rather ensures that
such paths cannot be exploited by an adversary (by verifying that the propa-
gated probes on these paths can be simulated with the same input shares). The
latter Probe-Isolating Non-Interference (PINI) enables a major simplification of
the security analyzes of complex masked circuits, since it allows the composition
of any linear gadget with PINI multiplications. We also use this definition to
exhibit concrete performance improvements, by proposing and proving a first
1 Admittedly, a security proof in the (abstract) probing model is only a first step in

the analysis of a masked implementation. Various physical defaults can contradict
probing security, e.g., by re-combining the shares because of glitches or transition-
based leakages [25,26,12,3]. Yet, it is a necessary first step since an insecurity in the
probing model usually leads to powerful concrete attacks.
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PINI multiplication, which reduces the randomness requirements of the previ-
ous optimized bitslice S-box mixing SNI multiplications and refreshes for orders
up to 20. It is an interesting open problem to investigate more efficient PINI
multiplications that would generalize this gain to arbitrary orders.

2 Background

We work with (boolean) circuits and use the definition of [23]. A deterministic
circuit C is a Directed Acyclic Graph (DAG) whose vertices are (boolean) gates
and whose edges are wires. A randomized circuit is a circuit augmented with
random gates. A random gate is a gate with fan-in 0 that produces a random
output, uniformly and independently of everything else afresh for each invocation
of the circuit.

From these definitions, it is possible to define the notion of private circuit
(which is equivalent to security in the d-probing model [29]).

Definition 1 (Private circuit [23]). A private circuit for f : Fn
q → Fm

q is
defined by a triple (I, C,O), where

– I : Fn
q → Fn′

q is a randomized circuit with uniform randomness ρ and called
input encoder;

– C is a randomized circuit with input in Fn′

q , output in Fm′

q , and uniform
randomness r ∈ Fα

q ;
– O : Fm′

q → Fm
q is a circuit, called output decoder.

We say that C is a d-private implementation of f with encoder I and decoder O
if the following requirements hold:

– Correctness: for any input w ∈ Fn
q , Pr[O(C(I(w; ρ); r)) = f(w)] = 1, where

the probability is over the randomness ρ and r;
– Privacy: for any w,w′ ∈ Fn

q and any set P of d wires in C, the dis-
tributions {CP (I(w; ρ); r))}ρ,r and {CP (I(w

′; ρ); r)}ρ,r are identical, with
CP (I(w; ρ); r) the list of the d values on the wires from P .

From now on, we assume that I and O are the canonical encoder and decoder:
I encodes each input b by a block (bj)0≤j≤d of d+1 random values with sum b,
and O takes the sum of each block of d+1 values. Each block (bj)0≤j≤d is called
a sharing of b and each bj is called a share of b.

A gadget C implementing a function f : Fn
q → Fm

q is a private implementation
of f working with the canonical encoder and decoder. The gadget has n inputs
and m outputs, each of which is a vector of d + 1 shares. We usually denote
the inputs of a gadget as xi,j where i ∈ {1, . . . , n} is the input index and j ∈
{0, . . . , d} is the share index. Outputs are usually written as yi,j , i ∈ {1, . . . ,m}.
A set A is a set of share indices if A ⊂ {0, . . . , d}. We use the notations xi,A =
{xi,j : j ∈ A}, x∗,A = {xi,j : 1 ≤ i ≤ n, j ∈ A} and x∗,∗ = {xi,j : 1 ≤ i ≤ n, 0 ≤
j ≤ d}. When it is not clear from the context, we explicitly denote the gadget
G to which the inputs or the outputs are related: xG

i,j , yGi,j .
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The wires in the set P used by the attacker are called the probes and the
corresponding values CP (I(w; ρ); r) the values of the probes. Abusing notation,
a probe p is sometimes used to denote the corresponding value.

In order to introduce other security definitions, we use the simulability frame-
work put forward in [8]. Note that the notion of (I,O)-Non-Interference intro-
duced in [5] is equivalent.

Definition 2 (Simulability [8]). Let P = {p1, . . . , pl} be a set of l probes of
a gadget C. Let I = {(i1, j1), . . . , (ik, jk)} ⊂ {1, . . . , n} × {0, . . . , d} be a set of
input wires of C.

A simulator is a random function S : Fk
q → Fl

q. A distinguisher is a random
function D : Fl

q × Fn(d+1)
q → {0, 1}.

The set of probes P can be simulated with the set of input wires I if and only
if there exists a simulator S such that for any distinguisher D and any inputs
x∗,∗, we have

Pr[D(CP (x∗,∗), x∗,∗) = 1] = Pr[D(S(xi1,j1 , . . . , xik,jk), x∗,∗) = 1],

where the probability is over the random coins in C, S and D.

Simulability is a sufficient condition for probing security: a circuit C is
d-probing secure if any set of probes P of size d can be simulated with d shares of
each input. It is not a necessary condition for probing security, because the dis-
tinguisher has access to the input shares which sometimes makes the simulation
of probing secure gadgets impossible (e.g., in first-order threshold implementa-
tions where non-linear gadgets leverage the input shares in order to reduce the
randomness requirements [26]).

We can now define Non-Interfering (NI) gadgets, Tight Non-Interfering (TNI)
gadgets and Strong Non-Interfering (SNI) gadgets. We again take the definitions
from [8] and denote output probes on a gadget as probes on shares of outputs
of the gadget, and internal probes as probes on any wire of the gadget including
inputs and outputs.

Definition 3. A gadget is d-NI if and only if every set of at most d internal
probes can be simulated with at most d shares of each input.

Definition 4. A gadget is d-TNI if and only if every set of t ≤ d internal probes
can be simulated with at most t shares of each input.

The following property is proved in [8]. Thanks to this property, we can use
the TNI definition when we discuss NI gadgets.

Property 1 (d-NI ⇔ d-TNI). A gadget is d-NI if and only if it is d-TNI.

Definition 5. A gadget is d-SNI if and only for if every set I of t1 internal
probes and every set O of t2 output probes such that t1 + t2 ≤ d, the set I ∪ O
of probes can be simulated with t1 shares of each input.
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For all linear functions f , there is a trivial implementation which requires
no random gates and consists in applying the function independently to each
share: y∗,j = f(x∗,j) for j = 0, . . . , d. Such an implementation is always NI: the
simulator can use the x∗,j values for all the j’s for which there is a probe in the
evaluation of f(x∗,j). In the following, we always assume that linear operations
are implemented in this way.

There are many designs of gadgets that implement elementary field opera-
tions and are NI or SNI. The most studied ones are NI and SNI field multipli-
cation and so-called SNI refresh gadgets (which implement the identity function
in a SNI fashion). In the following, we will consider the multiplication of Ishai,
Sahai and Wagner as an example of SNI multiplication that is proven secure at
arbitrary orders and has randomness cost d(d + 1)/2 [23], the multiplication of
Belaid et al. as an example of NI multiplication that is proven secure at arbitrary
orders and has randomness cost

⌊
d2/4

⌋
+d [8], and the refresh of Batistello et al.

as an example of SNI refresh that is proven secure at arbitrary orders and has
randomness complexity in O(d log d) [7]. We use the randomness as the main cost
metric because of its relevance to composability and in view of its impact on the
overall performances of masked software implementations such as [21,24], which
we aim to improve. In this respect, we note that better randomness complexi-
ties can be reached, either by exploiting exhaustive searches (which therefore do
not hold for arbitrary orders [8,6]) or by working in larger fields (which is less
relevant for our investigations of bitslice masking) [9].

Eventually, in the rest of this article we study how to compose elementary
gadgets in order to build more complex functions such as S-boxes or block ciphers
that are (at least) probing secure. We use the following definitions of composite
function and composite gadget for this purpose.

Definition 6 (Composite function). A function f from Fm
q to Fn

q is a se-
quential composition of functions fκ for κ = 1, . . . , ` if the computation of
(y1, . . . , yn) = f(x1, . . . , xm) can be done using the following algorithm:

(ao0,1 , . . . , ao0,m) = (x1, . . . , xm)

(aoκ,1 , . . . , aoκ,nκ
) = fκ(aiκ,1 , . . . , aiκ,mκ

) for κ = 1, . . . , `

(y1, . . . , yn) = (ai`+1,1
, . . . , ai`+1,n

)

for some set of connection indices iκ,p and oκ,p.
The functions fκ are called composing functions.

This definition is different of the mathematical composition of functions f` ◦
· · · ◦ f1 in that all the outputs of f1 are not necessarily inputs of f2: an output
of f1 may (for example) be an input of f3 and f4 (it is thus also possible to
“re-use” values).

Definition 7 (Composite gadget). Let f be a composite function of functions
fκ for κ = 1, . . . , ` with connections indices iκ,p and oi,p. A composite gadget G
over d+1 shares that implements f is made of gadgets Gj over d+1 shares that
implement the functions fκ.
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The connection of the composing gadgets is done as follows, for an evaluation
of (y1, . . . , yn)← G(x1, . . . , xm) (where the xi’s and yi’s are elements of Fl

q):

(ao0,1 , . . . , ao0,m)← (x1, . . . , xm)

(aoκ,1
, . . . , aoκ,nκ

)← Gκ(aiκ,1
, . . . , aiκ,mκ

) for κ = 1, . . . , `

(y1, . . . , yn)← (ai`+1,1
, . . . , ai`+1,n

)

where aκ ∈ Fl
q.

The gadgets Gκ are called composing gadgets.

3 Composition of bitslice gadgets

The previous definitions of NI and SNI gadgets have been shown to be very
effective to avoid compositional issues such as put forward in [14]. For example,
the specialization of the (I,O)-Non-Interference they provide is perfectly suited
to analyze the amount of refreshing required to implement an AES S-box with
operations in F256 [8]. Yet, one possible limitation of these abstractions is that
they implicitly assume gadgets with single inputs and single outputs. In this sec-
tion, we first argue that such definitions are therefore not sufficient to capture
the security of certain composite gadgets such as encountered in masked bitslice
implementations. We then propose a new definition of Multiple-Input Multiple-
Output (MIMO) SNI gadgets as a useful ingredient to analyze the security of
any composite gadget. We finally put forward that secure composite gadgets are
naturally obtained by the proposal in [21] of using (only) SNI multiplications
with one input refreshed in a SNI manner (although we will use an additional
ingredient for the full proof of this fact, discussed in Section 5.4).

3.1 Simulation framework and greedy strategy

We start by providing intuition about the simulation framework we use and the
greedy strategy with the simple circuit example of Figure 1a which performs
a multiplication of dependent values (masked at order d = 1). There is one
adversarial (internal) probe in the SNI multiplication gadget and we will try to
prove that the probe is not an attack (i.e., it is independent of any of the actual
inputs) by demonstrating that it is possible to simulate it using at most one
share of each of the inputs.2

According to the SNI definition, it is possible to perfectly simulate the adver-
sarial probe by knowing one share of each of the inputs of the SNI multiplication.
Let those required shares be the red snake wires in the circuit (the set of wires
shown is an arbitrary example, the shares required by the simulator depend of
course on the position of the adversarial probe). Those wires are called propagated
2 Note that this does not prove that the circuit is 1-probing-secure. Proving the

probing security would require to analyze all the possible sets of probes. A more
efficient way of making that proof is discussed in Sections 3.3 and 4.
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1-SNI Mul.

(a)

1-SNI Mul.

R

(b)

Fig. 1. Implementation of (x + y)(x + z). The circuit is made of a SNI multi-
plication with linear circuits at the input, masked at order d = 1. The circuits
illustrate (a) the limitation of SNI input composability and (b) the greedy strat-
egy. The arrows indicate the adversarial probes (there is thus one internal probe
in the multiplication) and the red snake wires are the propagated probes. The
R box is a SNI refresh.

probes: if it is possible to simulate the propagated probes, then the adversarial
probe can be simulated. We can propagate the probes one step further: a probe
at the output of an addition can be simulated with probes on the two inputs of
the addition. This gives four propagated probes at the input of the circuit, which
probes all the shares of one of the inputs. Because of that, we cannot prove that
the circuit is probing secure.

The circuit of Figure 1b has the same functionality as the circuit of Figure 1a,
but is implemented using the greedy strategy: there is a SNI refresh gadget on
one of the inputs of the multiplication gadget. The propagated probe at the
output of the refresh gadget can be simulated using no input of the gadget
(thanks to the SNI property), which makes the circuit 1-NI (and thus 1-probing
secure).

The technique of proof used in this section is similar to the one used in [8] to
prove the security of the implementation of a masked AES S-box in F256. We call
this technique probe propagation: it is based on the idea of replacing adversarial
probes with propagated probes that can be used to simulate the adversarial
probes, and then iterating the process until the propagated probes are all at the
inputs of the circuit. The conclusion is then easy.

The propagation of probes happens backwards in the circuit (probes on the
outputs of a gadget propagate into probes on the inputs of the gadget). The
definitions of NI and SNI can be expressed as the following rules in the probe
propagation framework.
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Probe propagation rules:

– For a NI gadget with no probes on shares of its output3 and ni probes inside
the gadget, there is a propagated probe on no+ni shares of each input (this
comes from Property 1).

– For a SNI gadget with no probes on output shares and ni probes inside the
gadget, there is a propagated probe on ni shares of each input. Hence, the
SNI gadgets (and in particular SNI refresh) stop the propagation of probes.

There are then two probe propagation conditions that guarantee security
against the considered adversarial probes.

Probe propagation security conditions:

1. For any NI or SNI gadget, the number of output probes must be at most d.
This follows from the definitions of NI and SNI.

2. For any input of the circuit, there cannot be propagated probes on all the
d+ 1 shares.

3.2 SNI is not enough (e.g., for bitslice implementations)

Say we are now interested in the situation where a non-linear gadget has multiple
inputs and multiple outputs, such as an S-box with a bitslice implementation.
To simplify the discussion, we take the case of 2-bit S-boxes (i.e., each S-box has
two inputs and two outputs) masked at order d = 1, but our reasoning applies
to any size of S-boxes (such as the 8 bit S-boxes of the AES) and any order.

A first example of this context is the serial composition of two S-boxes (in
which each of the outputs of the first S-box is connected to one input of the
second S-box), depicted in Figure 2a.

This leads to the following problem: if the S-boxes are d-SNI and the ad-
versary has d probes in the second S-box (remember d = 1 in our example),
the propagated probes can cover up to d shares of each of the inputs of this
S-box. There is thus a total of up to 2d propagated probes on outputs of the
first S-box. Since the number of probes discussed in the first probe propagation
security condition is the total number of probes on output shares, the condition
is violated in this example.

Next, the situation gets even worse when linear gadgets come into play. A
practical example is the AES S-boxes and MixColumns operations: 4 parallel
8-bit S-boxes followed by a 32-bit linear layer, followed again by 4 parallel 8-bit
S-boxes. We will however use simpler examples to explain the two additional
problems that arise in this case.

For the second problem, we consider a linear operation between two outputs
of one S-box (depicted in Figure 3a). The adversary has d probes on one output
3 We only consider here the gadgets with one output such as a multiplication. Multiple

output NI gadgets (such as bitslice S-box) are not investigated since the stronger
SNI property is itself is not sufficient for security of a block cipher implementation.
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1-SNI S-box

1-SNI S-box

(a) SNI S-boxes: not
secure

1-SNI S-box

1-MI-SNI S-box

(b) First solution:
MI-SNI S-boxes

1-MO-SNI S-box

1-SNI S-box

(c) Second solution:
MO-SNI S-boxes

Fig. 2. First problem: serial composition of two S-boxes. Example for d = 1
and 2-bit S-boxes. The arrows indicate the adversarial probes and the red snake
wires are the propagated probes. Red boldface label for the S-box indicates that
the first probe propagation security condition is not satisfied.

of the linear operation. The probes propagate to 2d probes on the output of the
S-box. The first probe propagation security condition is again not respected.

The third problem depicted in Figure 4a is the close to the one discussed
previously for SNI multiplications (Figure 1): a linear layer at the input of the
S-box is such that the probes propagated by the S-box propagate through the
linear layer and reach all the shares of an input. This violates the second probe
propagation security condition.

1-SNI S-box

(a) SNI S-box: not se-
cure

1-MO-SNI S-box

(b) Solution: MO-
SNI

Fig. 3. Second problem: S-box with linear layer at the output. Example for
d = 1 and 2 bit S-box.

Summarizing, these examples show a limitation in the definition of SNI for
the analysis of bitslice S-boxes that does not appear for implementations of the
AES S-box in F256 (which have only one input and one output). In the following,
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1-SNI S-box

(a) SNI S-box: not se-
cure

1-MI-SNI S-box

(b) Solution: MI-SNI

Fig. 4. Third problem: S-box with linear layer at the input. Example for d = 1
and 2 bit S-box.

we show how to fix this issue by adapting (I,O)-Non-Interference to this slightly
more general context.4

3.3 Multiple-Input Multiple-Output SNI

Intuition. Based on the previous examples, natural directions to extend the
definition of SNI and ensure composability in a bitslice implementation context
are twofold:

– First, require the simulator to work with at most d input shares instead of
d input shares on each input. This property is called Multiple-Input Strong
Non-Interference (MI-SNI) and adds a third probe propagation rule:
3. For a MI-SNI gadget with no probes on output shares and ni internal

probes, there is a total of ni propagated probes on the shares of the
inputs.

– Second, allow the adversary to probe up to d shares of each output, instead
of d output shares in total. This property is called Multiple-Output Strong
Non-Interference (MO-SNI) and adds a third probe propagation security con-
dition (which is the first condition adapted to the MO-SNI gadgets):
3. For any MO-SNI gadget, the number of probed shares on each output

must be at most d.

Either of these extensions (MI-SNI or MO-SNI) solves the first problem (see
Figures 2b and 2c), while the second problem is only solved by MO-SNI (see
Figure 3b) and the third problem is only solved by MI-SNI (see Figure 4b). As a
result, and since we want composability with any composite gadget, we need both

4 Not being composable does not directly imply the existence of an attack in the prob-
ing model, in particular for low security orders that may be tested exhaustively with
formal methods [4]. Yet, as the number of shares increases, the sufficient condition
of security that composable gadgets provide becomes increasingly useful.
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properties for S-boxes: Multiple-Input Multiple-Output Strong Non-Interference
(MIMO-SNI).5

Formalization. We now formalize the definitions and prove that MIMO-SNI
enjoys a useful composability property.

Definition 8 (MI-SNI). A gadget is d-MI-SNI if and only for if every set I of
t1 internal probes and every set O of t2 output probes such that t1+ t2 ≤ d,
the set I ∪ O of probes can be simulated with at most t1 input shares.

Definition 9 (MO-SNI). Let Oi be a set of share indices for i = 1, . . . ,m. A
gadget is d-MIMO-SNI if and only if any set I of t1 internal probes and any
sets Oi such that there exists a t2 that satisfies t1 + t2 ≤ d and |Oi| ≤ t2 for
i = 1, . . . ,m, the set of probes I ∪ y1,O1

∪ · · · ∪ ym,Om
can be simulated with at

most t1 shares of each input.

MIMO-SNI can be defined as satisfying both MI-SNI and MO-SNI. For com-
pleteness we give the equivalent explicit definition:

Definition 10 (MIMO-SNI). Let Oi be a set of share indices for i = 1, . . . ,m.
A gadget is d-MIMO-SNI if and only if any set I of t1 internal probes and
any sets Oi such that there exists a t2 that satisfies t1 + t2 ≤ d and |Oi| ≤ t2
for i = 1, . . . ,m, the set of probes I ∪ y1,O1 ∪ · · · ∪ ym,Om can be simulated with
at most t1 input shares.

From these definitions, we derive the following composition rules, which are
used to prove the main result (Property 6).

Property 2. Serial composition of d-MO-SNI gadgets is d-MO-SNI.

Proof. We make the proof for two gadgets by describing the simulator. The
general case follows by induction. The probes to be simulated can be split in

– t1 internal probes in the first gadget,
– t2 internal probes in the second gadget,
– output probes yi,Oi ,

such that t1 + t2 + |Oi| ≤ d for all i. The probes in the second gadget and the
output probes can be simulated with t2 shares of each of its inputs. These shares
and the probes in the first gadget can be simulated with at most t1 shares of
each of its inputs. ut

Property 3. Parallel composition of d-MIMO-SNI gadgets is d-MIMO-SNI.
5 We note that this definition can also be applied to multiplication gadgets, and

that the SNI refresh & SNI multiplication composition of the greedy strategy is
MIMO-SNI In fact, only the MI-SNI part is relevant since a multiplication gadget
has only one output. This is not surprising since the problem solved by MI-SNI is
essentially the same as the one solved by the greedy strategy (see Figures 1 and 4).
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Proof. The simulator for the composite gadget simply runs the simulator for
each internal gadget. The total number of input shares that are requested is at
most the number of internal probes. ut

Property 4. Serial composition of a linear & a d-MIMO-SNI gadget is d-MO-SNI.

Proof. Let t1 be the number of internal probes in the linear gadget and t2 the
number of internal probes in the MIMO-SNI gadget. The simulator uses the sim-
ulator of the MIMO-SNI gadget to simulate the internal probes of the MIMO-
gadget and the output probes. It has then to simulate t2 output shares of the
linear gadget and the t1 internal probes. Let A the set of share indices corre-
sponding to all the values to be simulated. The simulator can request to know
all the shares x∗,A and can thus trivially simulate the linear gadget. ut

Property 5. Serial composition of a d-MO-SNI & a linear gadget is d-SNI.

Proof. Let B be the set of share indices of the output probes and of the probes
in the linear gadget. The simulator of the MO-SNI gadget is used to simulate
its internal probes and all the output shares whose index is in B. Simulation of
the remaining probes is then trivial. ut

We can now prove our main composition theorem about Substitution Per-
mutation Networks (SPN), which shows that our definitions allow to build
d-SNI (hence d-probing secure) SPNs. We consider only SPNs whose S-boxes
are grouped into layers that operate over the full state.

Property 6. A SPN whose S-boxes are d-MIMO-SNI is d-SNI.

Proof. The SPN can be viewed as a alternating serial composition of linear
and S-box layers, whose first and last layers are linear (this is without loss of
generality since linear layers can be the identity function). A S-box layer is a
parallel composition of S-boxes.

The S-box layers are d-MIMO-SNI thanks to Property 3. A round, the serial
composition of one linear layer followed by one S-box layer is d-MO-SNI thanks
to Property 4. Serial composition of rounds is d-MO-SNI thanks to Property 2.
The combination of the final linear layer with the other rounds is d-SNI thanks
to Property 5. ut

We insist that this proof is limited to SPNs with full layers of d-MIMO-SNI
S-boxes. It is for example not yet a proof of the greedy strategy proposed in [21],
which uses MIMO-SNI multiplications within an S-box that does not have such
a regular (full-layer) structure. We defer this proof to Section 5.4 where the
introduction of “probe isolation” will allow much simplified analyses.

For a gadget with only one input, MI-SNI is equivalent to SNI and for a
gadget with only one output, MO-SNI is equivalent to SNI. Hence, MIMO-SNI
is equivalent to SNI for gadgets with one input and one output, such as the AES
S-box implemented over F256. Property 6 thus applies to an AES implementation
using the S-box in [8].
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4 Optimized S-box implementations

The previous section gave a general framework for proving the security of refresh-
ing strategies in masked (bitslice) block cipher implementations using MIMO-
SNI S-boxes. In this section, we tackle the problem of minimizing the amount
of SNI gadgets in the implementation of such an S-box in order to reduce their
(e.g., randomness) cost.

For this purpose, we first show how to express this optimization based on the
properties of a graph describing the computations to perform. We then apply
this optimization to the AES S-box in F256 (confirming the results in [8]) and to
the bitslice AES S-box of Boyar, Matthews and Peralta [10], bringing significant
improvements over the greedy strategy in [21].

4.1 Connecting composability to computation graph properties

Let a masked S-box be given as a mix of elementary operations such as ad-
ditions, multiplications and refreshes. We can define a high-level computation
graph modeling this S-box as a DAG whose vertices represent operations and
edges represent intermediate values. The operations can take any number of in-
coming edges (usually one or two) and produce one outgoing edge. Besides the
aforementioned field operations and refreshes, such a computation graph may
include three other types of vertices:

– split vertices take one incoming edge and can produce any number of out-
going edge(s). They model multiple uses of an intermediate value;

– input vertices have no incoming edge, one outgoing edge and the edges con-
nected to these vertices are called input edges;

– output vertices have one incoming edge, no outgoing edge and the edges
connected to these vertices are called output edges.

For simplicity, we next assume that all the additions and multiplications in
our computation graphs are NI, and we model SNI gadgets as NI ones followed
by a SNI refresh. Given an optimized computation graph, an implementer can
then replace NI multiplications followed by a SNI refresh by (sometimes more
efficient) SNI multiplications. We insist that this modeling is without loss of
generality since it is equivalent from the probing model point of view and the
respective (e.g., randomness) costs of the different gadgets of a private circuit
are parameters of the optimizations in the next subsections.

The computation graph model is a formalization of the probe propagation
framework discussed in Section 3.1. Capitalizing on the remark that SNI refresh
gadgets stop the propagation of probes, we can simple remove them (and their
incident edges) from the graph to build a simplified graph. The probes inside
the refresh gadgets can be reported to gadgets connected to their input, hence
the simplified graph is equivalent to the original graph regarding security in the
probing model.
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Definition 11 (Simplified computation graph). The simplification of the
computation graph G is the graph that is obtained from G by removing all SNI
refresh vertices and their incident edges.

Since there are at most d adversarial probes in the circuit, a simple security
condition is that each probe propagates backwards to a single input through a
single path. In this case, there will be at most d probes for each input and the
second probe propagation security condition will be satisfied. Furthermore there
will be at most d probes a the output of each gadget, since the probe propagation
graph is a DAG (it is the reversal of the computation graph) so that the first
probe propagation security condition will be satisfied too.

We can relax this constraint and impose that no probe can propagate back-
wards from a node to another one through two different paths, while still satis-
fying the probe propagation security conditions. In other words, for any pair of
vertices there should be at most one (directed) path between them.

It can be seen that the latter is a necessary condition: if probes can propagate
backwards through two paths from a node A to a node B and if the adversary
has d probes on the output of A, d+1 shares of the output of A could be required
for the simulation.

We now formalize this security condition with the following properties (which
generalize the proof that the AES inversion is d-SNI in [8]).

Property 7. Let G be a composite gadget. If the gadget is implemented with
only NI gadgets and SNI refreshes, and if for any pair of vertices u, v in the
corresponding simplified computation graph there exists at most one path from
u to v, then the gadget is NI.

Proof. For each edge i in the computation graph, there is a number of adversarial
probes ai, a number of propagated probes pi and a total number of probes si.
The sum of the ai’s is at most d. For all i, si = ai+pi. For each edge, the number
of propagated probes is:

– 0 if the node at the end of the edge is a refresh;
– the number of corresponding output probes if it is an output edge;
– the sum of the total number of probes of the outgoing edges of the vertex at

the end of the edge otherwise (i.e., for split or NI operations).

If for each input edge i, a simulator knows si well-chosen shares, then it can
simulate all the probes of the adversary by using the simulator for each gadget
in order to get the required intermediate values.

The probes inside a NI gadget are not considered since they can equivalently
be replaced with probes on output shares of the gadget.

We now prove that the hypothesis implies that for all input edges i, si ≤ d.
This proves that the gadget is NI thanks to the previous observation.

We use a small lemma for this purpose: for all edges i, si =
∑

j αijaj where
αij is the number of paths from the output node of i to the input node of j in
the simplified computation graph. This can be proven by backwards induction
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on the graph: if all the children of a node satisfy this property, it is also satisfied
for the node itself if the node is a refresh, split or NI operation. Input and output
nodes are trivial.

The main hypothesis implies that αij ≤ 1 for all edges i and share indices j,
hence si ≤

∑
j aj ≤ d. ut

Property 8. Let G be a composite gadget. If the gadget satisfies Property 7 and
if for any input node u and any output node v, there is no path from u to v,
then the gadget is SNI.

Proof. Looking at the proof of Property 7, we observe that the coefficients αij =
0 for all input edges i and output edges j. Hence for all input edges i, si ≤ t1
where t1 is the number of internal probes. ut

Property 9. Let G be a composite gadget. If the gadget satisfies Property 8 and
if for any pair of output nodes u1, u2 there is no node v such that there is a path
from v to u1 and a path from u2 to v, then the gadget is MO-SNI.

Proof. We have to prove that for all edges i, si ≤ d. Using the lemma from the
proof of Property 7, we have that for any edge i, and input edges j, all but one
αij are zero (i.e.,

∑
j αij ≤ 1). This implies that si ≤ t1 + t2 ≤ d, taking the

definitions of t1 and t2 from the definition of MO-SNI. For input edges i, the
proof of Property 9 applies. ut

Property 10. Let G be a composite gadget. If the gadget satisfies Property 9 and
if for any pair of input nodes u1, u2 there is no node v such that there is a path
from v to u1 and a path from v to u2, then the gadget is MIMO-SNI.

Proof. In addition to Property 9, we want to prove that
∑

i∈Ie
si ≤ t1 where Ie

is the set of input edges.
We know that for all j,

∑
i∈Ie

αij ≤ 1 and for output edges j,
∑

i∈Ie
αij = 0.

Hence
∑

i∈Ie
si ≤

∑
j 6∈Oe

aj = t1 where Oe is the set of output edges. ut

4.2 Optimizing the AES S-box in F256

Using the previous graph formalization, we built a tool that checks if a circuit
is (MIMO-)SNI. If we want to build a SNI S-box with the multiplication chain
from [8], there are 16 wires on which we could insert a refresh. This number is
sufficiently small to make a exhaustive search, which confirms the result of [8]
and shows that it is the only solution with only three refresh elements (up to
the permutation of refresh gadgets with the (·)2α power gadgets): two refresh
gadgets and one SNI multiplication.6 It also shows that two refresh gadgets is the
minimum possible, even with all multiplications implemented as SNI gadgets.

6 [8] actually mentions two SNI multiplications are needed, but it was observed by
Jean-Sébastien Coron that one is enough during Adrian Thillard’s PhD defense.
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4.3 Optimizing the bitslice AES S-box of Boyar et al.

We now optimize the implementation of a bitslice AES S-box. We take the logic
circuit by Boyar et al. in [10] and search where it requires to add SNI refresh
elements to get a MIMO-SNI implementation.

The circuit is made of three parts: a top linear transformation, a middle
non-linear transformation and a bottom linear transformation. Since our goal is
to have a probing secure implementation of the AES, we do not actually need
to have a fully MIMO-SNI S-box. Having only the middle non-linear transfor-
mation MIMO-SNI is enough since the top and bottom linear transformations
can be considered as combined with the other linear operations of the AES (i.e.,
ShiftRow, MixColumns and AddRoundKey) when applying the MIMO-SNI com-
posability property.

The non-linear transformation is made of 30 XOR gates and 32 AND gates,
hence it contains more than 2 · (30 + 32) = 124 wires. This means that it is
impossible to apply the exhaustive search used in section 4.2. We therefore re-
formulate our graph optimization problem into a linear programming problem,
for which there exists numerous solvers. The latter does not guarantee that we
can find an optimal solution with a reasonable amount of resources, but solvers
have efficient heuristics to find good solutions and can prove lower bounds for the
solution. Since we take care that our representation as an optimization problem
admits as acceptable solutions all the possible implementations of the considered
logic circuit, we are able to provide upper and lower bounds on the cost of the
optimal implementation.

We write the linear optimization problem in the following way. A binary
variable ei is associated to each edge i of the graph, indicating if it is cut (i.e., if
a refresh is inserted). All the paths in the graph are then computed and a binary
variable pj is assigned to each path j, again indicating if it is cut. A path is cut
if any edge in the path is cut. It implies a first general constraint pj ≤

∑
i ei

(the sum is over the edges in the path).
We can then add the various constraints related to Non-Interference proper-

ties. First, to enforce NI, for each pair of vertices (u, v) all but one paths from u
to v must be cut. Let J be the set of paths from u to v,

∑
j∈J pj ≥ |J |−1. Next,

to enforce SNI, when u is an input node and v an output node, the constraint
becomes

∑
j∈J pj ≥ |J |. For the MI part we need: for any node u, let J be the

set of paths from any input node to u,
∑

j∈J pj ≥ |J | − 1. Finally, for the MO
part we need: for any node u, let J be the set of paths from u to any output
node,

∑
j∈J pj ≥ |J | − 1.

The objective function to be minimized is a weighted sum of the ei variables.
The weigh associated to each variable is the cost of adding a refresh on the
corresponding edge. This cost can be any metric, such as the amount of random
bits required, the computation time, etc. Since each edge has a distinct associated
cost parameter, this is the point where we can take into account that the cost of
adding a SNI refresh gadget may not be the same as replacing a NI multiplication
with a SNI multiplication.
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This simple way of writing our problem has two limitations. First, there are
many paths in the computation graph (in the order of magnitude of 105 for
the AES S-box) which leads to many variables and constraints in the optimiza-
tion problem. This can be mitigated by grouping paths into clusters that share
common parts and associating them to a single variable.

The second issue is related to split nodes: there are multiple trees of split
nodes that represent the split of a value in more than two parts, and all these
representations do not give equivalent possibilities for inserting refresh elements.
Furthermore, no tree can provide all the optimization degrees of freedom. Since
it would be impractical to run the optimization for all the possible trees, we
instead modified the optimization problem. Each split node is replaced by a set
of split nodes that form a fully connected DAG and constraints are set to ensure
that a constant number of added edges is cut, which ensures that the added
edges do not distort the objective function.

We ran this optimization with uniform cost for all edges (which, as discussed
in Section 6, is reasonable for very high order making considering the current
state-of-the-art for elementary gadget implementations). This gave a solution
with 41 SNI elements and a lower bound of 34 SNI elements. The implementation
of Goudarzi and Rivain in [21] uses two SNI elements per AND gate, totaling 64
SNI elements. Our optimized S-box is given in Appendix A.

5 Probe-isolating NI multiplications

In this section, we complement the previous optimization by introducing a new
kind of Probe-Isolating Non-Interference (PINI) definition, and proving that it
enjoys a very simple composition property. Furthermore, we show that any lin-
ear gadget satisfies this new definition, and we exhibit a multiplication gadget
that also satisfies it. It gives us the ability to directly implement any boolean
function with PINI gadgets. This is for example in contrast with the more com-
plex analysis of [8] (or the one in the previous section), which requires a careful
combination of NI and SNI gadgets.

5.1 Intuition

The main idea behind this new definition is to take into account not the number
of probes (or of required inputs for simulation), but instead their position (i.e.,
the shares’ index). The whole circuit can then be cut into d + 1 circuit shares
that are not interconnected, except for non-linear gadgets. If we neglect those
gadgets, the circuit is d-probing secure: the adversary can only probe d of the
circuit shares, hence it has no information about one circuit share, which contains
one share of each input. PINI gadgets behave in the probing model as if they
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had no connection between circuit shares, which allows to implement non-linear
functions while keeping the previous intuition of circuit sharing valid.7

Intuitively, the (MIMO-)SNI approach using the computation graph model
of Section 4.1 cuts paths in the computation graph to avoid having distinct paths
between two nodes. By contrast, the probe-isolating approach allows those paths
while making sure that they are redundant from the adversarial viewpoint, by
ensuring that the propagated probes on both paths can be simulated with the
same shares.

5.2 Probe propagation framework

In the probe propagation framework, probes propagate through PINI gadgets in
a way that respects circuit shares isolation.

Internal probes in PINI gadgets cannot be trivially associated to a circuit
share, since there is no actual circuit share isolation inside (non-linear) PINI
gadgets (the isolation is only simulated). However, we can let those probes carry
the same intuition as the output probes: each internal (adversarial) probe gives
knowledge to the adversary of at most one circuit share. This preserves the
intuition that the adversary has knowledge of at most d of the d + 1 circuit
shares.

We thus add a fourth probe propagation rule:

4. Each output probe on a PINI gadget, propagates to all the input shares
that are in the same circuit share as the output probe. Each internal probe
propagates to all the input shares that are in one additional circuit share
(this circuit share may depend on the position of the probes).

The probe isolation principles also impact security conditions: we count the
number of circuit shares probed at the output, instead of the number of probes.
There is thus a fourth probe propagation security condition:

4. For any PINI gadget, the number of circuit shares touched by output probes
must be at most d.

The way PINI works is illustrated in Figure 5, which takes two cases where
SNI is not sufficient (Figures 1a and 3a) and shows how PINI solves the problem.

In Figure 5a, there is one internal probe which propagates to one share of each
input of the multiplication as it is the case for (S)NI multiplications. However,
the propagated probes have the same share index (they are in the same circuit
share), hence probe propagation through the linear operation does not violate
the second probe propagation security condition.

In Figure 5b, the two propagated probes at the output of the S-box have
the same share index, hence it does not violate the fourth probe propagation
security condition.
7 To some extent the probe isolation idea can be connected to the Domain-Oriented

Masking implementation approach described in [22]. However, the latter focuses on
the local security of gadgets without discussing composability issues.
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1-PINI Mul.

(a) Multiplication

1-PINI S-box

(b) S-box

Fig. 5. PINI circuits, masked at order d = 1. The arrows indicate the adversarial
probes and the red snake wires are the propagated probes.

5.3 Probe-Isolating NI gadgets & composability

In this section, we give the formal definition of PINI, and prove security and com-
posability properties. Furthermore, we exhibit PINI addition and multiplication
gadgets.

We first show the link between the notion of circuit share and the notations
of Section 2. For a gadgets with inputs xi,j and outputs yi,j , all the shares of one
input are denoted as xi,∗ and all the input shares that are in the same circuit
share are all the input share that have the same share index j: x∗,j . The same
goes for outputs.

In the following definition, the set A is the set of share indices (i.e., circuit
shares) that are probed through output probes, and B is the set of circuit shares
requested to simulate the internal probes.

Definition 12 (Probe-Isolating Non-Interference). Let G be a gadget over
d+1 shares and P a set of d1 probes on wires of G (called internal probes). Let
A be a set of d2 share indices. G is d-Probe-Isolating Non-Interfering (d-PINI)
if and only if for all P and A such that d1 + d2 ≤ d, there exists a set B of at
most d1 indices such that probes on the set of wires P ∪ yG∗,A can be simulated
with the wires xG

∗,A∪B.

The following property shows that PINI satisfies the probing security re-
quirement up to a slight additional requirement of independent input encodings.
The latter is generally not a strong constraint, since we will use this property
for large circuits, such as complete block ciphers, but it prevents the use of the
optimizations described in [17].

Property 11 (PINI implies probing security). A d-PINI gadget (with d+1 shar-
ing) is d-probing secure if the encodings of the inputs are independent of each
other.

The probe isolation principle is also implicitly used in the seminal work of Ishai
et al. [23], but they use 2d+ 1 masking.
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Proof. Any set of at most d probes can be simulated with at most d shares of
each input. Thanks to the independent input encodings, this set of simulation
input probes is independent from all the input values. ut

We now look at composability properties for PINI gadgets.

Property 12 (PINI composability). A composite gadget made of d-PINI compos-
ing gadgets is d-PINI.

Proof. All internal probes are either inside a gadget, or they are on a share of a
aj wire, in which case it can be considered as internal to one gadget for which
aj is an input or an output. Hence, if the set P of internal probes is of size d1,
there exists sets Pκ of probes internal to Gκ and of sizes d1,κ for κ = 1, . . . , `
such that P1 ∪ ... ∪ P` = P and d1,1 + ...+ d1,` = d1.

Let A` = A the set of d2 indices for output probes shares. For κ = ` to 1,
we apply the definition of d-PINI: there exists a set of share indices Bκ of size
at most d1,κ such that the probes Pκ and output probes yGκ

∗,Aκ
can be simulated

with the input probes xGκ

∗,Aκ−1
, where Aκ−1 = Aκ ∪Bκ.

By induction, we have Aκ−1 = A∪Bκ ∪ · · · ∪B`. This implies that |Aκ−1| ≤
d2 +

∑`
p=κ dp ≤ d2 + d1 ≤ d, hence the PINI conditions are satisfied for each

gadget.
Let B = A0 \ A, we have |B| ≤ |B1 ∪ · · · ∪ B`| ≤ d1. Finally, looking at the

whole circuit, we observe that the wires x∗,A∪B allow to simulate all the required
probes. ut

We next prove that linear gadgets are PINI.

Property 13. The trivial implementation of a linear function is d-PINI.

Proof. Take B as the set of all share indices for which there is a probe in P . ut

We finally introduce in Algorithm 1 a new multiplication gadget for d + 1
shares with d(d + 1)/2 randomness requirement. It is a small variation of the
ISW multiplication [23].

Property 14. The multiplication gadget of Algorithm 1 is d-PINI.

Proof. We prove that the values assigned to the probes by the simulator de-
scribed in Algorithm 3 are indistinguishable from the multiplication gadget
probes.

This behavior of the simulator is identical to the behavior of the gadget,
except for values zij , sij and p1ij for which i 6∈ X (X is generated by Algorithm 3).

In these cases, if zij or a sum in which it appears is probed, then there is
no probe on zji (or their intermediate values, or a sum in which it appears) or
on intermediate values of the computation of zij , hence rij is only observable to
the distinguisher through zij . This means that zij is seen by the distinguisher as
a uniform random variable independent from all other variables, which is what
the simulator generates.
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Algorithm 1 PINI multiplication gadget over d+ 1 shares
Require: shared factors a, b ∈ Fd+1

q such that
⊕

i ai = a and
⊕

i bi = b
Ensure: output c ∈ Fd+1

q such that
⊕

i ci = a · b
for i = 0 to d do

for j = i+ 1 to d do
rij

$←− Fq;
rji ← rij ;

end for
end for
for i = 0 to d do

for j = 0 to d do
if i 6= j then

sij ← bj ⊕ rij ;
p0ij ← ai · rij ;
p1ij ← ai · sij ;
zij ← p0ij ⊕ p1ij ;

Ensure: zij = rij ⊕ ai · bj
end if

end for
end for
for i = 0 to d do

ci ← ai · bi ⊕
⊕d

j=0,j 6=i zij ;
end for

For probes on sij , the same argument applies: rij is only observable to the
distinguisher through sij , hence sij is seen by the distinguisher as a uniform
independent random variable. To simulate p1ij , the simulator simulates sij as
previously (and the same argument applies), then computes p1ij in the same
manner as Algorithm 1. ut

5.4 Relationship between PINI and MIMO-SNI
We first observe that MIMO-SNI implies PINI.
Property 15. Any d-MIMO-SNI gadget is d-PINI.
Proof. In the definition of PINI, take B as the share indices of t1 input shares
required by the simulator. ut

This leads immediately to the following composability result.
Corollary 1. A composite gadget whose composing gadgets are only d-MIMO-
SNI gadgets and linear gadgets is d-probing secure.
Proof. Direct from Property 15, Property 13, Property 12 and Property 11. ut

We note that this corollary now applies to the AES implementation pro-
posed in [21]: using only SNI multiplications and systematically refreshing one
of their inputs guarantees the input and output independence conditions which
are required to move from SNI to MIMO-SNI and therefore PINI gadgets.
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Algorithm 2 Input shares chooser for the simulator of PINI multiplication
Require: Set of probes yG

∗,A ∪ P
X ← ∅;
for i = 0 to d do

if ai, ai, bi, ai · bi or ci is probed then
X ← X ∪ {i};

else if there exists k such that
⊕k

j=1 zij is probed then
X ← X ∪ {i};

end if
for j = 0 to d do

if there are at least two probes on intermediate values of computation of zij
(these values are rij , pkij , skij and zij) then

X ← X ∪ {i, j};
else if there is one probe on an intermediate value of the computation of zij
then

if i ∈ X or j ∈ X then
X ← X ∪ {i, j};

else
X ← X ∪ {i};

end if
end if

end for
end for
B ← X \A;

Ensure: |B| ≤ |P |
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Algorithm 3 Simulator of probes for the PINI multiplication (Algorithm 1)
Require: Set of probes yG

∗,A ∪ P
Run Algorithm 2 and get X and B.

Require: Knowledge of input shares xG
∗,A∪B = xG

∗,X .
for 0 ≤ i ≤ d do

for 0 ≤ j ≤ d do
if i ∈ X and j ∈ X then

Compute wk
ij , skij and zij as specified by the algorithm of the multiplication

gadget;
else if i 6∈ X then

Leave zij and its intermediate values unassigned as they are not involved in
any probe;

else
Ensure: i ∈ X and j 6∈ X.
Ensure: Only one intermediate values of the computation of zij is probed, or

a sum in which zij appears.
Ensure: zji or its intermediate values do not appear in any probe.

if zij or a sum in which zij appears is probed then
zij

$←− Fq;
else if sij is probed then

sij
$←− Fq;

else if p0ij is probed then
rij

$←− Fq;
p0ij ← ai · rij ;

else if p1ij is probed then
sij

$←− Fq;
p1ij ← ai · sij ;

end if
end if

end for
end for
Compute (partial) sums of assigned zij , products aibi and associated ci.

Ensure: All the probed values are now assigned.
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6 Performance comparison

We conclude the paper by discussing and comparing the expected performances
of our two proposals for the implementation of a (masked, bitslice) composable
AES S-box. As mentioned in Section 2, we use the randomness complexity (in
bits) as our main cost metric for this purpose (and since the computational com-
plexity is essentially similar for the gadgets we consider that all have to compute
the full matrix of shares’ products). To verify the validity of this assumption, we
compare the execution time of the various algorithms on a microprocessor.

We report the state-of-the-art randomness cost for the gadgets used in Ta-
ble 1. Using these cost formulas, we first observe that for sufficiently high orders
(d ≥ 17), the multiplication of Belaid et al. followed by the refresh of Batistello
et al. has a lower cost than the multiplication of Ishai, Sahai and Wagner, which
justifies the assumptions made for the optimization in Section 4.3.8

Order d NI mul. SNI refresh SNI mul. PINI mul.
1 1 1 1 1
2 2 [8] 3 3 3
3 4 [8] 4 [6] 6 6
4 5 [8] 8 10 10
5 11 12 15 15
6 15 14 [6] 21 21
7 19 20 24 [6] 28
d Cmul,NI Cref Cmul,SNI Cmul,PINI

Cmul,NI =
⌊
d2/4

⌋
+ d [8]

Cref = (d+ 1) (log2(d+ 1)− 1) [7]
Cmul,SNI = min (d(d+ 1)/2, Cmul,NI + Cref )
Cmul,PINI = d(d+ 1)/2 [Algorithm 1]

Table 1. Randomness cost of best known gadgets at various orders. Numbers
in the table with no reference are instantiations of the formula valid at all orders.
The formula for Cref is valid only if d+1 is a power of 2. It is more complicated in
other cases but it is stillO(d log d). The implementation of the SNI multiplication
is either the ISW multiplication [23] or a NI multiplication followed by a SNI
refresh.

Using those costs, we can evaluate the cost for a full bitslice, masked and
composable AES S-box for three different approaches: the greedy strategy, the
MIMO-SNI optimized S-box, and the S-box that uses PINI multiplications. The
bitslice S-box has 32 multiplications, hence the greedy strategy requires 32 SNI
8 Our optimization can be easily adapted to take into account the actual costs at

lower orders, but since the relative costs differ for every order, finding the optimal
implementation would require re-running the optimization for each order.
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multiplications and 32 SNI refresh gadgets. The optimized MIMO-SNI S-box re-
quires 41 refresh elements, and 12 of those refresh the output of a multiplication
(hence can be implemented with a SNI multiplication). The PINI implementa-
tion simply requires 32 PINI multiplication gadgets.

The total randomness cost is shown in Figure 6. First, we can see that the
MIMO-SNI optimization reduces costs by approximately 20 % over the greedy
strategy. The PINI multiplication is even better at low orders (d ≤ 23), with
cost reduction up to 50 %. However, for large d values, PINI is less interesting,
which is logical since PINI multiplications have a cost of roughly d2/2 while NI
multiplications have a cost of roughly d2/4 and SNI refreshes d log(d).
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Fig. 6. Randomness cost for a bitslice, masked and composable AES S-box im-
plementation. The cost is measured relatively to the cost of the greedy strategy.

It is interesting to note that the generic PINI construction is more efficient at
low orders than the other solutions, even though those solution use automatically
optimized gadgets.

We conclude by discussing the performance in a broader sense by looking at
the execution time of a software implementation. We take the RC = 80 scenario
from [24]: for their algorithm, the linear layers cost 1 % of execution time, the
arithmetic operations of the S-box 7 % and the randomness generation 92 %.
Their algorithm can be analyzed to find the execution time (expressed as per-
centage of their total runtime) of one arithmetic operation (including load/store
overheads) and the time to generate one random bit. Knowing the number of
arithmetic operations and amount randomness required for each of our algo-
rithms, we compute their execution time, which gives Figure 7.9

9 The only assumption of this estimation method is that the arithmetic operation
execution time and randomness generation time are constant across algorithms. The
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Fig. 7. Software runtime cost for a bitslice, masked and composable AES S-
box implementation. The cost is measured relatively to the cost of the greedy
strategy.

We first note that since the randomness generation time is dominant, our
goal of reducing randomness requirements is justified. For the remaining part of
the execution time, our MIMO-SNI optimization approach reduces the number
of refresh operations, hence it reduces the amount of time spent in the S-box
computation compared to the greedy strategy.

For the PINI implementation, the arithmetic cost of the multiplications is
twice the cost of the greedy strategy (as it is the case for the randomness cost),
but there is no refresh cost. The conclusion is hence similar: the PINI imple-
mentation is very competitive for small orders, and becomes worse than the
MIMO-SNI optimization at large orders.

Finally, this comparative result (i.e., the choice between the MIMO-SNI op-
timization and PINI multiplications) is strongly dependent on the randomness
complexity of the (state-of-the-art) gadgets used. In this respect, it is worth
emphasizing that one core advantage of the PINI definition is that it allows
trivial proofs of complex circuits with one single type of gadget, namely PINI
multiplications (while the optimization has to deal with NI multiplications, SNI
multiplications and SNI refreshes). In this respect, the investigation of more effi-
cient PINI multiplications (that would make it the solution of choice for any
number of shares) is an interesting open problem.

Source codes. We join an archive containing the source codes used in this
submission as supplementary material.

estimation error is thus small and independent of many algorithmic parameters such
as the masking order.
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A Optimized AES S-box implementation

R(·) means a SNI refresh gadget. The inputs are x0, . . . , x7 and the outputs are
s0, . . . , s7.

Top linear layer:

t0 = x1 + x2

t1 = x4 + y12

y1 = t0 + x7

y2 = y1 + x0

y3 = y5 + y8

y4 = y1 + x3

y5 = y1 + x6

y6 = y15 + x7

y7 = x7 + y11

y8 = x0 + x5

y9 = x0 + x3

y10 = y15 + t0

y11 = y20 + y9

y12 = y13 + y14

y13 = x0 + x6

y14 = x3 + x5

y15 = t1 + x5

y16 = t0 + y11

y17 = y10 + y11

y18 = x0 + y16

y19 = y10 + y8

y20 = t1 + x1

y21 = y13 + y16

Middle non-linear layer:

x7,0 = R(x7)
y1,0 = R(y1)
y2,0 = R(y2)
y3,0 = R(y3)
y4,0 = R(y4)
y5,0 = R(y5)
y6,0 = R(y6)
y7,0 = R(y7)
y8,0 = R(y8)
y9,0 = R(y9)
y10,0 = R(y10)
y11,0 = R(y11)
y12,0 = R(y12)
y13,0 = R(y13)
y14,0 = R(y14)
y15,0 = R(y15)
y16,0 = R(y16)
y17,0 = R(y17)
t2 = y12,0 · y15,0

t2,0 = t2
t3 = y6,0 · y3,0

t4 = t3 + t2,0
t5 = y4,0 · x7,0

t6 = t5 + t2,0
t7 = y13,0 · y16,0

t7,0 = t7
t8 = y1,0 · y5,0

t9 = t8 + t7,0
t10 = y7,0 · y2,0

t11 = t10 + t7,0

t12 = y9,0 · y11,0

t13 = y17,0 · y14,0

t14 = t13 + t12
t14,0 = t14
t15 = y10,0 · y8,0

t16 = t15 + t12
t17 = t4 + t14,0
t18 = t6 + t16
t19 = t9 + t14,0
t20 = t11 + t16
t21 = t17 + y20

t21,0 = R(t21)
t22 = t18 + y19

t22,0 = R(t22)
t23 = t19 + y21

t23,0 = t23
t24 = t20 + y18

t24,0 = R(t24)
t25 = t21,0 + t22,0
t26 = t23,0 · t21,0
t26,0 = R(t26)
t27 = t24,0 + t26,0
t27,0 = t27
t28 = t27 · t25
t29 = t28 + t22
t29,0 = R(t29)
t29,1 = R(t29)
t30 = t24,0 + t23,0
t31 = t26,0 + t22,0
t32 = t31 · t30

t33 = R(t32) + t24,0
t33,0 = R(t33)
t34 = t23,0 + t33
t35 = t27,0 + t33,0
t36 = t35 · t24
t36,0 = R(t36)
t37 = t34 + t36,0
t37,0 = R(t37)
t38 = t27,0 + t36,0
t39 = t38 · t29,0
t40 = t39 + t25
t40,0 = R(t40)
t41 = t37,0 + t40,0
t41,0 = t41
t42 = t29,1 + t33,0
t42,0 = R(t42)
t43 = t29,1 + t40,0
t44 = t33,0 + t37
t45 = t41,0 + t42
t45,0 = t45
z0 = y15,0 · R(t44)
z1 = t37,0 · y6,0

z2 = x7,0 · t33,0
z3 = y16,0 · t43
z4 = y1,0 · t40,0
z5 = t29,1 · y7,0

z6 = t42,0 · y11,0

z7 = t45,0 · y17,0

z8 = t41,0 · y10,0

z9 = y12,0 · t44

z10 = y3,0 · t37
z11 = y4,0 · t33
z12 = y13,0 · t43
z13 = y5,0 · t40,0
z14 = t29,0 · y2,0

z15 = t42,0 · y9,0

z16 = t45,0 · y14,0

z17 = y8,0 · t41
o0 = z0
o1 = z1
o2 = z2
o3 = R(z3)
o4 = R(z4)
o5 = z5
o6 = R(z6)
o7 = R(z7)
o8 = R(z8)
o9 = R(z9)
o10 = R(z10)
o11 = z11
o12 = R(z12)
o13 = z13
o14 = z14
o15 = z15
o16 = R(z16)
o17 = R(z17)

Bottom linear layer:

t46 = o15 + o16
t47 = o10 + o11
t48 = o5 + o13
t49 = o9 + o10
t50 = o2 + o12
t51 = o2 + o5
t52 = o7 + o8
t53 = o0 + o3

t54 = o6 + o7
t55 = o16 + o17
t56 = o12 + t48
t57 = t50 + t53
t58 = o4 + t46
t59 = o3 + t54
t60 = t46 + t57
t61 = o14 + t57

t62 = t52 + t58
t63 = t49 + t58
t64 = o4 + t59
t65 = t61 + t62
t66 = o1 + t63
t67 = t64 + t65
s0 = t59 + t63
s1 = Not(t64 + s3)

s2 = Not(t55 + t67)
s3 = t53 + t66
s4 = t51 + t66
s5 = t47 + t65
s6 = Not(t56 + t62)
s7 = Not(t48 + t60)
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