
Weak Zero-Knowledge Beyond the Black-Box Barrier

Nir Bitansky∗ Dakshita Khurana† Omer Paneth‡

November 9, 2018

Abstract

The round complexity of zero-knowledge protocols is a long-standing open question, yet to
be settled under standard assumptions. So far, the question has appeared equally challenging for
relaxations such as weak zero-knowledge and witness hiding. Protocols satisfying these relaxed
notions under standard assumptions have at least four messages, just like full-fledged zero knowledge.
The difficulty in improving round complexity stems from a fundamental barrier: none of these notions
can be achieved in three messages via reductions (or simulators) that treat the verifier as a black box.

We introduce a new non-black-box technique and use it to obtain the first protocols that cross this
barrier under standard assumptions. Our main results are:

• Weak zero-knowledge for NP in two messages, assuming quasipolynomially-secure fully-
homomorphic encryption and other standard primitives (known fromquasipolynomial hardness
of Learning with Errors), as well as subexponentially-secure one-way functions.

• Weak zero-knowledge for NP in three messages under standard polynomial assumptions (fol-
lowing for example from fully-homomorphic encryption and factoring).

We also give, under polynomial assumptions, a two-messagewitness-hiding protocol for any language
L ∈ NP that has a witness encryption scheme. This protocol is also publicly verifiable.

Our technique is based on a new homomorphic trapdoor paradigm, which can be seen as a
non-black-box analog of the classic Feige-Lapidot-Shamir trapdoor paradigm.
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1 Introduction

Zero-knowledge protocols are spectacular. They allow to prove any NP statement without revealing
anything but the statement’s validity. That is, whatever a malicious verifier learns from the protocol
can be efficiently simulated from the statement alone, without ever interacting with the prover. Since
their invention [GMR89] and construction for all of NP [GMW91], zero-knowledge protocols have had
a profound impact on modern cryptography.

A central question in the study of zero knowledge is that of round complexity. Zero-knowledge
arguments with a negligible soundness error can be achieved in four messages [FS90], under the minimal
assumption of one-way functions [BJY97].1 In terms of lower bounds, zero-knowledge arguments for
languages outside BPP, and without any trusted setup, require at least three messages [GO94].

Zero knowledge protocols with an optimal number of messages (and a negligible soundness error)
have been pursued over the last three decades and have proven difficult to construct. Three-message
zero-knowledge arguments were only constructed under auxiliary-input knowledge assumptions, which
are considered implausible [HT98, BP04b, BCPR14, BP15c, BCC+17], and more recently, under a
new, non-standard, assumption on the multi-collision resistance of keyless hash functions [BKP18].
Three-message protocols based on standard cryptographic assumptions remain out of reach.
Relaxing zero knowledge. Given the current state of affairs, it is natural to consider relaxations of the
zero-knowledge privacy guarantee. Three main relaxations considered in the literature are:

• Witness indistinguishability [FS90]: Ensures that amalicious verifier cannot distinguish between
proofs that are generated using different witnesses. While witness indistinguishability is natural
and often useful as a building block in applications, it is still quite limited. For example, in
the rather common scenario where statements have a unique witness, witness indistinguishability
becomes meaningless.

• Witness hiding [FS90]: Ensures that a malicious verifier cannot learn an entire witness from the
proof; that is, unless such a witness can be efficiently computed from the statement alone. In
contrast to witness indistinguishability, the witness hiding requirement is also meaningful in the
unique witness case.

• Weak zero-knowledge [DNRS03]: Relaxes zero-knowledge by switching the order of quantifiers.
Full-fledged zero-knowledge requires that for every verifier there exists a simulator that generates
a view, indistinguishable from the verifier’s view in a real interaction, for every distinguisher.
In contrast, weak zero-knowledge requires that for every verifier and distinguisher, there exists
a simulator that fools this specific distinguisher. We also allow the simulator to depend on the
desired distinguishing gap.2
Weak zero-knowledge hides any predicate of the statement and witness (used by the prover)
that cannot be computed from the statement alone. It implies both witness hiding and witness
indistinguishability.

The above relaxations are not subject to the same lower bounds as full-fledged zero-knowledge. In fact,
the only known unconditional lower bound rules out weak zero-knowledge in one message [GO94].

As for constructions, witness indistinguishability has indeed been obtained, under standard assump-
tions, in three [GMW91, FS90], two [DN07, BGI+17, JKKR17], and eventually even one message
[BOV07, GOS12]. In contrast, weak zero-knowledge and witness hiding have proven to be just as
challenging to construct as full-fledged zero-knowledge. So far, constructions with less than four mes-
sages are known only based on non-standard assumptions, which by now are considered implausible

1Recall that a protocol is an argument if it is only computationally sound, and a proof if it is statistically sound.
2There are several variants of this definition strengthening/weakening different aspects [DNRS03, CLP15].
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[BP12, BM14, BST16], for restricted classes of adversarial verifiers [BCPR14, JKKR17], or for re-
stricted classes of languages [FS90, Pas03]. (See the related work section for more details).
The black-box barrier. The difficulty in obtaining round-optimal zero knowledge and its relaxations
stems from a fundamental barrier known as the black-box barrier — three-message zero-knowledge is
impossible as long as the simulator is oblivious of the verifier’s code, treating it as a black box [GK96].
Similar barriers hold for both weak zero-knowledge and witness hiding [HRS09].

Whereas classical zero-knowledge protocols all have black-box simulators, starting from the break-
through work of Barak [Bar01], non-black-box techniques that exploit the verifier’s code have been
introduced (c.f., [DGS09, CLP13, Goy13, BP15a, BBK+16, CPS16]). However, existing techniques
seem to require at least four messages (except for [BKP18], based on a non-standard assumption).

In conclusion, as in the case of zero knowledge, weak-zero-knowledge and witness-hiding protocols in
three-message or less, based on standard cryptographic assumptions, remain out of reach.

1.1 Results

We devise a new non-black-box technique and apply it to obtain, under standard assumptions, weak
zero-knowledge and witness hiding beyond the black-box barrier.

Our main result is a two-message weak zero-knowledge argument for NP.

Theorem 1.1 (informal). There exists a two-message weak zero-knowledge argument for NP assuming:
subexponentially-secure one-way functions and quasi-polynomially-secure fully-homomorphic encryp-
tion, random-self-reducible encryption, two-message witness-indistinguishable arguments and oblivious
transfer, non-interactive commitments, and compute-and-compare obfuscation.

All of the above primitives (but subexponentially-secure one-way functions) are known under
quasipolynomial hardness of LWE,with the exception of fully-homomorphic encryption that also requires
a circular security assumption [Gen09b, BV14, BGI+17, GHKW17, GKW17, JKKR17, WZ17, BD18].
We can also replace compute-and-compare obfuscation with fully-homomorphic encryption schemewith
some additional natural properties that are satisfied by known constructions (see the technical overview
for more details).

It is interesting to note that the result gives an example of a naturalweak-zero-knowledge protocol that
is provably not zero knowledge. Previously, a contrived separation was known assuming exponentially-
hard injective one-way functions [CLP15].

Our second result is a three-message protocol that is based only on polynomial hardness assumptions.

Theorem 1.2 (informal). Assuming polynomial hardness of the primitives in Theorem 1.1, as well as
dense commitments, there exists a three-message weak zero-knowledge argument for NP.

The polynomially-hard version of the required primitives (including dense commitments) can be
based on (polynomially-hard) fully-homomorphic encryption, LWE, and either Factoring or standard
Bilinear-Group assumptions.

Our third result, also from polynomial hardness assumptions, is a two-message witness-hiding protocol
for any language L ∈ NP that has a witness encryption scheme [GGSW13].

Theorem 1.3 (informal). There exists a two-message witness-hiding argument for any languageL ∈ NP
under the same (polynomial) assumptions as in Theorem 1.2 and witness encryption for L.

For the time being, witness encryption for all of NP is only known based on indistinguishability
obfuscation, or based on non-standard assumptions on multilinear maps [GGH+16, CVW18]. Witness
encryption for several non-trivial languages follows from results on hash proofs systems [CS02].
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The protocol we obtain is publicly verifiable, meaning that the proof can be verified given the
transcript alone, without secret verifier randomness. We observe that the [GO94] lower bound for two-
message zero-knowledge extends also to two-message publicly-verifiable weak zero-knowledge, and thus
we cannot expect to get a similar result for weak zero-knowledge.
From explainable to malicious security. The main component in all of the above results is a weak-
zero-knowledge argument for NP against a new class of verifiers that we call explainable. Such verifiers
may not follow the honest verifier strategy, but they do choose their messages from the support of the
honest verifier message distribution; namely, there exist honest verifier coins that explain their behavior.
The notion resembles that of semi-malicious and defensible adversaries [HIK+11, BGJ+13], but differs
in the fact that the verifier does not explicitly choose a random tape for the honest verifier (and it may not
be possible to efficiently extract such a tape from the verifier).

Theorem 1.4 (informal). Under the same assumptions as in Theorem 1.1 (respectively, 1.2), there exists
a two-message (respictively, three-message) weak zero-knowledge argument for NP against explainable
verifiers.

We then give general compilers to boost explainable security to malicious security. These compilers
may be of independent interest. For instance, they imply that to obtain full-fledged zero knowledge in
three messages, it suffices to consider explainable verifiers.

1.2 Technical Overview

We now give an overview of our techniques. We focus on two-message protocols against explainable
verifiers, which is the technical core behind our results. We also explain how to avoid super-polynomial
hardness assumptions, at the account of adding one message to this protocol. We then describe the main
ideas behind our compilers to malicious security.
Warm up: a witness-hiding protocol. Toward constructing a two-message weak-zero-knowledge
protocol against explainable verifiers, let us first consider the easier goal of witness hiding. Recall that a
protocol is witness hiding if there exists a reduction that given as input an NP statement x, and the code
of a witness-finding verifier, outputs a witness. By a witness-finding verifier, we mean a verifier that
given a proof that x is true, finds a witness for x with noticeable probability.

Our protocol follows a classic paradigm by Feige, Lapidot, and Shamir [FLS99]. The first verifier
message fixes a so-called trapdoor statement τ . In parallel, the prover and verifier execute a two-
message witness-indistinguishable argument that either the statement x or the trapdoor statement τ hold.
(Throughout the rest of the introduction we ignore the first message of the witness-indistinguishable
argument.)

The trapdoor statement τ is meant to have two properties:

• To a malicious prover, trying to convince the verifier of a false statement x, τ should be com-
putationally indistinguishable from a false statement. Thus, by the soundness of the witness-
indistinguishable argument, the prover should fail.

• A reduction that has the code of an explainable witness-finding verifier should be able to obtain a
witness ρ for the trapdoor statement τ . Once such a witness is found, the reduction can use it to
generate the witness-indistinguishable argument. By witness indistinguishability, the reduction’s
proof is indistinguishable from the honestly generated proof and, therefore, the verifier will output
a valid witness w for the statement x with noticeable probability.

The main challenge in realizing the above paradigm is to extract the trapdoor witness ρ from the verifier’s
code. The basic idea behind our non-black-box technique, and what enables such extraction, is what we
call the homomorphic trapdoor paradigm.
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In our protocol, on top of the trapdoor statement τ , the verifier will send an encryption ct of the
witness ρ attesting that τ holds, using a fully-homomorphic encryption scheme. On one hand, by the
security of the encryption scheme, this does not compromise soundness. On the other hand, a reduction
that has the code of the witness-finding verifier can obtain a witness w for x under the encryption. To do
so, the reduction homomorphically invokes the strategy described before — under the encryption ct, it
uses ρ to compute the witness-indistinguishable argument, and obtain the witness w from the verifier.

The above step does not find a witness w in the clear (nor does it extract the trapdoor ρ). We observe,
however, that an encryption of a witness w is already a non-trivial piece of information that could only
be obtained when x is a true statement; in fact, we can use it as another trapdoor witness. Concretely,
we extend our protocol to include yet another, so-called homomorphic, trapdoor statement τh where a
witness ρh for τh could be any encryption of a witness w for x. That is, τh is true if and only if x is true,
and a witness ρh for τh is an encryption of a witness w for x.

In the extended protocol, the prover gives a witness-indistinguishable argument that either the
statement x, the trapdoor statement τ , or the homomorphic trapdoor statement τh hold. The reduction
first uses the encrypted trapdoor ρ homomorphically to obtain a trapdoor ρh (in the clear), and then uses
ρh to generate the witness-indistinguishable argument. By witness indistinguishability, the verifier will
output a witness w, this time in the clear.

One difficulty in realizing the above strategy is to prove the homomorphic trapdoor statement τh;
that is, to prove that there exists an encryption ρh of a valid witness w for x, when the reduction lacks
the homomorphic decryption key. We discuss how to resolve this difficulty below when describing the
more general weak-zero-knowledge protocol.
Toward weak zero-knowledge. Recall that in weak zero-knowledge, we require that there exists a
simulator that given the code of a verifier and a distinguisher D, simulates the verifier’s output so that it
fools D. That is, D cannot ε-distinguish between the simulated output and the verifier’s output in a real
interaction with the prover, for any accuracy parameter ε, where the simulator is allowed to run in time
polynomial in 1/ε.

In this setting, the verifier’s output is arbitrary and may not include a witness. Thus, we cannot
employ the same strategy as before. Nevertheless, our protocol still builds on the homomorphic trapdoor
paradigm, but with additional ideas. In a nutshell, instead of extracting awitnessw from the verifier under
the encryption, we extract a different trapdoor witness from the distinguisher D, under the encryption.
Then, as before, we use the encryption of this trapdoor as the homomorphic trapdoor.
Random self-reducible encryption. To enable extraction from the distinguisher, we rely on a public-key
encryption scheme that is random self-reducible [BM84]. In such a scheme, any distinguisher D that
can tell encryptions of zero from encryptions of one with advantage ε, under some specific public key
pk, can be used to decrypt arbitrary ciphertexts under the key pk, in time polynomial in |D|/ε. Such
schemes are known based on various standard assumptions (see Section 2.5).
The protocol. We now describe the protocol, and then go on to analyze it.

• The verifier’smessage, as before, includes a trapdoor statement τ and a fully-homomorphic encryp-
tion ct = FHE.Encsk(ρ) of the corresponding witness ρ. In addition, it includes another trapdoor
statement τ ′, and a random self-reducible encryption ct′ = RSR.Encpk(ρ

′) of the corresponding
witness ρ′. The trapdoor statements τ, τ ′ are both indistinguishable from false statements. The
statements τ, τ ′ also fix a homomorphic trapdoor statement τh, asserting that “there exists a fully-
homomorphic encryption ρh of a valid witness ρ′ for τ ′.” That is, τh is true if and only if τ ′ is
true, and any witness ρh for τh is a fully-homomorphic encryption of a witness ρ′ for τ ′.

• The prover, as before, gives awitness-indistinguishable argument, but now, in addition, it also sends
a random-self-reducible encryption of one ctP = RSR.Encpk(1). The witness-indistinguishable
argument attests that either one of the statements x, τ, τh hold, or ctP is an encryption of zero (and
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not one). Note that the trapdoor statement τ ′ is not directly involved in thewitness-indistinguishable
argument, but only defines the homomorphic trapdoor statement τh.

• The verifier checks that the witness-indistinguishable argument is valid and that ctP decrypts to
one.

Soundness. Relying on the security of both encryption schemes, we would like to argue that the verifier’s
encryptions of ρ and ρ′ can be changed to encryptions of garbage. Then, the trapdoor statements τ and τ ′
can be changed to false statements, in which case the homomorphic trapdoor statement τh also becomes
false. Also, ctP must not be an encryption of zero or the verifier rejects. Soundness then follows from
that of the witness-indistinguishable argument.

One subtlety in the above argument is that the verifier’s decision depends on the secret key of the
the random-self-reducible encryption, and thus changing the encryption of ρ′ to garbage may affect the
bit underlying the prover’s encryption ctP and accordingly also the verifier’s decision bit. To get around
this, we require that the prover exhibits that it “knows” the contents of the encryption ctP (and therefore
does not maul the encryption of ρ′ ). In this case, we can argue that the verifier continues to accept,
even if we change the encryption of ρ′. To facilitate such a proof of knowledge in two messages we
resort to complexity leveraging, which is the cause of reliance on super-polynomial assumptions in our
two-message protocol. In the three-message setting, we rely instead on extractable commitments based
on polynomial hardness assumptions.
Weak zero-knowledge. To argue weak zero-knowledge, we follow a similar approach to that taken in
previous works that constructed weak zero-knowledge [BP12, JKKR17]. The simulation strategy will
have two modes: a secret mode and a public mode, with two corresponding distributions on proofs, Πs

and Πp. The secret distribution Πs is always indistinguishable from the real distribution Π generated by
the honest prover, but sampling from this distribution requires a secret s. The public distribution Πp can
be publicly sampled without knowing s. While Πp is not indistinguishable from Π, to tell them apart,
the distinguisher must “know” the secret s. That is, given any distinguisher D that ε-distinguishes Πp

from Π, it is possible to extract the secret s in time polynomial in |D|/ε.
This gives rise to a simple simulation strategy that treats separately two types of distinguishers: those

that know the secret s, and those that do not. Specifically, given the code of the distinguisher D and the
required simulation accuracy ε, first try to extract the secret s from D, and if successful, sample from Πs

to simulate the proof. Otherwise, deduce that D cannot ε-distinguish Πp from Π, and sample the proof
from Πp. As before, the main challenge in realizing this strategy is to extract the secret s from D. Our
solution again relies on the homomorphic trapdoor paradigm.
Going back to our protocol, let us define the corresponding secret and public distributions Πs,Πp:

• The secret distribution Πs is associated with the homomorphic trapdoor τh, and can be sampled
using any witness ρh for τh. Like the real proof distribution Π, it consists of an encryption of
one ctP = RSR.Encpk(1). However, differently from the real proof distribution, the witness-
indistinguishable argument is computed using the homomorphic trapdoor witness ρh.

• The public distributionΠp consists of an encryption of zero ctP = RSR.Encpk(0), and the witness-
indistinguishable argument is computed using the randomness of the encryption ctP as a witness.

We argue that Πs and Πp have the required properties. The fact that Πs is indistinguishable from the
real proof distribution Π follows from witness indistinguishability. We now show that any distinguisher
D between Πp and Π can be used to extract a witness ρh (namely, an encryption of a witness ρ′ for τ ′),
which in turn, can be used for sampling from Πs. We do this in two steps:

1. We show that given a distinguisher D between Πp and Π, as well as the trapdoor ρ, we can obtain
a distinguisher D′ that can tell apart encryptions of one from encryptions of zero (with about the
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same advantage). By random self-reducibility, such a distinguisher D′ can be used to decrypt
arbitrary ciphertexts under the random self-reducible scheme. In particular, such D′ can be used
to decrypt the encryption ct′ of the trapdoor ρ′ (given in the first verifier message).
The distinguisher D′ is defined in the natural way: given a bit encryption, it samples on its
own a witness-indistinguishable argument, using ρ as the witness, and then applies D. By
witness indistinguishability, the induced distribution Π0, corresponding to encryptions of zero, is
indistinguishable from the real proof distribution Π. Similarly, the distribution Π1, corresponding
to encryptions of one, is indistinguishable from the public distribution Πp. Accordingly, D′ has
roughly the same advantage as D.

2. In the second step, we extract the required trapdoor ρh allowing us to sample fromΠs. Analogously
to the witness-hiding reduction we have already seen, this is done by homomorphically applying
the first step — under the encryption ct sent by the verifier, we use ρ to obtain the distinguisher D′
and decrypt ct′. This results in the required trapdoor ρh, a fully-homomorphic encryption of the
trapdoor ρ′.

How to prove homomorphic trapdoor statements. To conclude our sketch of the weak zero-knowledge
analysis, we explain how to prove the homomorphic trapdoor statement τh. As already mentioned, the
difficulty in proving that there exists an encryption ρh of a valid witness for τ ′ is that the simulator does
not have the corresponding secret key. Next, we discuss two possible solutions.

The first approach (which we follow in the body of the paper) is based on obfuscation for compute and
compare programs. A compute and compare program CC[f, u] is given by a function f (represented
as a circuit) and a target output string u in its range; it accepts every input x such that f(x) = u, and
rejects all other inputs. A corresponding obfuscator compiles any such program into a program C̃Cwith
the same functionality. In terms of security, provided that the target u has high entropy , the obfuscated
program is computationally indistinguishable from a simulated program that rejects all inputs. Such
obfuscators are defined and constructed under LWE in [GKW17, WZ17].3

Using compute-and-compare obfuscation, we modify our protocol as follows. We no longer sample
a trapdoor statement τ ′, but instead, set ρ′ to be a random string. The homomorphic trapdoor statement
τh is still defined so that a witness ρh is a fully-homomorphic encryption of ρ′. Specifically, τh is given
by an obfuscation C̃C of the program CC[FHE.Decsk, ρ

′] that accepts fully-homomorphic ciphertexts
that decrypt to ρ′. Accordingly, a ciphertext ρh is a valid witness for τh if an only if C̃C(ρh) = 1.
The obfuscation C̃C will now be specified as part of the verifier’s first message, which also includes
as before the trapdoor statement τ , a fully-homomorphic encryption of the trapdoor witness ρ, and a
random self-reducible encryption of the random string ρ′.

The simulator can obtain a fully-homomorphic encryption of ρ′ and use it as a trapdoor witness
ρh. Furthermore, as required for soundness, τh is indistinguishable from a false statement, since C̃C is
indistinguishable from a program that rejects all inputs.
Another approach, without compute-and-compare obfuscation. We now describe an alternative
approach for proving the trapdoor statement, which does not rely on compute-and-compare obfuscation,
but requires the homomorphic encryption to satisfy additional properties.

Here, given the fully-homomorphic encryption ρh of ρ′, the simulator homomorphically evaluates the
NP witness verification procedure for the statement τ ′ and sends the encrypted output bit. It then proves
that this bit encryption was indeed obtained by homomorphically evaluating the verification procedure
for τ ′ using the encryption ρh as a witness. The verifier checks the proof and in addition decrypts the
output bit and checks that it is accepting.

3The known construction have a one-sided negligible correctness error. This error will not obstruct our protocol and is
ignored in this introduction.
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There are some subtleties to take care of: a) to preservewitness indistinguishability, the homomorphic
evaluation must be function hiding and b) to preserve soundness, the prover must convince the verifier
that the homomorphic computation was performed over a valid ciphertext ρh. To this end, we require a
validation operationmapping arbitrary (possibly invalid) ciphertexts into valid ones, while preserving the
plaintext underlying valid ciphertexts. Both properties can be achieved in existing fully-homomorphic
encryption constructions (without additional assumptions) [Gen09a, OPP14, HW15]. (Also, a similar
malleability problem as described before also occurs here and is dealt with using a proof of knowledge.)

Another issue is that the simulator cannot tell whether the encryption ρh it obtained is indeed an
encryption of a valid trapdoor witness ρ′ or not (in which case, it should deduce that D cannot tell Π
from Πp and use Πp to simulate). To deal with this, we again use the distinguisher D′ to decrypt ct′,
except that we do so in the clear. Since now we do not have the trapdoor witness ρ, we use ρh instead.
By witness indistinguishability, if we fail to decrypt ct′ and obtain the witness ρ′ in the clear, we can
deduce that D cannot tell Π from Πp.

1.2.1 From Explainable to Malicious

Observe that in the protocols described above, it was crucial that the verifier behaves in an explainable
fashion. In particular, the simulation strongly relies on the fact that the verifier’s fully-homomorphic
encryption ct is indeed an encryption of trapdoor witness ρ for the statement τ . To deal with malicious
adversaries, we design compilers that take protocols secure against explainable verifiers and turn them
into protocols secure against malicious verifiers. We provide three different compilers for different
settings. We now explain the main ideas behind each of these compilers.
A two-message compiler based on super-polynomial assumptions. Our first compiler is based on two-
message conditional disclosure of secrets schemes for NP, which is known under standard assumptions
[AIR01, BP12, AJ17]. In such a scheme, the verifier first sends an instance x′ for some NP language L′
together with an encrypted witness. The prover responds with an encryption of a message, which the
honest verifier can then decrypt. In contrast, if a cheating verifier sends x′ /∈ L′, the prover’s message is
completely hidden.

The compiler works as follows. The parties emulate the original two-message protocol for explainable
verifiers. The verifier also sends the first message of a conditional disclosure protocol for the statement
x′ asserting that its message is explainable (namely, it is in the support of the honest verifier’s messages).
The prover then responds with an encryption, relative to x′, of its second message in the underlying
protocol. The verifier decrypts and verifies the underlying protocol.

Intuitively, if the verifier does not behave in an explainable manner, the statement x′ is false, the
prover’s message is hidden, and the verifier learns nothing. If the verifier is explainable, then the weak
zero-knowledge guarantee of the underlying protocol kicks in. To argue soundness, we would like to
give a reduction that can efficiently extract the prover’s encrypted message, without using the verifier’s
randomness. To this end, the prover provides a proof-of-knowledge of its message. To enable such a
proof of knowledge in only two messages, we again rely on complexity leveraging.
A three-message compiler based on polynomial assumptions. A natural approach toward a three-
message compiler based on polynomial assumptions is to augment the previous compiler with a three-
message proof of knowledge (rather than a two-message one based on complexity leveraging). However,
we do not know how to prove that this approach works. In a nutshell, the issue is that the explainability
of the verifier’s message may now depend on the first prover message, and cannot be efficiently tested.
Instead, we take a different approach inspired by [BP15b].

To understand the basic idea behind the compiler, imagine first that the language L is in NP∩ coNP.
The compiler works as follows. Given the statement x, the verifier provides, together with its message,
a witness-indistinguishable argument that either x /∈ L or that its message is explainable; namely, there
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exists randomness for the honest verifier strategy that is consistent with the messages. Note that x /∈ L
is indeed an NP statement since L ∈ coNP.

We first argue that the compiler preserves the privacy guarantee of the original protocol. By the
soundness of the witness-indistinguishable argument, for every x ∈ L, if the verifier sends a message
that is not explainable, the prover immediately aborts. Thus, the view of a malicious verifier can be
simulated from that of an explainable verifier. As for soundness, if x /∈ L, then, since L ∈ coNP,
there exists a witness for this fact. Given this witness as a non-uniform advice, the reduction can turn
any cheating prover against the compiled scheme into a cheating prover against the original scheme.
By witness indistinguishability, the reduction can use the witness for x /∈ L to compute the witness-
indistinguishable arguments without compromising the verifier’s randomness.

To extend the above to all ofNP, we use the first prover message to map the statement x into a related
coNP statement. For this, we rely on perfectly binding dense commitments where every string is a valid
commitment to some value. The prover, in the first message, commits to the witness w using the dense
commitment. The verifier proceeds to prove that the prover’s commitment can be opened to a string
which is not a valid witness for x (or that its messages can be explained).

To argue soundness when x /∈ L, note that the dense commitment can necessarily be opened to
some string, which is not a witness. The reduction then proceeds as in the previous protocol. Weak
zero-knowledge follows by a simple extension of the previous argument. If the commitment in the first
message indeed contains a valid witness, then by the binding of the commitment and the soundness of
the verifier’s proofs, the verifier fails to prove that the commitment is to a non-witness. Thus, the view
of a malicious verifier can be simulated given the view of an explainable verifier and a commitment
to a witness. Furthermore, by the hiding of the commitment, such simulation is possible even given a
commitment to garbage, which the simulator can generate alone.

We note that this compiler actually preserves all natural security notions (like, zero-knowledge, weak
zero-knowledge, or witness hiding).
Two-message witness-hiding compilers. We provide another two-message compiler for witness hiding
protocol that is based on polynomial assumptions and is also publicly verifiable. The compiler works
for any language L ∈ NP provided a witness encryption scheme for L. moved this here: In a witness
encryption scheme forL, it is possible to encryptmessages using statementsx as a public-key. Decryption
can be done by anyone in possession of a corresponding witnessw. In contrast, for x /∈ L, the encryption
completely hides the message.

The compiler is as follows. Given the statement x, the verifier sends, together with its message, an
encryption of its randomness under witness encryption, using the instance x as the public-key. The honest
prover, holding a witness, can decrypt and abort in case of malicious behavior. The compiler guarantees
that if the verifier is not explainable, the prover aborts. Therefore, intuitively, such a verifier does not
obtain any information. However, this intuition is misleading — a malicious verifier may generate
messages without knowing whether they are explainable, and use the prover’s abort decision to learn
this bit of information.4 Nonetheless, the compiler does preserve witness hiding — the witness-finding
reduction can simply guess if the verifier’s message is explainable and simulate the prover’s message
accordingly. This only decreases its success probability by a factor of two.

1.3 More on Related Work

We next address related work in more detail.
Weak zero-knowledge and witness hiding. The notion of weak zero-knowledge is introduced in
[DNRS03] who study the connection between 3-message public-coin weak zero-knowledge and so-
called magic functions. (They also consider several variants of the definition.) The notion of witness

4In fact, for some instantiations of the witness encryption, this protocol reveals an arbitrary bit of the witness [BP15b].
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hiding is introduced in [FS90] who prove that any witness-indistinguishable protocol is witness hiding
for distributions on statements with at least two “independent” witnesses. In [BP12], three-message weak
zero-knowledge and witness-hiding protocols are constructed based on non-standard assumptions, which
by now are considered implausible [BM14, BST16]. Specifically, these constructions are based on the
notion of recognizable auxiliary-input point obfuscation that was shown in [BST16] to be impossible
assuming virtual-grey-box obfuscation exists.
Upgrading weak zero-knowledge. The work of [CLP15] considers two relaxed notions of zero knowl-
edge and proves that they are equivalent to their weak variants (where the simulator can depend on
the distinguisher). The first notion they consider is distributional zero-knowledge where instances are
sampled from some known distribution (and the simulator can depend on this distribution). The second
notion is zero knowledge against uniform distinguishers (these distinguishers can still get an auxiliary
input, but the same input is given to the simulator). In both settings, the equivalence is shown for
(t, ε)-zero-knowledge, where the distinguisher’s running time and distinguishing gap are bounded by t
and ε, respectively, and the simulator’s running time can depend on t and 1/ε.

Combining our weak-zero-knowledge protocols with the equivalence theorems of [CLP15] yields
distributional (t, ε)-zero-knowledge and (t, ε)-zero-knowledge against uniform distinguishes. Note that
the two-message lower bound of [GO94] does not apply for these notions.
Distributional security against non-adaptive verifiers. The work of [JKKR17] constructs distribu-
tional weak-zero-knowledge and witness-hiding protocols for a restricted class of non-adaptive verifiers
who choose their messages obliviously of the proven statement. They give protocols in three messages
under standard assumptions, and in two messages under standard, but super-polynomial, assumptions.
Their simulators and (witness-finding) reductions access the verifier as a black box.
Bounded description adversaries. Another type of relaxation considered in the literature is restrict-
ing the (adversarial) verifier or prover to a-priori bounded description (and arbitrary polynomial run-
ning time). Here (full-fledged) zero-knowledge can be constructed in two messages against bounded-
description verifiers under standard, but super-polynomial, assumptions [BCPR14], and in threemessages
against bounded-description provers assuming also keyless hash functions that are collision-resistant
against bounded-description adversaries [BBK+16].
Super-polynomial simulation. Zero knowledge with simulators that run in super-polynomial time can
be constructed in two messages from standard, but super-polynomial, assumptions [Pas03, BGI+17].
One-message zero-knowledge with super-polynomial simulation can be constructed against uniform
provers, assuming uniform collision-resistant keyless hash functions [BP04a], or against non-uniform
verifiers, but with weak soundness, assuming multi-collision-resistant keyless hash functions [BL18].
Such zero-knowledge implies a weak notion of witness hiding for distributions on instances where it is
hard to find a witness, even for algorithms that run in the same super-polynomial time as the simulator.
Zero-knowledge proofs. So far, we have focused on the notion of arguments (which are only computa-
tionally sound). The round complexity of zero-knowledge proofs (which are statistically sound) has also
been studied extensively. Four-message proofs are impossible to achieve via black-box simulation, except
for languages in NP ∩ coMA [Kat12]. Four message proofs with non-black-box simulation are only
known assuming multi-collision-resistance keyless hash functions [BKP18]. Recent evidence [FGJ18]
suggests that, differently from zero-knowledge arguments, zero-knowledge proofs may be impossible to
achieve in three messages (even with non-black-box simulation).
Honest-verifier zero knowledge. For languages in the class SZK, there exist two-message proofs with an
inefficient prover (known as Arthur-Merlin proofs) that are zero knowledge only against honest verifiers
[AH91, SV97]. Under computational assumptions, honest-verifier two-message zero-knowledge proofs
for all of NP can be obtained by instantiating the Feige-Lapidot-Shamir paradigm with two-message
witness-indistinguishable proofs [DN07].
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2 Preliminaries

We rely on the standard notions of Turing machines and Boolean circuits.

• We say that a Turing machine is PPT if it is probabilistic and runs in polynomial time.

• For a PPT algorithmM , we denote byM(x; r) the output ofM on input x and random coins r.
For such an algorithm, and any input x, we may write m ∈ M(x) to denote the fact that m is in
the support ofM(x; ·).

• A polynomial-size circuit family C is a sequence of circuits C = {Cλ}λ∈N, such that each circuit
Cλ is of polynomial size λO(1) and has λO(1) input and output bits. We also consider probabilistic
circuits that may toss random coins.

• We follow the standard habit of modeling any efficient adversary as a family of polynomial-size
circuits. For an adversary A corresponding to a family of polynomial-size circuits {Aλ}λ∈N, we
sometimes omit the subscript λ, when it is clear from the context.

• We also consider quasipolynomial-size adversaries, which are defined analogously to polynomial-
size adversaries, but are of size 2(log λ)O(1) instead of λO(1). By default we define the security of
primitives against polynomial-size adversaries. Security against quasipolynomial-size adversaries
is always defined analogously.

• A function f : N→ R is negligible if f(λ) = λ−ω(1) and is noticeable if f(λ) = λ−O(1).

• For random variables X and Y , distinguisher D, and 0 < µ < 1, we write X ≈D,µ Y if

|Pr[D(X) = 1]− Pr[D(Y ) = 1]| ≤ µ.

2.1 Arguments

In what follows, we denote by 〈P,V〉 a protocol between two parties P and V. For input w for P, and
common input x, we denote by OUTV〈P(w),V〉(x) the output of V in the protocol. For honest verifiers,
this output will be a single bit indicating acceptance (or rejection), malicious verifiers may have arbitrary
output. Throughout, we assume that honest parties in all protocols are uniform PPT algorithms.

Definition 2.1 (Argument). A protocol 〈P,V〉 for an NP relationRL(x,w) is an argument if it satisfies:

1. Completeness: For any λ ∈ N, x ∈ L ∩ {0, 1}λ, w ∈ RL(x):

Pr [OUTV〈P(w),V〉(x) = 1] = 1 .

2. Computational soundness: For any polynomial-size proverP∗ = {P∗λ}λ, there exists a negligible
µ such that for any security parameter λ ∈ N, and any x ∈ {0, 1}λ \ L,

Pr [OUTV〈P∗λ,V〉(x) = 1] ≤ µ(λ) .

The argument is soundagainst quasipolynomial provers, if the above holds also for quasipolynomial-
size P∗.

Remark 2.1 (Public verification). We say that the protocol is publicly verifiable if the verifier’s decision
bit can be computed from the protocol’s messages (without verifier private state).
Remark 2.2 (Proofs). We say that the protocol is a proof if the soundness condition also holds against
unbounded provers P∗.
Remark 2.3 (Randomized provers). We assume that (adversarial) provers are deterministic. As usual,
this is w.l.o.g (by fixing their coins to the ones that maximize their success probability).
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2.1.1 Weak Zero-Knowledge

Definition 2.2 (WZK). A protocol 〈P,V〉 is WZK if there exists a PPT simulator S, such that for any
polynomial-size verifier V∗ = {V∗λ}λ, distinguisher D = {Dλ}λ, and noticeable ε(λ), there exists a
negligible µ(λ), such that for any λ ∈ N, x ∈ L ∩ {0, 1}λ, and w ∈ RL(x),

OUTV∗λ
〈P(w),V∗λ〉(x) ≈Dλ,ε+µ S(x,V∗λ,Dλ, 1

1/ε) .

Remark 2.4 (w.l.o.g). When convenient we assume w.l.o.g that V∗ is deterministic. This is as in the case
of (standard) zero knowledge with a universal simulator [GO94]. We do not assume that the distinguisher
is deterministic. This is in contrast to standard zero-knowledge where we often fix the best random coins
for the distinguisher. In weak zero-knowledge this is not possible, as the simulated distribution can
depend on the distinguisher.

Also, when convenient we assume w.l.o.g that verifiers always output their entire view consisting of
the prover message and, if they are probabilistic, their randomness.

2.1.2 Witness Hiding

Definition 2.3 (WH). A protocol 〈P,V〉 is WH if there exists a PPT reduction R, such that for any
polynomial-size verifier V∗ = {V∗λ}λ and noticeable ε(λ), there exists a negligible µ(λ), such that for
any λ ∈ N and x ∈ L ∩ {0, 1}λ,

Pr
[
OUTV∗λ

〈P(w),V∗λ〉(x) ∈ RL(x)
]
≤ Pr

[
R(x,V∗λ, 1

1/ε) ∈ RL(x)
]

+ ε(λ) + µ(λ) .

Remark 2.5 (Randomized verifiers). As in Remark 2.4, and for the same reasons, the above definition
considers w.l.o.g only deterministic verifiers V∗.

It is well-known that WZK implies WH (by considering the specific distinguishers that checks if the
verifier’s output is a valid witness).

Lemma 2.1. Any WZK protocol is WH.

2.1.3 Explainable Verifiers

Roughly speaking, explainable verifiers are verifiers whose messages are (almost) always in the support
of the honest verifier’s messages, regardless of how the prover’s messages are generated. We also allow
such verifiers to abort at any stage.

Definition 2.4 (Explainable transcript). Let 〈P,V〉 be a protocol, P∗ be an arbitrary prover, and V∗ an
arbitrary verifier. We say that a transcript T of an execution 〈P∗,V∗〉(x) is explainable if there exists
honest verifier coins r such that T is consistent with the transcript of an execution 〈P∗,Vr〉 until the
point in T that V∗ aborts. (Here Vr is the honest verifier using coins r).

Definition 2.5 (Explainable verifier). Let 〈P,V〉 be a protocol. A (possibly probabilistic) verifier
V∗ = {V∗λ}λ is explainable if there exists a negligible µ(λ) such that for any prover P∗, λ ∈ N, and
x ∈ {0, 1}λ,

Pr
V∗λ

[T is explainable | T ← 〈P∗,V∗λ〉(x)] ≥ 1− µ(λ) .

In the two-message setting, We will also consider a simpler notion of always explainable verifiers,
which are deterministic verifiers that always output a message in the support of the honest verifier.

Definition 2.6 (Always-explainable verifier). A deterministic verifier V∗ = {V∗λ}λ is always explainable
if for any prover P∗, λ ∈ N, x ∈ {0, 1}λ, and T = 〈P∗,V∗λ〉(x), T is explainable and is not ⊥.
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Explainable WZK and WH. WZK and WH against explainable verifiers are defined exactly as WZK
and WH only that the (respective) definition only holds against explainable verifiers rather than all
verifiers. We also note that Lemma 2.1 saying that WZK implies WH also holds for explainable verifiers.
Remark 2.6 (w.l.o.g). We note that in the two-message setting, we can assume w.l.o.g that explainable
verifiers are always explainable. This is because aborts can be easily simulated and malicious verifier
messages (that are not abort) occur with negligible probability.

2.1.4 Witness Indistinguishability

We consider two-message witness-indistinguishable (WI) arguments with delayed input. In some of
our protocols, we will also require a weak argument of knowledge property that says that there exists a
quasipolynomial-time witness extractor.

Definition 2.7 (Two-message argument with delayed input). A two-message protocol 〈P,V〉 is a delayed
input argument if V consists of two PPT algorithms (V1,V2) that satisfy:

1. Completeness: For any λ ∈ N, x ∈ L ∩ {0, 1}λ, w ∈ RL(x):

Pr

[
V2(x,wi2; τ) = 1

∣∣∣∣ (wi1, τ)← V1(1λ)
wi2 ← P(x,w,wi1)

]
= 1 .

2. Computational soundness: For any polynomial-size proverP∗ = {P∗λ}λ, there exists a negligible
µ such that for any security parameter λ ∈ N,

Pr

[
V2(x,wi2; τ) = 1
x ∈ {0, 1}λ \ L

∣∣∣∣ (wi1, τ)← V1(1λ)
(x,wi2)← P∗(wi1)

]
≤ µ(λ) .

3. Witness indistinguishability: For any polynomial-size verifier V∗ = {V∗λ}λ, there exists a
negligible µ such that for any security parameter λ ∈ N,

Pr

 V∗λ(wi2) = b
x ∈ L ∩ {0, 1}λ
w0, w1 ∈ RL(x)

∣∣∣∣∣∣
(wi1, x, w0, w1)← V∗λ
b← {0, 1}
wi2 ← P(x,wb,wi1)

 ≤ 1

2
+ µ(λ) .

The argument has a quasipolynomial witness extractor if there exists a quasipolynomial time
extractor E such that for any polynomial-size prover P∗ = {P∗λ}λ, there exists a negligible µ such
that for any security parameter λ ∈ N,

Pr

 V2(x,wi2; τ) = 1
w /∈ RL(x)

∣∣∣∣∣∣
(wi1, τ)← V1(1λ)
(x,wi2)← P∗(wi1)
w ← E(x,wi1,wi2)

 ≤ µ(λ) .

Instantiations. Two-message WI arguments with delayed input that are also publicly verifiable (and in
fact also proofs) can be based either on trapdoor permutations [DN07], standard assumptions on bilinear
groups [GOS12], or indistinguishability obfuscation [BP15b]. Such privately-verifiable arguments can
be constructed from any 2-message oblivious transfer against malicious receivers and super-polynomial
semi-honest senders [BGI+17, JKKR17]. In particular, they can be constructed from (super-polynomial)
LWE [BD18].

A two-message WI argument with delayed input and a quasipolynomial witness extractor can be
constructed from any (plain) two-message WI argument and subexponentially-secure two-message
commitments [Pas03], which in turn can be constructed from subexponentially-secure one-way functions
[Nao91, HILL99].
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2.2 Commitments

Non-interactive bit commitments. We define bit commitments.
Definition 2.8 (Bit commitment). A polynomial-time computable function

Com : {0, 1} × {0, 1}λ → {0, 1}`(λ)

is a bit commitment if it satisfies:
1. Binding: For any r, r′ ∈ {0, 1}λ, b, b′ ∈ {0, 1}, if Com(b; r) = Com(b′; r′) then b = b′.

2. Computational hiding: For any polynomial-size distinguisher D = {Dλ}λ∈N, there exists a
negligible µ such that for any security parameter λ ∈ N,

Com(0) ≈Dλ,µ Com(1) ,

where Com(b) is the distribution of commitments to b with randomness r ← {0, 1}λ.
The commitment is dense if for any string s ∈ {0, 1}`(λ) there exist (b, r) such that s = Com(b; r).

Instantiations. (Non-interactive) bit commitments are known based on various standard assumptions,
including LWE [GHKW17].
Extractable commitments. We define 3-message extractable commitment schemes.
Definition 2.9. A 3-message extractable commitment scheme (EC.S, EC.R, EC.V) satisfies

1. Indistinguishability: For any polynomial-size receiver R∗ = {R∗λ}λ∈N, there exists a negligible
µ such that for any security parameter λ ∈ N, and any two equal-length s0, s1,

Pr

 R∗λ(c1, c2, c3) = b

∣∣∣∣∣∣∣∣
b← {0, 1}

(c1, τ)← EC.S(sb)
c2 ← R∗(c1)

c3 ← EC.S(c1, c2; τ)

 ≤ 1

2
+ µ(λ) .

2. Extraction: There exists a PPT extractor E, such that for any deterministic sender S∗ = {S∗λ}λ
and any security parameter λ ∈ N,

if Pr

 EC.V(c1, c2, c3) = 1

∣∣∣∣∣∣
c1 ← S∗

c2 ← EC.R(c1, 1
λ)

c3 ← S∗(c1, c2)

 ≥ ε ,

then Pr


EC.V(c1, c2, c3) = 1
∃s : (c1, c2, c3) ∈ EC.S(s)

s′ ← ES∗(1λ, 11/ε)
s′ 6= s

∣∣∣∣∣∣∣∣
c1 ← S∗

c2 ← EC.R(c1, 1
λ)

c3 ← S∗(c1, c2)

 ≤ 2−λ ,

where (c1, c2, c3) ∈ EC.S(s) denotes the fact that the transcript (c1, c2, c3) is consistent with an
honest commitment to a string s.

The scheme is 2-message with a quasipolynomial extractor if c1 is always empty, and E runs in
quasipolynomial time.
Remark 2.7 (2-Message extractable commitments). In the two message case, the extraction guarantee
can be simplified to require that whenever (c2, c3) ∈ EC.S(s), the extractor outputs s. This, in particular,
implies the above definition, which will be sufficient for us.

Instantiation. 3-Message extractable commitments can be constructed from non-interactive commit-
ments [PRS02]. 2-Message extractable commitmentswith a quasipolynomial extractor can be constructed
from subexponential one-way functions [Nao91, HILL99, CGGM00].
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2.3 Fully-Homomorphic Encryption

We recall the definition of fully-homomorphic encryption (FHE).

Definition 2.10. A fully-homomorphic encryption scheme (FHE.Enc, FHE.Dec, FHE.Eval) satisfies

1. Correctness: for any λ ∈ N, sk ∈ {0, 1}λ, messagem ∈ {0, 1}∗, and circuit C,

FHE.Decsk(FHE.Eval(C,FHE.Encsk(m))) = C(m) .

2. Indistinguishability: For any polynomial-size distinguisher D = {Dλ}λ∈N, there exists a negli-
gible µ such that for any security parameter λ ∈ N, and any two equal-length messagesm0,m1,

FHE.Encsk(m0) ≈Dλ,µ FHE.Encsk(m1) ,

where FHE.Encsk(mb) is the distribution of encryptions of mb with random secret key sk ←
{0, 1}λ.

Instantiations. Starting from the work of Gentry [Gen09a], there have been several constructions of
FHE schemes, including ones based on LWE and a corresponding circular security assumptions, starting
from [BV14].5

2.4 Compute and Compare Obfuscation

We start by defining the class of compute and compare programs.

Definition 2.11 (Compute and compare). Let f : {0, 1}n → {0, 1}λ be a circuit, and let u ∈ {0, 1}λ be
a string. Then CC[f, u](x) is a circuit that returns 1 if f(x) = y, and 0 otherwise.

We now define compute and compare (CC) obfuscators. In what follows O is a PPT algorithm that
takes as input a CC circuit CC[f, u] and outputs a new circuit C̃C. (We assume that the CC circuit
CC[f, u] is given in some canonical description from which f and u can be read.)

Definition 2.12 (CC obfuscator). A PPT O is a compute and compare obfuscator if it satisfies:

1. One-sided correctness: for any circuit f : {0, 1}n → {0, 1}λ and u ∈ {0, 1}λ, and any
x ∈ {0, 1}n such that f(x) = u,

Pr
[
C̃C(x) = 1

∣∣∣ C̃C← O(CC[f, u])
]

= 1 .

2. Simulation: there exists a PPT simulator Sim such that

• For any polynomially-bounded function `(λ) and any polynomial-size distinguisher D =
{Dλ}λ∈N, there exists a negligible µ such that for any λ ∈ N and `(λ)-size circuit f :
{0, 1}n → {0, 1}λ,

O(CC[f, u]) ≈Dλ,µ Sim(1λ, 1`) ,

where u← {0, 1}λ is chosen uniformly at random.
• Simulated circuits are rejecting:

Pr
[
∃x : C̃C(x) = 1

∣∣∣ C̃C← Sim(1λ, 1`)
]
≤ 2−λ .

5While leveled FHE is known based on LWE alone (without circuit security), it will not be sufficient for this work.
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Instantiations. Compute and compare obfuscators are constructed in [GKW17, WZ17] based on LWE.
The correctness considered there is two-sided— they prove perfect correctness for inputs x such that

f(x) = u and almost perfect correctness for inputs x such that f(x) 6= u. We will only rely on the first
of the two (and perfect correctness will play a role).

In addition, they do not state explicitly the fact that simulated circuits are rejecting. However, this
is satisfied by their construction, and follows readily from their simulator definition (see e.g., [WZ17,
Claim 4.11]) and correctness analysis (see e.g., [WZ17, Claim 4.11]).

2.5 Random Self-Reducible Public-Key Encryption

Intuitively speaking, a random self reducible (RSR) encryption scheme admits the classic notion of
random self-reduction [BM84] — it is possible to rerandomize an arbitrary ciphertext into a random
ciphertexts of the same message under the same public key. More generally, given access to an average-
case distinguisher, it is possible to decrypt in the worst case.
Syntax. An RSR encryption scheme RSR consists of PPT algorithms (RSR.Gen, RSR.Enc, RSR.Dec,

RSR.D̃ec). The first three algorithms have the standard syntax of a public-key (bit) encryption scheme.
The fourth algorithm RSR.D̃ec

D
(ct, pk, 11/ε) is an oracle-aided alternative decryption algorithm,

which given as input a ciphertext ct, public key pk and (distinguishing) parameter 11/ε, and a oracle
access to a distinguisher D, outputs a plaintext bit b.

Definition 2.13. A public-key encryption scheme (RSR.Gen, RSR.Enc, RSR.Dec, RSR.D̃ec) is random
self-reducible if it satisfies

1. Correctness: for any b ∈ {0, 1}, λ ∈ N,

Pr

[
RSR.Decsk(ct) = b

∣∣∣∣ (sk, pk)← RSR.Gen(1λ)
ct← RSR.Encpk(b)

]
= 1

2. Indistinguishability: For any polynomial-size distinguisher D = {Dλ}λ∈N, there exists a negli-
gible µ such that for any security parameter λ ∈ N,

pk,RSR.Encpk(0) ≈Dλ,µ pk,RSR.Encpk(1) ,

where RSR.Encpk(b) is the distribution of encryptions of b with random public key pk ←
RSR.Gen(1λ).

3. Random self-reduction: for any public key pk ∈ RSR.Gen(1λ) it holds that for any (possibly
probabilistic) distinguisher D and ε,

• if
|ED(RSR.Encpk(0))− ED(RSR.Encpk(1))| ≥ ε ,

• then for any b ∈ {0, 1} and ct ∈ RSR.Encpk(b),

Pr
[
RSR.D̃ec

D
(ct, pk, 11/ε) = b

]
= 1− 2−λ ,

where the probability is over the coins of RSR.D̃ec and D.

Remark 2.8 (Self reducibility against unbounded distinguishers). In the above definitions of random
self-reduction, the distinguisher D is allowed to be unbounded. This is not essential in our constructions,
but does make our proof cleaner, and is satisfied by all considered instantiations.
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RelaxedRSR.Wemay consider a relaxed version ofRSRencryption, where ciphertexts ct ∈ RSR.Encpk(b)

can be reduced to ciphertexts relative to a different encryption algorithm RSR.Ẽnc. Such a relaxation is
simpler to construct for instance under LWE.

Formally, there exists an additional PPT algorithm RSR.Ẽnc, that satisfies:

1. Correctness: similarly to RSR.Enc.

2. Relaxed random self-reduction: for any public key pk ∈ RSR.Gen(1λ) it holds that for any
(possibly probabilistic) distinguisher D and ε,

• if ∣∣∣ED(RSR.Ẽncpk(0))− ED(RSR.Ẽncpk(1))
∣∣∣ ≥ ε ,

• then for any b ∈ {0, 1} and ct ∈ RSR.Encpk(b),

Pr
[
RSR.D̃ec

D
(ct, pk, 11/ε) = b

]
= 1− 2−λ ,

where the probability is over the coins of RSR.D̃ec.

We do not explicitly define (nor use) semantic security for the alternative encryption algorithm (although
it actually follows from the semantic security of the original encryption together with relaxed RSR).
Instantiations. There are various public-key encryption schemes [GM84, Gam85, Pai99] based on
standard algebraic assumptions, that are known to be perfectly rerandomizable and are hence random
self reducible. Assuming quasipolynomial hardness of the underlying problems they are also quasipoly-
nomially secure.

Statistically rerandomizable schemes are also known based on LWE [Reg09]. However, in such
schemes rerandomization is guaranteed for a random public key, whereas as we require that it holds for
an arbitrary public key in the support of the generation algorithm. LWE does give relaxed RSR schemes
using the standard noise flooding technique [Gen09a] (see Appendix A).

2.6 Witness Encryption

We recall the definition of witness encryption (WE).

Definition 2.14. A witness encryption scheme (WE.Enc,WE.Dec) for an NP language L satisfies

1. Correctness: for any (x,w) ∈ RL, and messagem ∈ {0, 1}∗,

WE.Decw(WE.Encx(m))) = m .

2. Indistinguishability: For any polynomial-size distinguisher D = {Dλ}λ∈N, there exists a negli-
gible µ such that for any security parameter λ ∈ N, any x ∈ {0, 1}λ \ L, and two equal-length
messagesm0,m1,

WE.Encx(m0) ≈Dλ,µ WE.Encx(m1) ,

where WE.Encx(mb) is the distribution of encryptions ofmb under x.

Instantiations. Starting from the work of Garg, Gentry, Sahai, and Waters [GGSW13], there have been
several constructions of WE schemes for any language in NP. State of the art schemes for NP (which
haven’t been broken) include constructions based on indistinguishability obfuscation [GGH+16] or the
GGH15 multi-linear maps [CVW18]. Witness encryption is also known for any language that has a hash
proof system [CS02].
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2.7 Conditional Disclosure of Secrets

Conditional disclosure of secrets for an NP language L [AIR01, BP12, AJ17] can be viewed as a two-
message analog of witness encryption. That is, the sender holds an instance x and message m and the
receiver holds x and a corresponding witness w. If the witness is valid, then the receiver obtains m,
whereas if x /∈ L m remains hidden. We further require that the protocol hides the witness w from the
sender.

Definition 2.15. A conditional disclosure of secrets scheme (CDS.R,CDS.S,CDS.D) for a language
L ∈ NP satisfies:

1. Correctness: for any (x,w) ∈ RL, and messagem ∈ {0, 1}∗,

Pr

[
CDS.Dk(ctS) = m

∣∣∣∣ (ctR, k)← CDS.R(x,w)
ctS ← CDS.S(x,m, ctR)

]
= 1 .

2. Message indistinguishability: For any polynomial-size distinguisher D = {Dλ}λ∈N, there exists
a negligible µ such that for any security parameter λ ∈ N, any x ∈ {0, 1}λ \ L, ct∗R, and two
equal-length messagesm0,m1,

CDS.S(x,m0, ct
∗
R) ≈Dλ,µ CDS.S(x,m1, ct

∗
R) .

3. Receiver simulation: There exists a simulator CDS.Sim, such that for any polynomial-size
distinguisher D = {Dλ}λ∈N, there exists a negligible µ such that for any security parameter
λ ∈ N, any x ∈ L, and w ∈ RL(x),

ctR ≈Dλ,µ CDS.Sim(x) ,

where ctR ← CDS.R(x,w).

Instantiations. CDS schemes can be instantiated assuming any two-message oblivious transfer protocol
where the receiver message is computationally hidden from any semi-honest sender, and with (un-
bounded) simulation security against malicious receivers. Such oblivious transfer schemes are known
based on DDH [NP01], Quadratic (or N th) Residuosity [HK12], and LWE [BD18].

3 Weak Zero-Knowledge against Explainable Verifiers

In this section, we constructWZKprotocols against explainable verifiers. We start with the three-message
protocol and then move to the 2-message protocol, which will be a special case of the 2-message protocol.

3.1 The Three-Message Protocol

In this section, we construct a three-message WZK argument against explainable verifiers.
Ingredients and notation:

• A 3-message extractable commitment (EC.S,EC.R,EC.V). We denote its messages by (c1, c2, c3).

• a 2-messageWI argument (WI.P,WI.V) with delayed input. We denote its messages by (wi1,wi2).

• A non-interactive perfectly-binding commitment scheme Com.

• A fully-homomorphic encryption scheme (FHE.Enc, FHE.Dec, FHE.Eval).
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• A compute-and-compare obfuscator O.

• A random self-reducible public-key encryption (RSR.Gen, RSR.Enc, RSR.Dec, RSR.D̃ec). (In
fact, relaxed RSR suffices. To simplify the description of the protocol, we rely on standard RSR,
and later remark why relaxed RSR suffices.)

We describe the protocol in Figure 1.

3.1.1 Analysis

We now analyze the protocol. We first show that it is sound, and then that it is WZK against explainable
verifiers.

Proposition 3.1. Protocol 1 is sound.

Proof. Assume toward contradiction that there exists a polynomial-size (w.l.o.g deterministic prover)
P∗ = {P∗λ} that (for infinitely many λ ∈ N) breaks soundness with noticeable probability ε(λ) = λ−O(1).
Fix λ ∈ N and x ∈ {0, 1}λ \ L such that P∗λ convinces the verifier of accepting with probability ε.

Augmenting the interactionwith extraction. Weparse any verifiermessage (wi2, cmt, ctV, C̃C, ct′V, pk
′),

as two parts (c2, z). For any z, we consider a sender S∗z whose first message is the same c1 output by P∗λ,
and given a message c2 from the receiver EC.R, computes the third message c3 by running P∗λ on (c2, z),
emulating a message form V. For any transcript T = (c1, (c2, z), (c3, ctP,wi2)) of an execution between
P∗λ and V, we consider the result sT of running the witness extractor sT ← ES∗z(1λ, 14/ε). (Note that sT
is a random variable that may depend on T and the extractor’s coins.)

Let F be the event, over a transcript T and coins of the extractor E, that:

1. V successfully verifies the commitment transcript (c1, c2, c3),

2. V accepts the WI argument (wi1,wi2),

3. the the extracted string sT does not attest that ctP is a zero encryption; that is, sT is not randomness
r′ such that ctP = RSR.Enc(0; r′).

We next consider several hybrid experiments and show that the probability that F occurs is preserved
through these experiments, upto a negligible difference. To reach a contradiction, we show that F occurs
in the first hybrid with probability at least ε and with probability at most ε/2 in the last hybrid. This is a
contradiction since the gap ε/2 is noticeable. In what follows, in each hybrid i, we will denote by pi the
probability that F occurs in that hybrid.
H0: This is the real protocol.

Claim 3.1. p0 ≥ ε.

Proof. By definition, whenever V accepts, it decrypts ctP to 1; thus, by the correctness of RSR, the
ciphertext ctP cannot be opened to an encryption of 0. The claim now follows from the fact that P∗λ
convinces V with probability ε.

H1: In this hybrid, ct′V is an encryption of 0λ instead of the target u.

Claim 3.2. |p0 − p1| ≤ λ−ω(1).

Proof. The claim follows by the semantic security of the scheme RSR. Indeed, given a noticeable
difference between p0 and p1, we can distinguish an RSR encryption of a random u from one of 0λ, by
emulating an interaction between P∗λ and V, running the extractor, and testing whether F occurs.
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Protocol 1

Common Input: an instance x ∈ L ∩ {0, 1}λ, for security parameter λ.

P’s auxiliary input: a witness w ∈ RL(x).

1. P computes (c1, τ) ← EC.S(0λ), the first message message and state of an extractable
commitment to zero. It sends c1.

2. V computes

• c2 ← EC.R(c1), the second message of the extractable commitment.
• (wi1, τV)←WI.V1(1λ), the first WI message and a corresponding state.
• cmt← Com(0; r), a commitment to zero, using randomness r ← {0, 1}λ,
• ctV ← FHE.Encsk(r), an encryption of the commitment randomness, under a randomly
chosen secret key sk← {0, 1}λ.

• C̃C ← O(CC[FHE.Decsk, u]), an obfuscation of the CC program given by the FHE
decryption circuit and a random target u← {0, 1}λ.

• ct′V ← RSR.Encpk(u), an RSR encryption of the target u, where (sk′, pk′) ←
RSR.Gen(1λ) are randomly chosen keys.

It sends (c2,wi1, cmt, ctV, C̃C, ct′V, pk
′).

3. P computes

• c3 ← EC.S(c1, c2; τ), the third message of the extractable commitment.
• ctP ← RSR.Encpk′(1), an RSR encryption of 1.
• wi2 ←WI.P(Ψ, w,wi1), the second WI message for the statement

Ψ(x, cmt, C̃C,ctP, pk
′, c1, c2, c3) :=

∃w : (x,w) ∈ RL
∨

∃r : cmt = Com(0; r)
∨

∃ĉt : C̃C(ĉt) = 1
∨

∃r′ : ctP = RSR.Encpk′(0; r′)
∧

(c1, c2, c3) ∈ EC.S(r′) .

It sends (c3, ctP,wi2).

4. V verifies

• the commitment EC.V(c1, c2, c3) = 1,
• that the WI argument is accepted: WI.V2(Ψ,wi1,wi2; τV) = 1,
• that the prover’s ciphertext decrypts to one: RSR.Decsk′(ctP) = 1.

Figure 1: A 3-message WZK argument for NP against explainable verifiers.
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H2: In this hybrid, the obfuscation C̃C ← Sim(1λ, 1`) is simulated rather than an obfuscation of
CC[FHE.Decsk, u], where ` is the size of the decryption circuit FHE.Decsk.

Claim 3.3. |p1 − p2| ≤ λ−ω(1).

Proof. The claim follows by the CC simulation guarantee. Indeed, given a noticeable difference between
p1 and p2, we can distinguish, given sk, an obfuscation of CC[FHE.Decsk, u] for a random u, from a
simulated obfuscation contradicting the CC guarantee. Using the fact that now ct′V is an encryption of
0λ, we can again emulate an interaction between P∗λ and V.

H3: In this hybrid, ctV is an encryption of 0λ instead of the commitment randomness r.

Claim 3.4. |p2 − p3| ≤ λ−ω(1).

Proof. The claim follows by the semantic security of the FHE scheme FHE. Indeed, given a noticeable
difference between p2 and p3, we can distinguish, an encryption of a random r from an encryption of
0λ. Since now the FHE key sk is not needed to compute the obfuscation C̃C, we can again emulate an
interaction between P∗λ and V.

H4: In this hybrid, cmt is a commitment to 1 instead of 0.

Claim 3.5. |p3 − p4| ≤ λ−ω(1).

Proof. The claim follows by hiding of the commitment. Given a noticeable difference between p3 and
p4, we can distinguish, a commitment to zero from a commitment to one. In this hybrid, ctV no longer
depends on the commitment randomness, so we can again emulate an interaction between P∗λ and V.

.

It is left to show that inH4, F occurs with probability at most ε/2.

Claim 3.6. p4 ≤ ε/2.

Proof. Assume toward contradiction that p4 > ε/2. First, observe that in hybridH4:

• x /∈ L.

• cmt ∈ Com(1), and by perfect binding there does not exist r such that cmt = Com(0; r).

• By the CC simulation guarantee, except with negligible probability 2−λ, there does not exist ĉt
such that C̃C(ĉt) = 1.

In particular, we can fix the second part z of the verifier’s message such that with probability at least
ε/2− 2−λ, over c2:

1. The above three conditions hold (for cmt, C̃C fixed by z).

2. The WI verifier WI.V accepts the argument (for the statement Ψ).

3. The commitment verifier EC.V accepts the transcript (c1, c2, c3).

4. The extractor ES∗z(1λ, 14/ε) outputs sT that does not attest that ctP is a zero encryption.

Invoking the soundness of the WI argument, it follows that with probability at least ε/2− 2−λλ−ω(1) �
2−λ, over c2:

1. The commitment verifier EC.V accepts the transcript (c1, c2, c3).
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2. ∃r′ such that (c1, c2, c3) ∈ EC.S(r′), and r′ attests that ctP is a zero encryption.

3. The extractor ES∗z(1λ, 14/ε) outputs sT that does not attest that ctP is a zero encryption. In
particular, sT 6= r′.

This contradicts the extraction guarantee of the commitment.

This concludes the proof of soundness.

Proposition 3.2. Protocol 1 is weak zero-knowledge against explainable verifiers.

Proof. We describe the simulator S. Throughout, we assume w.l.o.g that the malicious verifier V∗
outputs its view consisting of its random coins and prover messages. (Otherwise, we consider a new
verifier of this form, along with a new distinguisher who computes internally the original verifier output,
and then applies the original distinguisher.)

S(x,V∗λ,Dλ, 1
1/ε):

1. Sample coins r∗ for V∗λ. Henceforth, V∗r∗ denotes the corresponding (deterministic) verifier.

2. Sample a random r′ ← {0, 1}λ and a first commitment message and state (c1, τ) ← EC.S(r′)
corresponding to a commitment to r′. Store the randomness rc used to generate the commitment.
Feed c1 to V∗r∗ .

3. If the verifier aborts, output (r∗, c1,⊥).

4. Obtain (c2, cmt, ctV, C̃C, ct′V, pk
′,wi1) from V∗r∗

5. Compute the third commitment message c3 ← EC.S(c1, c2; τ).

6. Construct the (homomorphic simulation) circuit HS(r) that given an input r:

• Construct a distinguisher D′(ctP) for the RSR encryption that given a ciphertext ctP:
– Samples at random a second WI message

wi2 ←WI.P(Ψ, r,wi1)

for the statementΨ(x, cmt, C̃C, ctP, pk
′, c1, c2, c3), using as thewitness the randomness

r attesting that cmt = Com(0; r).
– Runs Dλ(r∗, c1, (c3, ctP,wi2)).

• Applies the decryptor
ũ← RSR.D̃ec

D′

(ct′V, pk
′, 11/ε) ,

and output ũ.

All randomness required by the above is hardwired into HS.

7. Compute ĉt = FHE.Eval(HS, ctV).

8. If C̃C(ĉt) = 1:

• Sample ctP ← RSR.Encpk′(1).
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• Sample a second WI message

wi2 ←WI.P(Ψ, ĉt,wi1)

for the statement Ψ(x, cmt, C̃C, ctP, pk
′, c1, c2, c3), using as the witness ĉt attesting that

C̃C(ĉt) = 1.

9. Otherwise:

• Compute ctP = RSR.Encpk′(0; r′), where r′ is the randomness underlying the extractable
commitment.

• Sample a second WI message

wi2 ←WI.P(Ψ, (r′, rc),wi1)

for the statement Ψ(x, cmt, C̃C, ctP, pk
′, c1, c2, c3), using as the witness the randomness r′

attesting that ctP ← RSR.Encpk′(0; r′) and the commitment randomness rc.

10. Output (r∗, c1, (c3, ctP,wi2)).

Simulation validity. The simulator clearly runs in polynomial time (in its input length). We focus
on proving validity. Let V∗ = {V∗λ}λ be a polynomial-size explainable verifier, let D = {Dλ}λ be a
polynomial-size distinguisher, and let ε(λ) = λ−O(1).

We consider a sequence of hybrid simulators that transition from the simulator to the prover, and
prove that the views generated by each two consecutive hybrids are indistinguishable.
S0: This is the real simulator S.
S1: This simulator is the same as S, only that in Step 9, if it needs to give an argument (due to unsuccessful
extraction of a proper ĉt), it uses the witness w, instead of (r′, rc).
S2: This simulator is the same as S1, only that instead of an extractable commitment (c1, c2, c3) to r′, it
provides a commitment to 0λ.
S3: This simulator is inefficient. It acts the same as S2, only that:

• It checks whether, the verifier’s message is explainable; namely, in the support of the honest verifier
messages (or ⊥), and aborts if its not.

• Then it finds the commitment randomness r, and uses it to provide proofs both in Step 8 and in
Step 9.

P1: This simulator is also inefficient. It acts the same as the honest prover P, only that:

• It checks whether, the verifier’s message is explainable; namely, in the support of the honest verifier
messages (or ⊥), and aborts if its not.

• Then it finds the commitment randomness r, and uses it to provide the WI argument.

P0: This simulator emulates the real prover.
To deduce the validity of the simulator, we prove:

Claim 3.7. There exists a negligible ν(λ) such that for all λ ∈ N, x ∈ L∩ {0, 1}λ, w ∈ RL(x), i ∈ [3],

Si−1(x,V∗λ,Dλ, 1
1/ε) ≈Dλ,ν Si(x,V

∗
λ,Dλ, 1

1/ε) ,

S3(x,V∗λ,Dλ, 1
1/ε) ≈Dλ,ε+2−λ OUTV∗λ

〈P1(w),V∗λ〉(x) ,

OUTV∗λ
〈P1(w),V∗λ〉(x) ≈Dλ,ν OUTV∗λ

〈P(w),V∗λ〉(x) .
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Proof. We prove the indistinguishability of each two consecutive hybrid simulators.

S ≈ S1: Recall that the only difference between these two simulators is that S1 uses the witnessw in Step
9, instead of (r′, rc). Assume toward contradiction that D distinguishes the views generated by the two
simulators with noticeable probability δ(λ). We use D to construct a verifier WI.V∗ that breaks witness
indistinguishability of the underlying WI argument.

WI.V∗ runs S to sample a transcript, but discards the WI argument wi2 that S produces. Instead,
it outputs as the first WI message the message wi1 produced by V∗ during the simulation, as well as
the statement Ψ and w0 = (r′, rc) and w1 = w as the two witnesses. It then receives a WI second
message wi′2 generated using one of these witnesses wi. It then runs D on the corresponding view
(r∗, c1, (c3, ct

′
P,wi

′
2), which is identical to that generated by S, except that wi2 generated by S is replaced

by the wi′2 received from the challenger. WI.V∗ outputs whatever D outputs.
It is left to observe that for each i ∈ {0, 1}, the generated view is distributed identically to that

generated by Si. It follows that WI.V∗ has advantage δ in the WI challenge.

S1 ≈ S2: Recall that the only difference between these two simulators is that S2 commits to 0λ instead of
to r′ like S1. Assume toward contradiction thatD distinguishes the views generated by the two simulators
with noticeable probability δ(λ), then we construct a receiver R∗ that breaks the indistinguishability of
the extractable commitment with the same advantage δ.

R∗ emulates S1, when sampling r′, R∗ submits to the challenger s1 = r′ and s2 = 0λ. Then, instead
of sampling c1 as part of the simulation, R∗ obtains it from an outside challenger. It proceeds with the
emulation of S1, feeding c1 to V∗, and obtaining c2 as part of V∗’s message. R∗ sends c2 to the challenger
and obtains c3. It hen performs the rest of the emulation using c3 (note that S1 no longer requires the
randomness underlying the commitment in Step 9).

It is left to observe that for each i ∈ {1, 2}, when the challenger commits to si, the generated view
is distributed identically to that generated by Si. It follows that R∗ has advantage δ in the WI challenge.

S2 ≈ S3: Recall that the difference between these two simulators is that S3 aborts if the verifier’s message
is not explainable, and if it is uses the commitment randomness r as the witness in Steps 8 and 9, instead
of ĉt and w, respectively. Assume toward contradiction that D distinguishes the views generated by the
two simulators with noticeable probability δ(λ). We use D to construct a verifier WI.V∗ that breaks
witness indistinguishability of the underlying WI argument. While the simulator S3 is inefficient,WI.V∗

will be efficient (albeit non-uniform).
First note that the first messages c1 of the two simulators are distributed identically. Furthermore,

since V∗ is explainable, there exists a negligible µ(λ) such that except with probability µ over the choice
of first message and randomness r∗ for V∗λ, the verifier’s message is explainable. Thus by averaging there
exists a fixed first message c1 and randomness r∗ such that conditioned on (c1, r

∗), Dλ distinguishes
S from S1 with advantage δ − µ and the verifier’s message is explainable. We fix such (c1, r

∗) non-
uniformly, which also fixes the randomness r, underlying the verifier’s V∗ commitment (we can assume
w.l.o.g that the verifiers message is not ⊥, because then both simulators abort).

The verifier WI.V∗ has (c1, r
∗, r) hardwired, as well as the state τ corresponding to c1. It emulates

S2 starting from the point it obtains the message from V∗ (Step 4), obtains a corresponding transcript,
but discards the WI argument wi2 that S2 produces. Instead:

• If the transcript reaches Step 8 (corresponding to successful extraction of ĉt), WI.V∗ sends the
challenger the first WI message wi1 generated by V∗ along with the statement Ψ and witnesses
w2 = ĉt and w3 = r.

• If the transcript reaches Step 9 (corresponding to unsuccessful extraction of ĉt), WI.V∗ sends to
the challenger wi1 and Ψ with witnesses w2 = w and w3 = r.
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It then receives a WI second message wi′2 generated using one of these witnesses wi. It then runs D on
the corresponding view (r∗, c1, (c3, ct

′
P,wi

′
2), which is identical to that generate by S2, except that wi2

generated by S2 is replaced by the wi′2 received from the challenger. WI.V∗ outputs whatever D outputs.
It is left to observe that for each i ∈ {2, 3}, the generated view is distributed identically to that

generated by Si. It follows that WI.V∗ has advantage δ − µ in the WI challenge.

P1 ≈ P: We jump to prove this indistinguishability as it is very similar to the previous one (the tired
reader is advised to skip it).

Recall that the difference between these two provers is that P1 aborts if the verifier’s message
is not explainable, and if it is, uses the commitment randomness r as the witness when proving Ψ
instead of w like P. Assume toward contradiction that D distinguishes the views generated by the two
provers with noticeable probability δ(λ). We use D to construct a verifier WI.V∗ that breaks witness
indistinguishability of the underlying WI argument. While the prover P1 is inefficient, WI.V∗ will be
efficient (albeit non-uniform).

First note that the first messages c1 of the two provers are distributed identically. Furthermore, since
V∗ is explainable, there exists a negligible µ(λ) such that except with probability µ over the choice of first
message and randomness r∗ for V∗λ, the verifier’s message is explainable. Thus by averaging there exists
a fixed first message c1 and randomness r∗ such that conditioned on (c1, r

∗), Dλ distinguishes P from
P1 with advantage δ − µ and the verifier’s message is explainable. We fix such (c1, r

∗) non-uniformly,
which also fixes the randomness r, underlying the verifier’s V∗ commitment (we can assume w.l.o.g that
the verifiers message is not ⊥, because then both simulators abort).

The verifier WI.V∗ has (c1, r
∗, r) hardwired, as well as the state τ corresponding to c1. It emulates

P starting from the point it obtains the message from V∗ (the third protocol message), obtains a corre-
sponding transcript, but discards the WI argument wi2 that P1 produces. Instead, it sends the challenger
the first WI message wi1 generated by V∗ along with the statement Ψ and witnesses w0 = w and w1 = r.
It then receives a WI second message wi′2 generated using one of these witnesses wi. It then runs D on
the corresponding view (r∗, c1, (c3, ct

′
P,wi

′
2), which is identical to that generate by P, except that wi2

generated by S2 is replaced by the wi′2 received from the challenger. WI.V∗ outputs whatever D outputs.
It is left to observe that for each i ∈ {0, 1}, the generated view is distributed identically to that

generated by Pi. It follows that WI.V∗ has advantage δ − µ in the WI challenge.

S3 ≈ P1: Note that up to receiving the verifier’s V∗ message, and adding the generation of c3, the
views generated by the two simulators are distributed identically. Thus, to prove (Dλ, ε + 2−λ)-
indistinguishability of these two simulators, it suffices to prove (Dλ, ε+ 2−λ)-indistinguishability condi-
tioned on any fixing of the first prover message, verifier randomness r∗ and message, and c3. Note that if
the verifier’s message is not explainable, both simulators abort, and thus we concentrate on the case that
the verifier’s message is explainable. From hereon consider such a fixing and let r be the corresponding
randomness.

Let ∆ be the advantage of the probabilistic distinguisher D′ (as defined in the simulation procedure)
in distinguishing zero-encryptions from one-encryptions:

∆ :=

∣∣∣∣ E
D′,RSR.Enc

[
D′(RSR.Encpk′(0))− D′(RSR.Encpk′(1))

]∣∣∣∣ .
We consider two cases.
Case 1: ∆ > ε. Let u be the target string underlying the obfuscated CC program C̃C, and recall
that ct′V ∈ RSR.Encpk′(u), due to explainability. Then by the random self reducibility of RSR, with
overwhelming probability 1− 2−λ, over the coins of RSR.D̃ec, it holds that

RSR.D̃ec
D′

(ct′V, pk
′, 11/ε) = u ,
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in which case, HS(r) = u. Assume that this is indeed the case.
By the correctness of FHE, the ciphertext ĉt = FHE.Eval(HS, ĉt) obtained by the simulator S3

satisfies:
FHE.Decsk(ĉt) = u ,

and thus by the one-sided correctness of the CC obfuscator O,

C̃C(ĉt) = 1 .

This corresponds to successful extraction of ĉt, and will result in the simulator S3 behaving identically
to the prover P1 (in Step 8) — sampling ctP as a one encryption and wi2 using the witness r.

Thus, in case 1, we have (Dλ, 2
−λ)-indistinguishability.

Case 2: ∆ ≤ ε. Here we consider two sub-cases according to whether the simulator still obtains a
ciphertext ĉt such that C̃C(ĉt) = 1 or not. In case it does obtain such ĉt, the simulator behaves exactly
like P1. Henceforth, we assume that the simulator does not obtain such a witness, in which case it
reaches Step 9. Here the difference between the simulator S3 and prover P1 is that the first samples
ctP ← RSR.Encpk′(0), whereas the second samples ctP ← RSR.Encpk′(1). The advantage of Dλ in
distinguishing the two is exactly the advantage ∆ ≤ ε of D′. This completes the proof of this case, and
of Claim 3.7.

Remark 3.1 (On using relaxed random self-reducible encryption). We can rely on relaxed RSR encryption
by slightly tweaking the protocol. Specifically, in the protocol, the encryption ctP will be under the
alternative RSR encryption algorithm RSR.Ẽnc. The simulation and analysis remain the same.

3.2 The Two-Message Protocol

We also construct, under stronger assumptions, a two-message WZK argument against explainable
verifiers and quasipolynomial provers. Specifically we strengthen the ingredients as follows.
Ingredients and notation:

• A 2-message extractable commitment (EC.S,EC.R,EC.V) with a quasipolynomial extractor. We
denote its messages by (c2, c3); this is for consistency with the three-message protocol (c1 is always
empty).

• a 2-message WI argument (WI.P,WI.V) with delayed input, sound against quasipolynomial
provers.

• A non-interactive perfectly-binding commitment scheme Com, hiding against qausipolynomial
distinguishers.

• Afully-homomorphic encryption scheme (FHE.Enc,FHE.Dec,FHE.Eval), secure against qausipoly-
nomial distinguishers.

• A compute-and-compare obfuscator O, secure against qausipolynomial distinguishers.

• A random self-reducible public-key encryption (RSR.Gen, RSR.Enc, RSR.Dec, RSR.D̃ec), se-
cure against qausipolynomial distinguishers. (In fact, relaxed RSR suffices. To simplify the
description of the protocol, we rely on standard RSR, and later remark why relaxed RSR suffices.)

The protocol is identical to the one in Figure 1, only that since the first commitment message c1 is always
empty, it consists of only two messages.

Proposition 3.3. Protocol Figure 1, instantiated with the above ingredients, is a 2-messageWZK protocol
against explainable verifiers and soundness against quasipolynomial provers.
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Proof sketch. The proof is essentially identical to that of the previous protocol, only taking into account
the above enhancements.

In the proof of soundness, the prover P∗ and the extractor E are now quasipolynomial instead of
polynomial. Thus, each of the reductions in the proof is now quasipolynomial instead of polynomial,
and breaks the quasipolynomial (rather than polynomial) security of the underlying primitives.

The same WZK proof applies. In fact, it can be simplified. This is because obtaining the commit-
ment randomness r can now be done efficiently (non-uniformly), which means that we can invoke the
indistinguishability of the extractable commitment in the presence of any one of the simulators. Thus
instead of first switching to simulating the argument in the simulation Step 9 with w, we can directly
switch to r.

4 Witness Hiding against Explainable Verifiers with Public Verification

In this section, relying on witness encryption, we give a two-message protocol that is also publicly-
verifiable. The new protocol, however, is only WH. We start by presenting the protocol and then proceed
to analyze it.
Ingredients and notation:

• A 2-message publicly-verifiableWI argument forNPwith delayed input (WI.P,WI.V). We denote
its messages by (wi1,wi2).

• A non-interactive perfectly-binding commitment scheme Com.

• A fully-homomorphic encryption scheme (FHE.Enc, FHE.Dec, FHE.Eval).

• A compute-and-compare obfuscator O.

• A witness encryption scheme (WE.Enc,WE.Dec) for a language L ∈ NP.

We describe the protocol in Figure 2.
Public verification. The verification of an argument in the above system amounts to applying the public
verification of the WI argument, and involves no private randomness.

4.1 Analysis

We now analyze the protocol. We first show that it is sound, and then that it is WH against explainable
verifiers.

Proposition 4.1. Protocol 2 is sound.

The soundness analysis is a simplification of that of Protocol 1. We include it here for completeness
(a reader who already went through the latter proof, may want to skip this one).

Proof. To prove soundness, we consider several hybrid protocols, transitioning from the real system to
a system where no prover cannot convince the verifier of accepting. We show that the probability that
the prover convinces the verifier to accept is preserved throughout the hybrids. Since the argument is
publicly verifiable, it suffices to show that the prover’s view is indistinguishable between these hybrids.
H0: This is the real protocol.
H1: In this hybrid, ct′V is an encryption of 0λ instead of the target u.

Since x /∈ L, this hybrid is indistinguishable from the previous one by the semantic security of
witness encryption schemeWE.
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Protocol 2

Common Input: an instance x ∈ L ∩ {0, 1}λ, for security parameter λ.

P’s auxiliary input: a witness w ∈ RL(x).

1. V computes

• wi1, the first message of the WI argument,
• cmt← Com(0; r), a commitment to zero, using randomness r ← {0, 1}λ,
• ctV ← FHE.Encsk(r), an encryption of the commitment randomness, under a randomly
chosen secret key sk← {0, 1}λ.

• C̃C ← O(CC[FHE.Decsk, u]), an obfuscation of the CC program given by the FHE
decryption circuit and a random target u← {0, 1}λ.

• ct′V ←WE.Encx(u), a witness encryption of the target u.

It sends (wi1, cmt, ctV, C̃C, ct′V).

2. P computes wi2, the second WI message for the statement Ψ(x, cmt, C̃C) given by:

∃w : (x,w) ∈ RL
∨

∃r : cmt = Com(0; r)
∨

∃ĉt : C̃C(ĉt) = 1 ,

using the witness w ∈ RL(x). It sends wi2.

3. V verifies the WI argument (wi1,wi2) for the statement Ψ.

Figure 2: A publicly-verifiable 2-message WH argument 〈P,V〉 for L.

H2: In this hybrid, the obfuscation C̃C ← Sim(1λ, 1`) is simulated rather than an obfuscation of
CC[FHE.Decsk, u], where ` is the size of the decryption circuit FHE.Decsk.

This hybrid is indistinguishable from the previous one by the CC simulation guarantee; indeed, in
the previous hybrid, the target u is uniformly random and independent of FHE.Decsk, and the rest of the
experiment.
H3: In this hybrid, ctV is an encryption of 0λ instead of the commitment randomness r.

This hybrid is indistinguishable from the previous one by the semantic security of the FHE scheme
FHE.
H4: In this hybrid, cmt is a commitment to 1 instead of 0.

This hybrid is indistinguishable from the previous one by hiding of the commitment.

It is left to show that in H4, no malicious prover can convince the verifier to accept a false statement
x /∈ L, except with negligible probability.

Observe that in this hybrid:

• x /∈ L.

• cmt ∈ Com(1), and by perfect binding there does not exist r such that cmt = Com(0; r).
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• By the CC simulation guarantee, except with negligible probability 2−λ, there does not exist ĉt
such that C̃C(ĉt) = 1.

Overall we deduce that, with overwhelming probability 1− 2−λ, the statement Ψ(x, cmt, C̃C) is false.
By the soundness of the WI argument, the prover cannot cheat in this hybrid except with negligible
probability.

Proposition 4.2. Protocol 2 is witness hiding against explainable verifiers.

Proof. We describe the witness-finding reduction R.

R(x,V∗λ, 1
1/ε):

• Obtain (wi1, cmt, ctV, C̃C, ct′V) from V∗λ.

• Construct the (homomorphic simulation) circuit HS(r) that given an input r:

– Sample a second WI message wi2 for the statement Ψ(x, cmt, C̃C), using as the witness the
randomness r attesting that cmt = Com(0; r).

– Feed wi2 to V∗λ and obtain a candidate witness w̃.
– Apply the witness decryptor

ũ←WE.Decw̃(ct′V) ,

and output ũ.

All randomness required by the above is hardwired to HS.

• Compute ĉt = FHE.Eval(HS, ctV).

• If C̃C(ĉt) = 1, repeat the following at most 1/ε times:

– Sample a second WI message wi2 for the statement Ψ(x, cmt, C̃C), using as the witness ĉt
attesting that C̃C(ĉt) = 1, feed it to V∗λ.

– If V∗λ outputs a witness w ∈ RL(x), output w.

• Otherwise, output ⊥.

Reduction validity. The reduction clearly runs in polynomial time. We now prove its validity for
always-explainable verifiers (which is w.l.o.g, Remark 2.6). Let V∗ = {V∗λ}λ be any always-explainable
polynomial-size verifier. Fix any λ, and x ∈ L ∩ {0, 1}λ, and assume that V∗λ outputs a witness
w ∈ RL(x) with probability δ.

Let r be the randomness underlying the commitment cmt = Com(0; r) given by V∗λ. We argue that
the circuit HS(r) outputs the target u underlying the CC obfuscation C̃C with probability δ − λ−ω(1),
over its own coins. First, we argue that when HS gives V∗λ the second WI message wi2, V∗λ outputs a
witness w with probability δ−λ−ω(1). Otherwise, we can construct a verifierWI.V∗ that breaks witness
indistinguishability. The verifier WI.V∗λ has the witness r non-uniformly hardwired. It obtains V∗λ’s
message, and gives the challenger the WI first message wi1 generated by V∗λ, along with the statement
Ψ, and two witnesses w0 = w and w1 = r, when it receives wi2, it uses it to complete the emulation of
V∗λ. It then check if V∗λ outputs a witness for x, if it does WI.V∗λ outputs 0, and otherwise outputs 1. By
construction the advantage of WI.V∗ is exactly the difference between the probabilities of outputting a
witness.

Next, note that whenever the verifier V∗ outputs a witness (under the encryption), the witness
decryption operation performed by HS, will indeed result in the target u.
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By the correctness of FHE, the ciphertext ĉt = FHE.Eval(HS, ĉt) obtained by the reduction satisfies:

FHE.Decsk(ĉt) = u ,

and thus by the one-sided correctness of the CC obfuscator O,

C̃C(ĉt) = 1 .

It follows that in this case, except with negligible probability λ−ω(1), the reduction obtains a valid witness
ĉt for the statement Ψ. By witness indistinguishability given the second WI message wi2, using ĉt as the
witness, V∗λ outputs a witness with probability δ − λ−ω(1). Otherwise, we can again construct WI.V∗

that will break witness indistinguishability similarly to the previous reduction, but now using the (non-
uniformly hardwired) . By Markov’s inequality, in this case, the reduction (which makes 1/ε attempts),
obtains a witness with probability at least 1− ε

δ − λ
−ω(1).

Overall, the reduction obtains a witness with probability at least(
δ − λ−ω(1)

)
·
(

1− ε

δ
− λ−ω(1)

)
= δ − ε− λ−ω(1) ,

as required.

5 From Explainable Verifiers to Malicious Ones

In this section, we present three generic transformations that compile protocols that are private (according
to some natural notion, such as ZK, WZK, WH) against explainable verifiers into ones that satisfy the
same privacy guarantee against malicious verifiers.

This includes the following:

• A 3-message transformation that preserves WZK (or ZK), based on polynomial hardness assump-
tions.

• A 2-message transformation that preserves WZK, based on super-polynomial hardness assump-
tions.

• A 2-message transformation that preserves WH, based on polynomial witness encryption.

5.1 The Three-Message Transformation

We provide a transformation that compiles any 3-message WZK protocol against explainable verifiers
into one against malicious verifiers.
Ingredients and notation:

• A 2-message WI argument for NP with delayed input (WI.P,WI.V). We denote its messages by
(wi1,wi2).

• A non-interactive dense commitment scheme Com.

• A 3-message argument system 〈P,V〉 for an NP language L that is WZK against explainable
verifiers. We denote its messages by (arg1, arg2, arg3).

We describe the protocol in Figure 3.
Analysis. We now analyze the transformation.

Proposition 5.1. Protocol 3 is sound.
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Protocol 3

Common Input: an instance x ∈ L ∩ {0, 1}λ, for security parameter λ.

P̄’s auxiliary input: a witness w ∈ RL(x).

1. P̄ computes

• arg1, the first message in the original protocol.
• cmt← Com(w) a commitment to the witness.
• wi1, the first message of a WI argument.

It sends (arg1, cmt,wi1).

2. V̄ computes

• arg2, the second message in the original protocol.
• wi2, the second WI message for the statement Φ(x, cmt, arg1, arg2):

∃r : arg2 = V(x, arg1; r)
∨
∃r, s : cmt = Com(s; r), s /∈ RL(x) .

It sends (arg2,wi2).

3. P̄ verifies the WI argument (wi1,wi2) for the statement Φ, and aborts if it does not accept.
It then computes arg3, the third message in the original protocol, and sends it.

4. V̄ verifies the argument (arg1, arg2, arg3).

Figure 3: A WZK argument 〈P̄, V̄〉 for NP against malicious verifiers.

Proof. To prove soundness, we show how to transform any cheating prover P̄∗ against Protocol 3 into a
cheating prover P∗ against the original protocol.

Fix any polynomial-size prover P̄∗ =
{
P̄∗λ
}
λ
. We describe a new prover P∗ = {P∗λ}λ, and show that

for any x ∈ {0, 1}λ \ L, if P̄∗λ convinces V̄ to accept with probability ε, the new prover convinces P∗
convinces V to accept with probability ε− λ−ω(1). For this, consider the first message (arg1, cmt,wi1)
sent by P̄∗λ. Since the commitment Com is dense, there exists an underlying string s and randomness r,
such that cmt = Com(s; r). The constructed P∗λ will have (s, r) non-uniformly hardwired into its code,
and will operate as follows.
P∗λ:

• It sends arg1 to V, and obtains arg2.

• It computes the argument message wi2 for Φ(x, cmt, arg1, arg2) using the witness (r, s).

• It then feeds (arg2,wi2) to P̄∗λ, and obtains back arg3. It sends arg3 to V.

Prover analysis. P∗ is clearly of polynomial size. We now analyze its cheating probability. First, note
that since x /∈ L, it necessarily holds that s /∈ RL(x), and accordingly (r, s) is also a valid witness for
any statment Φ(x, cmt arg1, arg2), regardless of arg2.
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Next, observe that the only difference between the view of P̄∗ in a real interaction with V̄ and its view
as emulated by P∗ is that in the first, the WI argument (wi1,wi2) is computed using the randomness of
the honest verifier V as the witness, whereas in the second it is computed using the witness (r, s).

By the witness indistinguishability of the argument, it follows that P∗ convinces V with the same
probability ε that P̄∗ convinces V̄, up to a negligible difference.

Proposition 5.2. Assume that the original protocol 〈P,V〉 is WZK against explainable verifiers, then
Protocol 3 is WZK.

Proof. Fix any polynomial-size (malicious) verifier V̄∗ =
{
V̄∗λ
}
λ
against Protocol 3 and a polynomial-

size distinguisher D = {Dλ}λ . To prove that the protocol is WZK, we first prove that V̄∗ can be
converted into an explainable verifier against the original protocol, which is given as auxiliary input a
commitment to the witness.

Claim 5.1. There exists a PPT simulator E such that:

• V∗ =
{
V∗x,cmt := EV̄∗λ(x, cmt)

}
x,cmt

is an explainable verifier against the original protocol 〈P,V〉

for all x ∈ L ∩ {0, 1}λ, w ∈ RL(x), and cmt ∈ Com(w).

• For any λ ∈ N, x ∈ L ∩ {0, 1}λ, and w ∈ RL(x),

OUTV̄∗λ
〈P(w), V̄∗λ〉(x) ≡ OUTV∗x,cmt

〈P(w),V∗x,cmt〉(x) ,

where cmt← Com(w).

Before proving the claim let us show that it implies that the protocol is WZK. For this purpose, we
describe the corresponding WZK simulator.
S̄(x, V̄∗λ,Dλ, 1

1/ε):

• Sample a commitment of zero cmt← Com(0|w|).

• Construct the verifier V∗x,cmt := EV̄∗λ(x, cmt).

• Output S(x,V∗x,cmt, 1
1/ε), where S is the simulator of the original protocol 〈P,V〉.

To prove the validity of S̄, we consider an alternative S̄w that acts similarly, except that it samples a
commitment of the witness cmt ← Com(w), rather than a commitment of zero. Then by the hiding of
the commitment

S̄(x, V̄∗λ,Dλ, 1
1/ε) ≈Dλ,λ−ω(1)

S̄w(x, V̄∗λ,Dλ, 1
1/ε) .

Furthermore, by construction

S̄w(x, V̄∗λ,Dλ, 1
1/ε) ≡ S(x, V̄x,cmt,Dλ, 1

1/ε) ,

where cmt← Com(w). By the first part of Claim 5.1, the corresponding verifier V̄x,cmt is explainable,
and thus by the WZK guarantee of the original protocol 〈P,V〉,

S(x, V̄x,cmt,Dλ, 1
1/ε) ≈Dλ,ε+λ−ω(1)

OUTV∗x,cmt
〈P(w),V∗x,cmt〉(x) .

By the second part of Claim 5.1, we deduce

S̄(x, V̄∗λ,Dλ, 1
1/ε) ≈Dλ,ε+λ−ω(1)

OUTV̄∗λ
〈P(w), V̄∗λ〉(x) ,

as required.
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Proof of Claim 5.1. We describe the explainable simulator E.
V∗x,cmt := EV̄∗λ(x, cmt):

• Given prover message arg1 from P, sample a first WI message wi1, feed (arg1, cmt,wi1) to V̄∗λ,
and obtain its message (arg2,wi2).

• Verify the WI argument (wi1,wi2) for the statement Φ(x, cmt, arg1,2 ).

• If verification does not pass, emulate an abort:

– Send P message ⊥.
– Feed V̄∗λ with a message ⊥ (emulating an abort of P̄), and output whatever V̄∗λ does.

• Otherwise, send arg2 to P, obtain arg3, feed it to V̄∗λ, and output whatever V̄∗λ does.

First, by the construction of E, for any λ ∈ N, x ∈ L ∩ {0, 1}λ, and w ∈ RL(x),

OUTV̄∗λ
〈P(w), V̄∗λ〉(x) ≡ OUTV∗x,cmt

〈P(w),V∗x,cmt〉(x) .

We now prove that V∗ =
{
V∗x,cmt := EV̄∗λ(x, cmt)

}
x,cmt

is explainable for all x ∈ L ∩ {0, 1}λ, w ∈
RL(x), and cmt ∈ Com(w).

Assume toward contradiction that when interacting with P, V∗λ outputs a message that is not explain-
able with noticeable probability δ(λ). We use V∗ to construct a prover wiP∗ that breaks the soundness of
the WI argument. Given a first WI message wi1, wiP∗λ emulates V∗λ, but replaces the message wi1 that V∗λ
generates with the one received from the challenger. It then obtains from the emulated V∗λ, the statement
Φ(x, cmt, arg1, arg2) and second WI message wi2, it returns (Φ,wi2) to the challenger. By construction
and the assumption that V∗λ’s message is not explainable with probability δ, wiP∗ breaks soundness with
probability exactly δ.

This completes the proof of the claim.

Remark 5.1 (Zero knowledge). We note that the above transformation holds just the same for ZK — the
constructed explainable verifierV∗ only depends on themalicious verifier V̄∗, and not on the distinguisher.

5.2 The Two-Message Transformation

We provide a transformation that compiles any 2-message WZK protocol against explainable verifiers
with soundness against quasipolynomial provers (like the one fromSection 3.2) into one against malicious
verifiers.
Ingredients and notation:

• A 2-message WI argument for NP with delayed input with a quasipolynomial witness extractor
〈WI.P, (WI.V1,WI.V2)〉. We denote its messages by (wi1,wi2).

• A conditional disclosure of secrets scheme (CDS.R,CDS.S,CDS.D) for NP, with receiver simu-
lation security against quasi-polynomial time senders.

• A 2-message argument system 〈P,V〉 for an NP language L that is WZK against explainable
verifiers and sound against quasipolynomial provers. We denote its messages by (arg1, arg2).
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Protocol 4

Common Input: an instance x ∈ L ∩ {0, 1}λ, for security parameter λ.

P̄’s auxiliary input: a witness w ∈ RL(x).

1. V̄ computes

• (wi1, τV)←WI.V1(1λ), the first WI message.
• arg1, the verifier message in the original protocol 〈P,V〉(x). It stores the randomness r
used by the verier to generate the message.

• (ctR, k) ← CDS.R(Ψ, r), a CDS receiver message for the statement Ψ(arg1) attesting
that arg1 was computed according to the honest verifier V, using r as the witness.

It sends (wi1, arg1, ctR).

2. P̄ computes

• arg2, the prover message in the original protocol 〈P,V〉.
• ctS ← CDS.S(Ψ, arg2, ctR), a CDS sender message encrypting arg2.
• wi2 ←WI.P(Φ, arg2,wi1), the second WI message for the statement

Φ(x,Ψ, ctS, ctR) := ∃arg : ctS ∈ CDS.S(Ψ, arg, ctR)
∨

x ∈ L .

It sends (ctS,wi2).

3. V̄ then

• Runs WI.V2(Φ,wi1,wi2; τV) to verify the WI argument for the statement Φ.
• Decrypts ãrg2 ← CDS.Dk(ctS).
• Verifies the original argument (arg1, ãrg2).

Figure 4: A WZK argument 〈P̄, V̄〉 for NP against malicious verifiers.

We describe the protocol in Figure 4.
Analysis. We now analyze the transformation.

Proposition 5.3. Protocol 4 is sound.

Proof. To prove soundness, we transform any cheating prover P̄∗ against Protocol 4 into a quasi-
polynomial cheating prover P∗ against the original protocol 〈P,V〉. We describe P∗.
P∗λ:

• Obtain the first message arg1 from the verifier V.

• Simulate the CDS receiver first message ctR = CDS.Sim(Ψ), relative to the statement Ψ(arg1)
attesting that arg1 is honest.

• Sample a first WI message wi1, feed (wi1, arg1, ctR) to P̄∗λ, and obtain (ctS,wi2).
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• Apply the quasipolynomialwitness extractor arg2 ← E(Φ,wi1,wi2) for the statementΦ(x, arg1, ctS, ctR).

• Send the extracted arg2 to V.

Prover analysis. Fix any polynomial-size prover P̄∗ = {P̄∗λ}λ. First note that the corresponding new
prover P∗ runs in quasipolynomial time. We show that for any x 6∈ L, if P̄∗λ convinces V̄ to accept with
noticeable probability ε(λ), the new prover P∗λ convinces V to accept with probability ε− λ−ω(1).

First, we consider a hybrid experiment where the prover strategy P̃∗ is identical to that of P∗, except
that instead of sampling a simulated CDS receiver message ctR ← CDS.Sim(Ψ) for the statement
Ψ(arg1), P̃∗ obtains externally a CDS message ctR ← CDS.R(Ψ, r) corresponding to the randomness
used by V to sample arg1. (P̃∗ then uses ctR like P∗).

Claim 5.2. P̃∗ convinces V with the same probability as P∗ does, up to a negligible difference.

Proof. Otherwise, we can use P̃∗ to construct a quasipolynomial distinguisher D that breaks the receiver
simulation property. Dλ emulates an interaction between P̃∗λ and V. It then submits Ψ(arg1) and r to
a challenger, where arg1 is the message generated by V∗ using randomness r. It receives back ctR, and
completes the emulation. It is left to note that if ctR ← CDS.Sim(Ψ), then the view of V is distributed
as in an interaction with P∗λ, whereas if ctR ← CDS.S(Ψ, r), the view is distributed as in an interaction
with P̃∗λ.

From hereon we focus on proving that P̃∗ convinces V of accepting with probability ε− λ−ω(1). Let
arg1 be the message received from V, let ctS be sender encryption emulated by P̃∗λ, let arg2 be the prover
message that P̃∗λ extracts from P̄∗λ, and let ãrg2 = CDS.Dk(ctS) be the decrypted message with respect
to the secret key k produced when generating the receiver message ctR. Also let (wi1,wi2) be the WI
argument for the statement Φ(x,Ψ, ctR, ctS) generated by P̄∗λ during its emulation by P̃∗λ.

Claim 5.3. With probability at least ε− λ−ω(1),

1. V accepts (arg1, ãrg2).

2. ãrg2 = arg2.

This implies that that P̃∗, who sends arg2, convinces V with probability at least ε − λ−ω(1), as
required and would complete the proof.

Proof of Claim 5.3. By construction, an interaction between P̃∗ and V perfectly emulates an interaction
between P̄∗ and V̄. In such an interaction the verifier V̄ both accepts the WI argument (wi1,wi2) for
Φ(x,Ψ, ctR, ctS) and accepts the underlying (arg1, ãrg2). Since x /∈ L, it follows by the extraction guar-
antee, that except with negligible probability λ−ω(1), ctS is a valid CDS encryption of arg2. Furthermore,
by CDS correctness, it holds that ãrg2 = CDS.Dk(ctS) = arg2.

This completes the proof of sounenss.

Proposition 5.4. Protocol 4 is weak zero-knowledge against malicious verifiers.

Proof. Wedescribe a simulator S̄. Throughout, we assumew.l.o.g that the simulated verifier V̄∗ =
{
V̄∗λ
}
λ

is deterministic and always outputs the prover message it receives (Remark 2.4).
S̄(x, V̄∗λ, D̄λ, 1

1/ε):

• Obtain (wi1, arg1, ctR) from V̄∗λ.

• Construct a new verifier V∗λ that sends arg1 as its first message, and given arg2 from P, outputs it.
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• Construct a new distinguisher Dλ that given arg2 from P:

– Samples ctS ← CDS.S(Ψ, arg2, ctR), an encryption of arg2 under Ψ(arg1).
– Sampleswi2 ←WI.P(Φ, (arg2, rcds),wi1), a secondWImessage for the statementΦ(x,Ψ, ctR, ctS),

using as the witness the message arg2 and randomness rcds used for generating ctS.
– Runs D̄λ(ctS,wi2).

• Obtain ãrg2 ← S(x,V∗λ,Dλ, 1
1/ε), where S is the simulator for the protocol 〈P,V〉.

• Compute a CDS encryption c̃tS ← CDS.S(Ψ, ãrg2, ctR).

• Compute a secondWImessage w̃i2 ←WI.P(Φ, (ãrg2, r̃cds),wi1), using as the witness themessage
ãrg2 and randomness r̃cds used for generating c̃tS.

• Output (c̃tS, w̃i2).

Simulator analysis. The simulator S̄ clearly runs in polynomial time. We now prove its validity.
Assume toward contradiction that there exist polynomial-size distinguisher D̄ =

{
D̄λ
}
λ
and verifier

V̄∗ =
{
V̄∗λ
}
λ
that for infinitely many x ∈ L and w ∈ RL(x) distinguishes S̄(x, V̄∗λ, D̄λ, 1

1/ε) from
OUTV̄∗λ

〈P̄∗(w), V̄∗λ〉(x) with advantage ε(λ) + δ(λ) for noticeable ε, δ. We consider two cases.
Case 1: There exists a set H of infinitely many x as above such that the verifier’s message arg1 is in
the support of the honest verifier’s messages. We show that this contradicts WZK against explainable
verifiers.

By the WZK guarantee of 〈P,V〉 against explainable verifiers, there exists a negligible µ(λ) such
that for any x ∈ H ∩ {0, 1}λ,

Dλ(OUTV∗λ
〈P(w),V∗λ〉(x)) ≈ε+λ−ω(1) Dλ(S(x,V∗λ,Dλ, 1

1/ε)) .

Furthermore, by the definition of S̄,D, for any such x,

Dλ(S(x,V∗λ,Dλ, 1
1/ε)) ≡ D̄λ(S̄(x, V̄∗λ, D̄λ, 1

1/ε)) .

Finally, by the definition of D,V∗,P, for any such x,

D̄λ(OUTV̄∗λ
〈P̄(w), V̄∗λ〉(x)) ≡ Dλ(OUTV∗λ

〈P(w),V∗λ〉(x)) .

It follows that for any x ∈ H ∩ {0, 1}λ,

OUTV̄∗λ
〈P̄(w), V̄∗λ〉(x) ≈D̄λ,ε+λ−ω(1)

S̄(x, V̄∗λ, D̄λ, 1
1/ε) .

This disproves Case 1.
Case 2: There exists a set M of infinitely many x as above such that the verifier’s message arg1 is
malicious (not in the support of the honest verifier’s messages). We show how to use V̄∗, , to break
the CDS message hiding. First we consider an alternative simulator ′ that has the witness w ∈ RL(x)

hardwired. It computes w̃i2 in the simulation using thewitnessw instead of using as thewitness ãrg2, r̃cds.
Similarly, we consider an alternative prover P̄′, which computes its own message wi2 using w instead of
arg2 and rcds. By witness indistinguishability:

OUTV̄∗λ
〈P̄′(w), V̄∗λ〉(x) ≈D̄λ,λ−ω(1)

OUTV̄∗λ
〈P̄(w), V̄∗λ〉(x)

S̄′(x, V̄∗λ, D̄λ, 1
1/ε) ≈D̄λ,λ−ω(1)

S̄(x, V̄∗λ, D̄λ, 1
1/ε) .

Thus D̄ distinguishes the view (CDS.S(Ψ, ãrg2, ctR)), w̃i2(w) generated by S̄′ from (CDS.S(Ψ, arg2, ctR)),wi2(w)
generated byP′ with advantage ε+δ−λ−ω(1). However, since the verfier’s message is maliciousΨ(arg1)
is false. Thus in this case we obtain a distinguisher against the CDS message hiding.

This completes the proof of the proposition.
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5.3 The Two-Message WH Transformation

Here we again only consider the case that the original protocol is also a 2-message one.
Ingredients and notation:

• A witness encryption schemeWE for L.

• A 2-message WH argument system 〈P,V〉 for L. We denote its messages by (arg1, arg2).

The protocol can be viewed as a variant of Protocol 3, where the verifier, rather than using a WI system
to prove that it behaves honestly, proves it using a witness encryption of its coins under x. This proof is
simulatable if x /∈ L, and otherwise is sound.

We describe the protocol in Figure 5.

Protocol 5

Common Input: an instance x ∈ L ∩ {0, 1}λ, for security parameter λ.

P̄’s auxiliary input: a witness w ∈ RL(x).

1. V̄ computes

• arg1, the first message in the original protocol.
• ct←WE.Encx(r), a witness encryption of the coins r used to generate arg1.

It sends (arg1, ct).

2. P̄ decrypts r̃ ← WE.Decw(ct), and verifies that arg1 = V(x; r). If this is not the case, it
aborts.

3. It then computes arg2, the second message in the original protocol, and sends it.

4. V̄ verifies the original argument arg1, arg2.

Figure 5: An argument 〈P̄, V̄〉 for NP against malicious verifiers.

Analysis. We now analyze the transformation.

Proposition 5.5. Protocol 5 is sound.

Proof. To prove soundness, we show how to transform any cheating prover P̄∗ against Protocol 5 into a
cheating prover P∗ against the original protocol.

Fix any polynomial-size prover P̄∗ =
{
P̄∗λ
}
λ
. We describe a new prover P∗, and show that for any

x /∈ L, if P̄∗ convinces V̄ to accept with probability ε, the new prover convinces P∗ convinces V to accept
with probability ε− λ−ω(1).

P∗P̄
∗
(x):

• Obtains arg1 from V.

• Computes a witness encryption of zeros ct←WE.Encx(0λ).

• It then feeds (arg1, ct) to P̄∗, and obtains back arg2, which it sends to V.
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Prover analysis. P∗ clearly runs in polynomial time.
We analyze the success probability. Observe that the only difference between the view of P̄∗ in a real

interaction with V̄ and its view as emulated by P∗ is that in the first ct is an encryption of the randomness
r of the honest verifier V, whereas in the second it is an encryption of zeros. Since x /∈ L, it follows by
the security of the witness encryption that P∗ convinces V with the same probability ε that P̄∗ convinces
V̄, upto a negligible difference.

Proposition 5.6. Protocol 5 is witness hiding.

Proof. Let R be the witness be the witness-finding reduction of the original protocol 〈P,V〉, we describe
the witness-finding reduction R̄ for the new protocol 〈P̄, V̄〉. In what follows let V̄∗ =

{
V̄∗λ
}
λ
be a

polynomial-size verifier.

R̄(x, V̄∗λ, 1
1/ε):

• Runs V̄∗λ(x) and and obtains (arg1, ct).

• Emulates an abortmessage from P̄, feeds it to V̄∗λ, and testswhether it outputs awitnessw ∈ RL(x),
and if so outputs it.

• Otherwise, constructs from V̄∗λ a verifier V∗λ that sends (arg1, ct) as its first message, obtains arg2

from P, feeds it to V̄∗ and outputs whatever V̄∗ does.

• Runs R(x,V∗λ, 1
1/ε).

Reduction analysis. The above reduction clearly runs in polynomial time. We now analyze its validity.
Let V∗ = {V∗λ}λ be a (w.l.o.g deterministic) polynomial-size verifier. Assume toward contradiction

that there exist an infinite set X of x ∈ L ∩ {0, 1}λ and w ∈ RL(x) such that for some noticeable δ(λ)

Pr
[
OUTV∗λ

〈P(w),V∗λ〉(x) ∈ RL(x)
]
> Pr

[
R(x,V∗λ, 1

1/ε) ∈ RL(x)
]

+ ε(λ) + δ(λ) .

We argue that for any x such as above the verifier’s message arg1 is in the support of the honest verifier.
Indeed, if it is not, then the reduction R first emulates a prover abort just as in the real system, where the
prover detects the the witness encryption does decrypt to randomness that explains arg1. Thus,

Pr
[
OUTV∗λ

〈P(w),V∗λ〉(x) ∈ RL(x)
]
≤ Pr

[
R(x,V∗λ, 1

1/ε) ∈ RL(x)
]
.

Thus, we can construct an explainable verifier V∗xx∈X that on input x behaves like V∗, and on any other
input sends an abort message ⊥. This verifier is explainable and fails the witness-finding reduction.

Remark 5.2. The transformation given by Protocol 5 preserves public verifiability. Indeed, verification
is the same as in the original protocol.
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A Relaxed Random Self-Reducible Public-Key Encryption from LWE

In this appendix, we describe a relaxed random self-reducible public-key based on LWE.
Lattice preliminaries. In what follows, q is a prime and α, β,m, n are such that α2n

0.1
< β < q

8m

and n < m
3 log q < nO(1). We denote by Ψm,σ the truncated discrete Gaussian distribution on Zm with

parameter σ, where any sample x such that ‖x‖ >
√
mσ is replaced by 0. Following common habit, we

will identify the security parameter (denoted by λ in the rest of the paper) with the lattice dimension n.
The scheme:

• RSR.Gen(1n) : outputs a public key A ∈ Zm×nq and secret key t ∈ {0, 1}m−1 such that A is
statistically close to uniform and (1|tT )A = 0.

• RSR.EncA(b) : samples s← Znq , e← Ψm,α and outputs c = As + e + b
( q

2 |0
m−1

)
.
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• RSR.Dect(c) : outputs 0 if |〈c, (1|tT )〉| ≤ q/4, and 1 otherwise.

• RSR.ẼncA(b) : similar to RSR.Enc, only that e← Ψm,β .

• RSR.D̃ec
D

(c,A, 1k) :

– Let c̃ be the distribution given by sampling s′ ← Znq , e′ ← Ψm,β , and outputting c+As′+e′.
– Compute estimations:

∗ ρ̃ of ρ := ED(c̃),
∗ ρ̃0 of ρ0 := ED(RSR.ẼncA(0)),
∗ ρ̃1 of ρ1 := ED(RSR.ẼncA(1)),

using k2 · n samples for each.
– Output 0 if |ρ− ρ0| ≤ |ρ− ρ1| and 1 otherwise.

Claim A.1. Assuming LWEn,q,α, the scheme is a relaxed RSR encryption.

Proof sketch. We prove that the scheme satisfies the properties required in Definition 2.13.
Correctness: for any b ∈ {0, 1}, n ∈ N,

RSR.Dect(RSR.EncA(b)) =
〈
As + e + b

(q
2

∣∣∣ 0m−1
)
, (1|tT )

〉
=

0 + 〈e, (1|tT )〉+ bq/2 .

Correctness then follows from the fact that

|〈e, (1|tT )〉| ≤ ‖e‖ · ‖(1|tT )‖ ≤ α
√
m ·
√
m ≤ q/8 .

For RSR.ẼncA(b), correctness is shown similarly, where the only exception is that ‖e‖ ≤ β
√
m. Still,

|〈e, (1|tT )〉| ≤ βm ≤ q/8 .

Indistinguishability: by the LWEn,q,α assumption, for any polynomial-size distinguisherD = {Dn}n∈N,
there exists a negligible µ such that for any security parameter n ∈ N and any b ∈ {0, 1},

A,RSR.EncA(b) = A,As + e + b
(q

2

∣∣∣ 0m−1
)
≈Dn,µ A,u ,

whereA← Zm×nq , s← Znq ,u← Zmq , and e← Ψn,α.
Random self-reduction: fix anyA and distinguisher D such that |ρ0 − ρ1| ≥ ε , and fix any ciphertext
c = As + e + b

( q
2

∣∣ 0m−1
)
∈ RSR.EncA(b).

For this, we rely on noise flooding [Gen09a]: for s′ ← Znq , e′ ← Ψm,β

c̃ = c + As′ + e′ = A(s + s′) + (e + b
(q

2

∣∣∣ 0m−1
)

+ e′)

is statistically close to a fresh sample

RSR.ẼncA(b) = As′ + e′ .

Our random self reduction process now succeeds by standard concentration bounds.
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